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The annual “Digital Humanities” conference, first held in 1989, gives a clear proof that the field of DH is, first and foremost, very well established, even if more and more subfields emerge almost every year. Secondly, the conference confirms the fact that the discipline is constantly growing. This year is no exception. Even more: the 27th joint conference of EADH (ALLC) and ACH, and the 8th conference under the auspices of ADHO, is by far the biggest event in the field, with its almost 450 accepted submissions in different categories: panels, long papers, short papers, posters, and pre-conference workshops. The number of registered participants exceeded 850 at the time of writing these words.

The conference takes place in Kraków; this is only the second time (after Debrecen 1998) that it comes to Central/Eastern Europe. The region’s rich past and its recent rapid growth has inspired the conference theme, “Digital Identities: the Past and the Future”. This theme aims at stressing the very strong connections between DH and its roots in the medieval idea of a university with a prominent role of the Liberal Arts. We strongly believe that the unique relation between the origins of the humanities’ scholarship and the opportunities provided by computer algorithms and the enormous amount of resources (text collections, linguistic corpora, databases, virtual libraries) can lead to a new scientific revolution.

Kraków, the venue of the conference, has been a major center of learning and culture in this part of the world: the Jagiellonian, founded in 1364, is usually ranked first among Polish universities, and the same is true of the Kraków’s Pedagogical University within Poland’s quite extensive community of pedagogical universities. No wonder, then, that the conference is hosted jointly by those two institutions: the Jagiellonian University and the Pedagogical University of Kraków. Their collaboration is a manifestation of the vivid digital humanities scene emerging in Poland’s major centre of learning and culture.

I would like to thank all those who submitted proposals this year and all those who agreed to act as reviewers. The work load for the group of scholars who undertook the demanding task of reviewing the submissions was significantly higher than in previous years – I would like to thank them all for their great job. I would like to give my thanks to the members of the Program Committee, who this year included: Diane Jakacki (CSDH/SCHN), Michael Eberle-Sinatra (CSDH/SCHN), Jennifer Guiliano (ACH), Brett D. Hirsch (aaDH), Leif Isaksen (EADH), Asanobu Kitamoto (JADH), Inna Kizhner (centerNet), Maurizio Lana (EADH), Kiyonori Nagasaki (JADH), Roopika Risam (ACH), Glenn Roe (aaDH), Sinai Rusinek (centerNet) and Deb Verhoeven (aaDH). My special and warmest thanks go to the Program Committee Chair Manfred Thaller, whose contribution to the conference was simply outstanding. I also want to mention the Local Organizers, who were brave enough to suggest Kraków as a potential host for the DH conference, and efficient enough to make it happen.

Karina van Dalen-Oskam
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Plenary lectures
Can CERN serve as a model for Digital Humanities?

Agnieszka Zalewska
Institute of Nuclear Physics, Polish Academy of Sciences

Nowadays CERN is perhaps the most recognized model of multinational collaboration in research. Created in 1954, it has given the international community some of the most fundamental insights into the essence of matter; and it has returned the investment in innumerable advances in technology. Its Large Hadron Collider is the world’s largest particle accelerator; this is where the Higgs boson has been observed; and this is also where the Web was born to revolutionise the way we all communicate, as the DH community knows probably better than anyone.

CERN’s success has always been attributed to its being a joint venture of an increasing number of nations. While it enjoys a stable status thanks to agreements between politicians, it would not have been possible without its visionaries; their vision extends from pure research to how people from all over the world and from a number of disciplines can work together and all contribute to that success.

Digital Humanities is equally and increasingly an international venture, as is evidenced, for one, by the map of past, present and future DH conferences. Here, too, people from all over the world, from various nations and ethnic groups, from very many scholarly disciplines want to work together. The lessons we have learned at CERN can help the DH community in terms of institutional organization and, more importantly, in the general approach to multinational and diverse scholarly collaboration.

Early Funding of Humanities Computing: A Personal History

Helen Agüera
National Endowment for the Humanities

From the 1970s to the 1990s, a time when funding opportunities for work in digital humanities were limited, the National Endowment for the Humanities (NEH) supported computer-based projects in several disciplines of the humanities. In this talk I review the agency’s initial interest in the use of computer technology for research in the humanities. Through the lens of my experience as program officer for many of the early projects that employed computer methods, I discuss the transition from funding projects that used a computer as a tool to produce print publications, such as reference resources and scholarly editions, to supporting digital projects that published solely in electronic formats.

As digital projects became the norm in the humanities, the NEH extended its programs to support projects that address the needs of digital humanists, including development of digital standards, tools, and infrastructure. Besides describing these programs, I highlight NEH’s collaboration with other funding organizations to facilitate work at the intersection of the humanities and the sciences. I conclude with some observations on the transformations that digital technology has brought to the conduct of collaborative research projects in the humanities and to the agency’s evaluation process. (My presentation relates to my personal experience and does not represent the views of the NEH.)

Touching the interface: Bishop Cosin and unsolved problems in (digital) information design

Claire Warwick
Durham University

Some problems in the design of digital resources have turned out to be unexpectedly difficult to solve, for example: why is it difficult to locate ourselves and understand the extent and shape of digital information resources? Why is digital serendipity still so unusual? Why do users persist in making notes on paper rather than using digital annotation systems? Why do we like to visit and work in a library, and browse open stacks, even though we could access digital information remotely? Why do we still love printed books, but feel little affection for digital e-readers? Why are vinyl records so popular? Why is the experience of visiting a museum still relatively unaffected by digital interaction? The answer is very emphatically not because users are luddites, ill-informed, badly-trained or stupid.

I will argue that the reasons these problems persist may be due to the very complex relationship between physical and digital information, and information resources. I will discuss the importance of spatial orientation, memory, pleasure and multi-sensory input, especially touch, in making sense of, and connections between physical and digital information. I will also argue that, in this context, we have much to learn from the designers of early printed books and libraries, such John Cosin, a seventeenth-century bishop of Durham, who founded the little-known marvel that was the first public library in the North of England, and still exists, intact; one of the collections of Durham University library.
Panels
Playable Books at Electronic Literature’s Interface

Katarzyna Bazarnik
k.bazarnik@uj.edu.pl
Jagellonian University, Korporacja Ha!art, Poland

Kathi Inman Berens
kathiberens@gmail.com
Portland State University, United States of America

Zenon Fajfer
zenkasi@wp.pl
Independent poet, Kraków, Poland

Susan Garfinkel
sgarfinkel@loc.gov
United States Library of Congress

For DH2016 with its theme of “Digital Identities: The Past and The Future” we propose a four-person panel in which we present the history of playable books (Garfinkel), the theory of playable books (Bazarnik), the artistic practice of playable books (Fajfer) and bookish aspects of digital literary games (Inman Berens). Together, we aim to demonstrate the procedural affinities between analog and digital modes of reading a literary interface.

This panel approaches the notion of play from the vantage of the physicality of books and what Johanna Drucker calls “performatice materiality” (2013). When Espen Aarseth said in his 2015 keynote at the Electronic Literature Organization’s conference that “games are the most important form of digital literature,” it ruffled a few feathers. Here, we take Aarseth’s provocation as a starting point from which we examine the past and future of what we call playable books. We will perform examples of digital and analog playable books, offering critical reflection toward developing a common language for methodological approaches across national languages and traditions, across analog and digital reading practices. The Digital Humanities 2016 conference is a unique opportunity to put global perspectives of ergodicity dynamically in dialog with each other. We expect, in other words, that our various types of expertise will co-mingle emergently as we “play” the works, isolate attributes, and foster conversation among the panelists and audience in this international venue. Liveness and co-presence are required to advance this form of cross-cultural communication.

All reading is situated and embodied. Throughout the history of the book, whether manuscript or mechanically reproduced, we see an ongoing tension in the moment of a reader’s encounter with written work: between the abstract ideal of a text that stands on its own sans manifestations, and the actual instantiations of texts as books without whose affordance of interface the encounter would not be possible. Building on Aarseth (1997), Kirschenbaum (2008a; 2008b), Wardrip-Fruin (2010) and others, we note that the procedurality of playable books becomes newly and uniquely visible through the lens of computational materiality, that is, the turn to the digital. Books have always been random access portable storage devices. When Kirschenbaum argues that “new media cannot be studied apart from individual instances of inscription, object, and code as they propagate on, across, and through specific storage devices, operating systems, software environments and network protocols” (2008b: 23), we understand that such approaches prompt attention to the physicality of books. Jessica Pressman coined the term “bookishness” to describe “novels [that] exploit the power of the print page in ways that draw attention to the book as a multi-media format, one informed by and connected to digital technologies” (2009: 456). Zenon Fajfer (1999) describes “literature” as literature which, in response to the digital media, foregrounds the shape and structure of the physical book as its semantically charged constituents. Hayles (2008) and Florian Cramer (2016) have separately written about the “post-digital” book, that is, printed books that manifest the aesthetic of Web and networked technologies, such as Mark Z. Danielewski’s *House of Leaves* (2000).

As part of the first electronic literature showcase at the U.S. Library of Congress in 2013, Kathi Inman Berens and Susan Garfinkel selected sixty-nine books to contextualize the exhibit’s twenty-seven featured works of electronic literature. This wide-ranging curatorial reach culled books that revealed various states of playfulness with the book’s material form. While well-known examples such as *Choose Your Own Adventure* books and shaped poems (“concrete” poetry) emphasize unique aspects of playfulness and materiality, it was only through curating a set of books spanning hundreds of years and genres-and juxtaposing such books alongside the expressive interfaces of electronic literature— that a logic of playable books and electronic literature emerged. Not only did the books contextualize electronic literature, but the obverse happened as well: electronic literature’s human/computer interface defamiliarized the book.

In the last years of the twentieth century, the printed book began to manifest attributes of digital art. In 1999 in the wake of “Booksday,” an exhibition of unconventional books curated in Krakow by Polish writers and poets Zenon Fajfer, Katarzyna Bazarnik and Radoslaw Nowakowski, Fajfer suggested that books defying editorial conventions, whose linguistic content is inextricably bound with their material (printed) embodiments deliberately shaped by their authors, could be called “liberature.” Initially juxtaposed with artists’ books, liberature stresses the literary attributes of book-bound works, exploiting their semantically charged materiality. Although it began as a theory describing the codex form, liberature has
strong links with electronic literature, through, for example, Fajfer’s playable poems that are hybrid works combining the printed and digital interfaces, and Nowakowski’s hyper textual, multimedia online narratives.

Also in 1999, N. Katherine Hayles published How We Became Posthuman: Virtual Bodies in Cybernetics, Literature and Informatics, a book that built the case for an interactive dynamic between seemingly disembodied information and the material substrates that convey them. These twin moves toward embodied experiences of reading suggest a parallel track between Polish and North American conceptions of reading abetted by experimentation in digital and networked environments. This is in tune with Jerome McGann’s observation that “[t]he ‘composition’ of poetry is not completed--indeed, it has scarcely begun--when the writer scripts words on the page; and even at this initial moment of the imaginations work the scene is a social one. What kind of instrument is the writer using, what kind of paper?,” which could be expanded to reflections about platforms, softwares, and mobile devices. These questions are central to understanding and interpretation of any work of verbal art, he continues, as they “are entangled with every textual network of meaning” (1993: 112). Each of the panelists will bring a specific focus to the history and future of playable books in theory and practice.

Susan Garfinkel will discuss examples from book history that display the mutability of the book as a version of Bakhtin’s dialogic “world in the making” (1981). Laurence Sterne’s The Life and Opinions of Tristram Shandy, Gentleman, for example, as early as 1759 made use of visual pastiche and typographic play along with its unusual plot, digressive presentation style, and literary borrowings. In 1804 and again in 1820, Thomas Jefferson famously cut apart and pasted up the Christian bible (Edwards, 2012). Working at the intersections of literary studies, media studies, and the digital humanities, Lisa Gitelman (2008) and Kirschenbaum (2008b), among others, have prompted media scholars to revisit the history of book materiality. Lori Emerson suggests that “by revisiting older media, we can make our current media visible once again” (2014: 130), while Kirschenbaum and Sarah Werner describe the digital within book history as “a frankly messy complex of extensions and extrusions of prior media and technologies” (2014: 408). Such awareness is enhanced by new scholarly attention to materiality, to the vibrancy of matter and the role of interpretation as mediation in the physical world (Trettien, 2013; Bennett, 2010; Appadurai, 2015). Looking back across decades and expressive genres for the precursors of electronic literature, we soon recognize an awareness of the dialogic mutability of the book itself, of its playable affordances that significantly predate the computer.

Katarzyna Bazarnik and Zenon Fajfer will focus on liberatic works and theory by exploring and expanding architecture of the codex, for example, in Oulipian Cent Mille Milliards de Poèmes by Raymond Queneau (1961), and their own, triple dos-à-dos of Oka-leczenie (2000, 2009), the book instrumental in defining the concept of “literature in the form of the book” in the central European context. However, liberature has also responded to digital technologies in various, subversive ways. In Fajfer’s ten letters (2010), the poetic volume combining print and digital animation, it is paradoxically the material book that invites the reader to engage with the poems’ visibility, to handle and manipulate the pages in a way reminiscent of Mallarméan ‘espacement of reading, ‘ un espacement de la lecture’ (1998: 253). Its digital part, “Primum Mobile,” accessible through the CD interface, is a piece blocked from the readers’ intervention—they are only allowed to contemplate texts that infold and unfold in front of their eyes as an animated movie. In the spirit of playfulness its final section, “Spoglądając przez ozonową dziurę” (“Detect Ozone Whole Nearby”) announces its further remediation as a “poem-in-the-bottle,” with its text printed on a transparent plastic sheet placed in a glass container. Thereby, Fajfer’s bottle-book seems to look back to the beginnings of book history, by taking on the form of the scroll. Lastly, his Powieki (Eyelids) (2013) is another bimodal work that seemingly, it returns to the traditional codex, yet textually is a densely linked hypertext that can be accessed via the printed or the electronic interfaces, offering readers radically different experiences of exploring the same cycle of poems.

Kathi Inman Berens will investigate the literary/ludic continuum in theories of ergodicity by Aarseth (1997), Ryan (2006), Laurel (2013) and Ensslin (2013) and examine how touch in electronic literature and playable books prompts new dimensions of liberatic engagement. Saleen and Zimmerman’s Rules of Play: Game Design Fundamentals (2003) and the team of Robin Hunicke, Marc LeBlanc, Robert Zubek’s MDA approach [Mechanics, Dynamics and Aesthetics] developed theoretical frameworks and critical language to unify conditions of play from board games to sports to computer and video games. Literary games don’t figure in these discussions because they were developed before serious games initiated the hybrid literary game form. Jesper Juul’s work on failure in games (2013) adds new analytic dimension to discussion of narrative, catharsis, pain, and reward systems pioneered in the work of Janet Murray (1999; 2012). Can one “lose” when playing a work of literature? Serge Bouchard’s “Loss of Grasp” (2010), winner of the 2011 New Media Writing Prize, has elicited scholarly studies among Polish literary critics applying liberatic theory and English-speaking literary critics examining literary games. A comparison of these methods could frame cross-cultural ways to analyze new works such as Inkle Studio’s 80 Days (2014), a tablet game based on Jules Verne’s Around the World in Eighty Days, and Steve Tomasula’s TOC (2009, 2013). 80 Days was Time Magazine’s 2014 Game of the Year and also, tellingly, The Guardian’s 2014 Novel of the Year. This generic slippage
between book and game is likely to become more common as book publishers venture into gameful environments, such as Doubleday’s Bats of the Republic (2015), a playable novel featuring haptic elements. Berens analyzes the material book’s ludic dialog with tablet-based digital stories.

Following a presentation of these varied approaches to the questions of playability and interface in books past and present, we plan a dialogue between ourselves and the audience. We conceive our conversation around the concept of playable books as a fertile starting point for thinking toward an expansively multiple understanding of agency and affordance in reading-playing, centered in acts of encounter for both the author-designer-creator and the reader-user-player. The ludic, performative materiality of all books, analog or digital, opens up inquiry across a broad range of hybrid instantiations: from children’s digital literature including the Sony Wonderbook works, The Sailor’s Dream (Simogo, 2015), and the Mrs. Wobbles series (Marino Family, 2013-present); to hybrid mass market haptic books like Tree of Codes (Foer, 2010), Nox (Carson, 2010) and S. (Abra and Dorst, 2013); to app-based artists’ books such as Between Page and Screen (Borsuk and Bouse, 2012), Abra (Borsuk, Durbin and Hatcher, 2014) and Pry (Tender Claws, 2013).
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Administrative Challenges of a Global Collaborative Research Group

Joel Berkowitz

DYTP co-founder Joel Berkowitz will address administrative challenges facing a collaborative research group. These include the initial selection of group members, the division of labor within the group, articulating the group’s mission and objectives, keeping activities moving forward in a timely fashion, managing effective communication among group members spread across a number of cities on two continents, working with partner individual organizations, and funding the consortium’s work.

Data and the ‘Obscurity’ of Yiddish Theatre

Debra Caplan

DYTP co-founder Debra Caplan will describe the group’s progress in creating a data model and database for a digital critical edition of a Yiddish theatre encyclopedia. Yiddish theatre data poses particular challenges,
and our data model and database will need to accommodate relationships among individual actors, directors, and playwrights; hundreds of itinerant Yiddish theatre companies; thousands of geographical locations, often within rapidly changing national borders; a multilingual repertoire that often featured dozens of variants of a single play; literary trends in Yiddish drama; ticket prices and sale figures; cross-continental reviews; and other data related to the near-constant travels of Yiddish theatre artists across the globe. Caplan will discuss the potential of this data to document Yiddish theatre’s broad impact on theatre history.

Capturing the Ephemeral: The Digitization of Yiddish Theatre

Agnieszka Legutko

Agnieszka Legutko will set the Digital Yiddish Theatre Project in a broader context of other Yiddish theatre-related digital attempts, often short-lived or only partially executed online projects created in the last decade or so. She will also discuss the unique potential of the Digital Yiddish Theatre Project resulting from its focus on specific content, collaboration of a diverse team of experts, and strategies for attaining social media presence.

Creating a Yiddish OCR

Aaron Rubinstein

Data mining, the computer analysis of large corpora, is an essential tool in contemporary textual analysis. For the humanities, Optical Character Recognition (OCR) has made this kind of analysis possible, rendering the text from printed, digitized works into a machine readable form. Though far from perfect, OCR has a high success rate recognizing roman characters but for researchers in the field of Yiddish studies, OCR engines that can recognize characters from the Jewish alphabet are still in the early stages of development. This presentation will discuss the current state of Yiddish alphabet OCR and a project that attempts to make use of existing tools and a variety of other strategies to provide machine readable access to a seminal Yiddish reference work.
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Gabriel Bodard
gabriel.bodard@sas.ac.uk
University of London, United Kingdom

Tom Gheldof
tom.gheldof@arts.kuleuven.be
KU Leuven

K. Faith Lawrence
faith.lawrence@kcl.ac.uk
King’s College London

Simona Stoyanova
simona.stoyanova@informatik.uni-leipzig.de
University of Leipzig

Charlotte Tupman
c.tupman@exeter.ac.uk
University of Exeter

Leif Isaksen
lisaksen@lancaster.ac.uk
University of Lancaster

Rainer Simon
rainer.Simon@ait.ac.at
Austrian Academy of Sciences

Elton Barker
elton.barker@open.ac.uk
Open University

Pau de Soto Cañamares
paudsoto@gmail.com
Institute of Catalan Studies

Hugh Cayless
hugh.cayless@duke.edu
Duke University

Bringing together researchers from a wide variety of disciplinary backgrounds, this panel discusses the newly emerging ecosystem of Linked Ancient World Data projects and resources. One of the fastest growing areas of Digital Humanities, Linked Open Data (LOD) has the potential to transform traditional scholarship through its ability to promote the discovery of, and connections between, online documents of a highly varied nature (texts, maps, databases, images, etc.). Yet many barriers that are limiting its uptake and application, both technical and human, need to be addressed before this potential can be realised. This panel explores the issues relating to LOD, the semantic web and RDF technologies by focusing on three case studies drawn from the ancient world of literature, history and archaeology: the SNAP, Pelagios, and Integrating Digital Epigraphies (IDEs) projects.

Each of these three projects takes a different focus for their linking strategies: SNAP aims to connect documents through the people mentioned within them (prosopogra-
phories and onomastica); Pelagios through places (maps and gazetteers); and IDEs tackles different kinds of written material that survive from the ancient world (inscriptions and papyri). The projects are all united, however, in a concern for the use of, and access to, massive and diverse datasets that cannot be curated, aggregated or even archived in a single location. One major challenge to be addressed is the inherited scholarly infrastructure that tends to shoehorn multiple projects into a single institution's repository and data model. These projects and their participants are also concerned with issues far beyond their primary subject area: the interoperability of bibliographical references, citations of ancient sources, encoding of date and time, events and actors, material objects and their curatorial history all contribute to the study and understanding of the ancient world (and *mutatis mutandis* of any other). All also recognise that there is no firm demarcation between the cultures of the Mediterranean in the classical period, nor between the worlds and cultures bordering them in time and space. Data from the Bronze Age and Mediaeval periods can be read profitably in and against this classical focus; our sources do not exist in a vacuum that can be entirely insulated from the ancient Near and Far East, sub-Saharan Africa or pre-Columbian America, for example. The three papers in this panel will all discuss how they are deploying the formats and technologies of Linked Open Data to address the massive and multidisciplinary interoperability that these historical challenges require.

**Networking Ancient Person-data: community building and user studies around the SNAP:DRGN project**

*Gabriel Bodard*
*Tom Gheldof*
*Faith Lawrence* *Simona Stoyanova*
*Charlotte Tupman*

The Standards for Networking Ancient Prosopographies (SNAP: http://snapdrgn.net) project is using linked open data (LOD) to build a virtual authority list for ancient people through aggregation of common information from collaborating projects. A unified authority of ancient persons will serve as a convenient and powerful single resource for prosopographers, text editors and scholars to use for disambiguating person references by means of annotations that record the specific URI of a person identified by the SNAP graph.

The objective is neither to create a new universal dataset of historical persons, nor to ingest or supplant the many valuable prosopographical resources, both analogue and digital, created over the past many years. Rather, through the creation of a single entry point—and related identifier—coupled with a small subset of common fields made available both to human researchers and for automated processing, SNAP aims to facilitate interoperability and interchange, exploitation and discovery through common metadata, and the recording of both known and newly discovered relationships between person records. Users will be enabled and encouraged to (a) annotate their data with SNAP URIs to disambiguate person references, and (b) add structured commentary to the SNAP graph in the form of scholarly assertions, bibliography and apparatus.

This paper will outline our efforts to engage both the scholarly community and the wider public in the development of the SNAP model, and discuss the importance of user analysis and feedback into the design and functionality of the user interface and research tools. It is essential both for the utility of the project, and to encourage scholarly uptake in the person data and use of the virtual authority records, that we base our development on consultation with communities of our anticipated user groups, both scholarly and more widely.

In the first phase of the project, SNAP began to address the core issue of linking together large datasets containing information about persons, names and person-like entities (families, associations, deities, anthropomorphic animals) managed in heterogeneous systems and formats. Ambiguous co-referencing is a ubiquitous issue within the linked data world; how does a researcher or analyst determine whether two records refer to the same person or are related in some other way? Even more trickily, what other related information referring to one record can be said equally to apply to both people? The SNAP dataset attempts to address this issue by retaining scholarly metadata around the assertion of co-references and relationships, so that ambiguity, disagreement and academic justification can be recorded alongside all statements that can potentially lead to inference of new relationships.

SNAP models a simple structure using Web and LOD technologies to represent relationships between databases and to link from references in primary texts to authoritative lists of persons and names. The core of its source material was built around three large historical prosopographies and onomastica (databases of persons and names) from the ancient world: the *Lexicon of Greek Personal Names*, an Oxford-based corpus of some 300,000 persons mentioned in ancient Greek texts (http://www.lgpn.ox.ac.uk/); *Trismegistos*, a Leuven-run database of over half a million names and persons from Egyptian documents (http://www.trismegistos.org/); and *Prosopographia Imperii Romani*, a series of printed books listing senators and other elites from the first three centuries of the Roman Empire (http://pir.bbaw.de/). With several other more specialist databases of ancient and Mediaeval persons, museum and library catalogues, and digital editions contributing data or in the process of converting their data to the RDF format SNAP requires, the virtual authority will soon record well over a million person URLs. Due to the focus on historical datasets, we are able to address wider issues of dealing with person
data without the ethical and privacy concerns raised by that gained from modern social networks. While still massive in scale, the amount of data under discussion is tractable, allowing for more academic coherence and review within the data, which, diverse as it is, is produced by a discipline with well-established working practices.

During this first phase, SNAP held a number of meetings and presentations to introduce the principles of and the preliminary work done by the project in its pilot period, and to hear from potential project partners about their datasets, practices and reactions to our proposals. These discussions led to a greater understanding of the nature of the prosopographical materials as well as helping to identify future partners. In addition, they provided the opportunity to advise participants how to present the relevant subset of their data for SNAP import in order to allow further datasets to be ingested, by demonstrating the SNAP Cookbook [http://snapdrgn.net/cookbook/] which sets out details of several scenarios for the encoding, publication and linking of ancient person data in RDF, and connecting them to the SNAP graph.

The second phase of the SNAP project focuses further on the ingest, creation and linking of a much wider range of person data, using a range of methodologies including named entity recognition (NER), both hand and machine-assisted curation of person references from large corpora including inscriptions and mythological sources, and the ingest of data from existing projects via prosopographical tool kits such as the Berlin-Brandenburg Academy’s Personendaten Repositorium [http://pdr.bbaw.de/] and the Berkeley Prosopography Services [http://berkeleyprosopography.org/].

At the same time, we aim to enable a wider interchange of data and discovery of related materials as part of the larger Linked Ancient World Data community. In order to engage scholars and other interested parties in both creating and linking to SNAP identifiers, and to support and encourage the use of research tools and interfaces, we will hold a series of user analysis and engagement workshops, focusing on scholarly feedback on the SNAP web interface, API and widgets, the use of disambiguating annotation, and creation of and engagement with structured commentary. These workshops will help us assess and better understand the expectations and needs of our user communities with regards to both infrastructure and support, and sustained engagement with the project. User analysis is vital for developing an understanding of how users interact with the data and the current tools that are available for working with prosopographical data. We need to understand the goals and workflows of our user groups in order to meet their scholarly needs, and to create effective methods for attracting and maintaining engagement with the next phase of the project.

The issues being investigated by SNAP have implications beyond the bounds of this particular project: many of the issues such as variant name spellings, persons with changing or ambiguous names, uncertain identities and relationships, and tracking assertions about persons and the cascading inferences resulting from scholarly or editorial decisions, are precisely the same questions that concern both professional and amateur groups working on person-identification, including local historians, family historians, genealogists and graveyard conservationists. This has two major implications: first, as the work being done by SNAP is likely to reach far beyond its immediate subject area, this must be reflected in the way the project is conducted and disseminated to a variety of groups; and second, we must ensure that our user engagement workshops therefore include not only scholars but members of the public whose interests overlap with those of the SNAP project in these and other ways. This paper will seek audience discussion and advice about how best to ensure that the second phase of the project can meet such potentially diverse user needs.

**Early Geographic Documents and the Pelagios Commons**

Leif Isaksen
Rainer Simon
Elton Barker
Pau de Soto Cañamares

Pelagios is an international initiative concerned with the development of LOD methods, tools and services so as to better interconnect the vast and ever-growing range of historical resources online. Specifically, it uses the Open Annotation RDF ontology [http://www.openannotation.org/spec/core/] to associate place references within those resources to online gazetteers that offer URI-based identifiers for such places. The resulting graph is then exploited in a variety of ways to facilitate research, teaching and public engagement. The Pelagios 3 project expanded the scope of Pelagios dramatically from its original focus on classical antiquity, to encompass the early geographic documents of the pre-modern era, including early Christian, Islamic and Chinese traditions. It addressed three critical challenges for stimulating activity in these areas:

First, we developed user-friendly Web-based and Open Source software tools for the production and exploration of Pelagios LOD. Recogito [http://pelagios.org/recogito/] is a Web-based tool for the semi-automatic annotation of place references. It features several work areas, dedicated to different stages of the geo-annotation workflow: (i) a text annotation area to identify place names in digital texts or tabular documents (optionally aided by automatic Named Entity Recognition); (ii) an image annotation area to mark up and transcribe place names on high-resolution map or manuscript scans; (iii) a geo-resolution area, where identified (and transcribed) place names
are mapped to a gazetteer, supported by an automated suggestion system. Recogito also provides basic features for managing documents and their metadata, as well as for viewing annotation results, usage statistics and bulk-downloading annotation data. Peripleo (http://pelagios.org/peripleo/map) is a spatio-temporal search engine for exploring the annotation data produced through Pelagios 3, as well as by the Pelagios community at large. Its user interface resembles that of Google Maps, and allows for free browsing as well as keyword & fulltext search, while offering additional filtering options based on time, data source and object type.

Second we carried out much annotation both in house and by independent contributors, so as to provide a ‘critical mass’ of annotated text and map documents that would attract contributions from other data curators. Over the course of the project 90 registered editors identified approximately 130,000 place references in 317 early geographic documents in 8 languages. About half of these were manually inspected for association with a gazetteer. Around 60 institutional or personal partners have contributed to Pelagios to date with a similar number expressing interest in doing so. We believe this offers substantial evidence that LOD approaches do not of necessity impose high barriers to entry, and on-ramps to semantic technologies can be offered at a varying levels of complexity.

Third, we developed a mechanism for enabling different gazetteers (each serving their particular community) to be interoperable, allowing for interlinking between data from divergent traditions. This has been achieved through the development of the Pelagios Gazetteer Interconnection Format which provides baseline requirements and optional additions for gazetteers to interoperate (https://github.com/pelagios/pelagios-cookbook/wiki/Pelagios-Gazetteer-Interconnection-Format). While such decentralized models for key infrastructure are both evolving and not without their challenges and risks, they offer significant potential for resolving conventional problems with enforcing universal standards across multiple domains and communities of practice.

Consequently, Pelagios has generated sustained and lively community interest, and has offered a pioneering model for other LOD initiatives which are semantically annotating different reference types from people to time periods, including PeriodO (http://perio.do/), SNAP (https://snapdrgn.net/), PastPlace (http://www.pastplace.org/) and al-Thurayya (http://maximromanov.github.io/projects/althurayya_o2z/). The success of the Pelagios approach has also attracted funding for academic research into early geographic documents through the Pelagios 4 project which is working with specialists in historical geography to identify both the advantages and limitations of semantic annotation for comparative studies and visual and statistical analyses. Topics span from the significance of hazard depictions on medieval portolan charts to the use of reliability of textual sources as proxies for the missing sections of the only extant Roman world map. In addition to this academic research, the SEA CHANGE project trialled crowdsourcing workshops for the use of semantic annotation in Higher Education in collaboration with 13 Mainz and the University of Heidelberg (http://pelagios-project.blogspot.co.uk/2014/11/bringing-about-sea-change.html).

In parallel with these developments a community of practitioners has emerged with interests in a range of related activities: the annotation of curated or third-party content; the production of specialist gazetteers; the integration of place annotations with those of people, periods and things; and the visualization and analysis of graph-based data, to name but a few. Since its early stages Pelagios has made concerted efforts to consult and support such stakeholders, but as it has grown new opportunities and challenges have emerged. In particular we have established that within a heritage context, one of LOD’s key advantages is its ability to relate independently maintained projects without requiring a single centralized authority. But what are the social ramifications of such an approach? In a world in which funding criteria, academic legitimacy, intellectual property, and even conference presentations presume the authority of individuals and institutions, can LOD communities ever scale effectively? In order to do so individual stakeholders will need to shoulder responsibility for specific services within them. These may be the provision of content, real-time search aggregators, or dynamic real-time operations that offer visualization and analysis of heterogeneous material. For some, reliability will be more important than complexity or innovation, while others will pioneer new strategies at the cost of longevity or broad usership. Negotiating the relationships between these stakeholders—technically, socially and legally—is perhaps the greatest task ahead for those seeking to establish Linked Open Data as a principal mechanism for drawing together, if not necessarily synthesizing, information about the past.

In addition to reviewing the outputs of Pelagios 3 and Pelagios 4, this paper will report on early developments within Pelagios Commons, a new phase of Pelagios which focuses explicitly on increasing its technical and social decentralization. This spans beyond its current pre-Modern and literary scope, in order to embrace later periods, differing scales of geography (from intra-urban to multi-regional) and the conceptual changes of dealing with arbitrary findspots and mythical, fictional and itinerant places. It will present our experiences in establishing Special Interest Groups, and the different challenges faced in devolving LOD architectures, as well as lessons learned from similar initiatives. In doing so we hope to foster discussion and critique from those planning or implementing related community-driven projects.

Acknowledgments: Pelagios 3 was funded by the Andrew W. Mellon Foundation. Pelagios 4 was funded by
the AHRC. SEA CHANGE received an Open Humanities Award from D2ME and the Open Knowledge Foundation. We thank all our financial supporters and content contributors for the collective production of this work.

**Integrating Digital Epigraphies**

Hugh Cayless

The Integrating Digital Epigraphies (IDEs) project aims to build on the lessons learned in the course of developing the Papyri.info project. The differences in the digital landscape between Greek Epigraphy and Papyrology are considerable, the main one being that, whereas many of the partner projects of Papyri.info were happy to permit that site to aggregate their data, IDEs will not be able to host partner data, but rather to collect citation and linking information with the goal of improving the links between the different Epigraphical sites. This paper will discuss the project, hosted at http://ides.io and the part played in it by the Linking Ancient World Data Ontology, which may be found at http://lawd.info.

What is a citation? It is a sequence of characters in a text that refers to something the reader may wish to consult. A citation is obviously a pointer of some sort, but what is it a pointer to? It depends: a citation like *Il 1.1* is a reference to book 1, line 1 of the *Iliad*, that is, it refers, notionally, to an ideal or composite *Iliad*, not to a particular expression. It is assumed that the first line of book 1 will be more or less the same in any edition. A citation like *IG I³ 40* on the other hand, is to a particular edition: number 40 in the third edition of the first volume of *Inscriptiones Graecae*. It points therefore to a particular part of a larger work, *S.C. de Bacch.*, to take a third example, is a citation of an actual inscription, not a publication of that inscription. Here, the citation refers to a physical object, and the reader is expected to be able to find a text of it if they wish to read the document.

Given all this, we must conclude that if a citation is a pointer, it is a very vague one. It may point to an abstract work, an actual (perhaps online) edition or part of it, or a real-world object with text written on it, but which the reader of the citation probably isn’t expected to go and read in person. Further complicating the situation, the referring strings that comprise citations are subject to different formatting conventions: *IG I³ 40*, and *IG II[3].40* refer to the same edition, for example. Even more extreme variation is entirely possible, depending on the conventions used by the publications citing the source.

How do we model this situation then? Citations are strings that indicate resources or parts of resources, which may or may not be abstractions and may or may not have published editions, translations, etc. The LAWD Ontology approaches this by modeling the Citation as its own RDF Class which may represent a written or conceptual work. Citations may have a value that is either a string, a URI, or both, and other properties may be attached to them as well.

In IDEs, Citations are the main component of the project. IDEs works by identifying epigraphic citations from a variety of sources, including the Packard Humanities Institute (PHI) site, the Diccionario Griego-Espanol’s Claros project, and the Supplementum Epigraphicum Graecum (SEG). PHI contains the text of editions of Greek inscriptions, Claros collects pairs of citations where one source cites or updates another, and SEG publishes a kind of annotated bibliography of epigraphic publications. All of these manifest different citation practices, even though they deal with largely the same body of material. IDEs attempts to parse the citations from each project, match them up when that is possible, and present an interface and APIs that permit projects with epigraphic citations to retrieve related material easily. For example, if PHI wishes to find and display citations related to the inscription they assign ID number 40 to (*IG I³ 40*), they can query the URI http://ides.io/browse/ides:phi:40 which resolves to http://ides.io/browse/ides:to00003n (the IDEs ID or IDEst of the inscription itself), and from there they can retrieve machine readable data in JSON, RDF, or JSON-LD formats that could be incorporated into their own page at http://epigraphy.packhum.org/text/40. It would be possible, for example, to link to related articles in SEG, to display additional bibliography, to link to the corresponding place entry in Pleiades, and when we have incorporated data from JSTOR, to link to articles that mention *IG I³ 40*.

IDEs itself is a property graph database which uses RDF semantics without relying on an underlying RDF database implementation. This approach is intended to allow it to permit commenting on and editing relationships between the entities it tracks. RDF by itself has trouble attaching extra information to triples, requiring reification or the use of named graphs to do so. We hope that by imposing RDF semantics on a property graph structure, we can have the ability to attach additional metadata and commentary to relations without sacrificing speed or expressive capability.

**Creating Feminist Infrastructure in the Digital Humanities**

Susan Brown

sbrown@uoguelph.ca

School of English and Theatre Studies, University of Guelph, Canada; English and Film Studies; Humanities Computing, University of Alberta, Canada
Today, it is imperative that we develop an ideological infrastructure that both supports and facilitates feminist interventions within the contemporary world. [...] We want to cultivate the exercise of positive freedom – freedom-to rather than simply freedom-from – and urge feminists to equip themselves with the skills to realign and existing technologies and invent new cognitive and material tools in the service of common ends.

(Laboria Cubonix, Xenofeminism: A Politics for Alienation)

Introduction

This panel considers how gender and digital infrastructures shape each other. Infrastructure can be described as that which creates the conditions of possibility for certain kinds of activities. In the context of digital humanities, infrastructure can refer to physical infrastructure such as servers, software infrastructure in the form of code or a software stack, organizational infrastructure such as a scholarly society, institutional infrastructure such as a DH centre, or methodological infrastructure such as a standard.

As is often observed, infrastructure tends to be transparent or invisible until broken (see Bowker and Starr), rather in the manner that ideological structures can blind us to systemic discrimination and gender bias. Rather than view infrastructure as a transparent mediation, feminist thinking invites broader questions around how we might address the social or relational aspects of infrastructure:

• How can digital infrastructure, as technologies of connection, support complex, non-binary understanding?
• How does a systemic approach to information infrastructure offer opportunities for a more systemic political critique within the digital humanities?
• How can we address the ways in which standards (such as the TEI encoding of sex [Terras]) and procedures (‘organizing logic’ [Posner]) embed values?
• What would an explicitly ‘ideological infrastructure’ look like? Is it desirable?

• To what extent can existing infrastructure be adapted for feminist ends and/or do we need to create new forms and instances of infrastructure to redress inequity?

The panel will be a hybrid of the panel- and multiple-paper session. Within each of its three sectioned themes, the panelists specified for a particular subtopic will have the responsibility to open up discussion with short statements of up to 7 minutes, followed by pithy responses from other panel members (who will have read the statements in advance) of up to 5 minutes in total, followed by an invitation to the audience to continue the discussion jointly with us. What is proposed, therefore, is not a series of 5 papers, but a set of interweaving engagements with each other and our audience that will make clear the connections between the component topics.

Training and pedagogical traditions

**DH Training** (Tanya Clement) Project-based research is often heralded as the site of work that defines DH. Indeed, in Willard McCarty’s DH paradigm, the DH practitioner alone possesses ‘an outsider’s objectivity’ and the ‘performative ability to move in and out of disciplines, back and forth between duck and rabbit... while carrying its own intellectual load on its back’ (136). Except, a feminist perspective based on situated knowledges (Haraway, 1998) teaches us that what liberates us from obstacles often blinds us to the opportunities that difficulties illuminate.

This rhetorical of ‘mastery’ over technology threatens an advancement of knowledge production from other perspectives, adopting what Haraway would call ‘the standpoint of the Man, the One God, whose Eye produces, appropriates and orders all difference’ (Haraway, 1988: 587). Further, training in project-related work arguably produces skills rather than knowledge-based programs, and digital humanists professionals rather than researchers (Clement, 2012; Kraus, 2013; Mahony and Pierazzo, 2012). The debate about whether designing and building tools provides indispensable knowledge about information infrastructures is inflected by the concern that the ability to bridge the ‘building gap’ largely reflects social privilege.

Clement will posit a contradiction between the presumed goals behind DH work, and the everyday practices of DH scholars and major DH education and training programs. In short, while scholars claim a keen desire to frame infrastructure development in the context of theories such as cultural criticism, feminist inquiry, and post-colonial critique, her investigation indicates that many training programs are not framed in these ways.

**Community-based Training and Research Networks** (Jacque Wernimont): FemTechNet is an activated network of scholars, artists, and students working on, with, and at the borders of technology, science, and feminism in many fields including Science and Technology Studies, Digital Humanities, Media and Visual Studies, Art, Gender, Queer,
and Ethnic Studies. This networked structure works asynchronously and across local and international interventions. A major feature of our work is the series of Distributed Open Collaborative Courses (DOCCs) that recognize the complexities of the learning situation by designing platforms both locally and collectively. They represent new models from which many stakeholders will learn. The DOCCs are alternatives to the ‘reform’ efforts represented by the Massive Open Online Courses (MOOCs), which actually do little to change the status quo and can even be counterproductive when promoters oversimplify questions of access, underestimate investments of labor in instructional technology, deny the importance of infrastructure and its human and discursive aspects, and reinforce ideologies about technology being values-neutral.

In addition to curricular work, FemTechNet members collaborate on the design and creation of feminist technological innovations and in so doing extend our networked training into both traditional curriculum, apprenticeship, and non-hierarchical collaboration. Consequently, FemTechNet is a model of research and training infrastructure that foregrounds transparent and locally responsive structures, affords the ability to move up and back as time, expertise, and desire allow, and places feminist principles of equity, justice, and engagement at the fore. It is also a case study in understanding the labor, care, and resources necessary to maintain international cooperation and collaboration. We believe that our infrastructure is as expressive of our intellectual and ethical commitments as any content that we might produce, making the challenges of distributed online work around digital technologies not simply innovative, but also absolutely necessary.

Examples of feminist technical infrastructure

To give a sense of the array and complexity of infrastructural concerns, we will frame three quite different technical infrastructure initiatives in relation to feminism.

**HuNI** (Deb Verhoeven): HuNI, Humanities Networked Infrastructure, is a service that aggregates data from a broad range of humanities disciplines and institutional sources and makes them available to researchers and any members of the public with access to a browser (Verhoeven and Burrows, 2015). HuNI provides users the opportunity to build collections and propose a graph of relationships between records which in turn contribute to a HuNI network graph. As researchers themselves create the links between data, they also produce a kind of ’vernacular ontology‘ which, rather than providing an ’authoritative‘ model of the data, instead allows for diversity, complexity, interpretation and contestability. In this way, HuNI acknowledges ’difference‘ in the representation and organisation of knowledge and underlines the way in which gender (and other ’differences‘) are socially produced rather than empirical givens.

**ARC** (Laura Mandell): ARC, the Advanced Research Consortium, is the parent group overseeing and supporting NINES, 18thConnect, MESA, and the forthcoming ReKN and ModNets. These period-specific, online finding aids and scholarly communities work with traditional scholars to encourage digital production: they provide peer review for digital projects, and guidance along the way. ARC supports that work by hosting the web interfaces for these groups, the SOLR server feeding them metadata, providing the Lucene search engine that powers the online finding aids. ARC also coordinates with proprietary companies to import their data into these online finding aids in order to make them into comprehensive research environments. Finally, ARC is attempting to build a sustainability plan for the group by selling BigDIVA, the Big Data Infrastructure Visualization Application (http://www.bigdiva.org).

ARC is not explicitly a feminist infrastructure, but it is noteworthy that it was originally designed by a feminist, Bethany Nowviskie, and is currently directed by a feminist, Laura Mandell. It is possible, however, that the ethic of service and care is a form of stealth feminist infrastructure (Brown, 2008), channeling technological and social structures toward serving and educating the academy. Indeed, this infrastructure has a service focus: the period-specific groups attempt to serve scholars, to educate them about best practices in the peer-review procedure, to work with them in building up projects and creating metadata about those projects. ARC serves the period-specific communities so that they can focus on outreach to traditional scholars. At a recent two-day ARC meeting, including one or two directors from each period-specific group, we spent a full fifth of our meeting time discussing sexism and its impact on our work: the ARC board is made up of feminist men and women attempting to intervene in the way that the academy does its normal business.

**CWRC** (Susan Brown): The Canadian Writing Research Collaboratory is a feminist project in drag: built on a feminist recovery initiative (Brown et al 2006-15), it was a bid to gain infrastructure funding for several projects in women’s writing, but its scope was strategically broadened and generalized to ’writing in and about Canada‘. At least in 2009 in Canada, focusing on ostensibly neutral infrastructure was apparently a better strategy for gaining funding than a research grant application focused on women’s writing. Hence ‘drag’: we weren’t disguising who we were, but dressing ourselves up in infrastructural (read male) clothing, performing the ’neutral‘. As a virtual research environment, CWRC tried to take on board the insights of scholars such as Lucy Suchman that we needed to design for situated, embodied, that is sexed and gendered, subjects. Nevertheless, the project struggled throughout with the divide between form and content, technical and subject expertise, that has largely characterized the division between the digital humanities and feminist scholarship,
even as CWRC supports projects that investigate gender, race, nationality, and sexuality in diverse ways.

Infrastructure, collaboration, and credit

We will conclude by tackling the thorny question of credit, awkward though it is to articulate. Infrastructure development’s implicit relation to service means that the development of research infrastructure is not considered research per se but rather is consigned to the role of research ‘support’ and is therefore not ‘accountable’ as a specific research outcome in a range of contexts. To materialize research infrastructure is a process that is clearly distinguished from the reality produced: a covert operation, not a recognized result. And yet the devising and development of new systems might equally be seen as the devising and development of their standards, measures, and meanings and the principles of their provenance in which the restless, transformative, and connective work of infrastructure can be understood as a form of inventive-ness and interpretive resourcefulness too.

Collaboration is both highly prized in the digital humanities as a privileged, indeed essential (Price, 2011: 9) form of scholarly practice. Yet, we would contend on the basis of a number of stories arising from our own experience and knowledge of others’, it is also fraught for women to the extent that their contributions are more prone than men’s to be overlooked or misattributed. We will provide a few largely anonymized examples of having work misattributed, credit or authorship erased (or absorbed into a project identity), and contributions to fields ignored, followed by discussion of how to combat such tendencies.

The panel, we hope, will help to improve understanding of 1) the extent to which even something as apparently neutral or apolitical as infrastructure is imbued with gender and other socio-political considerations; 2) the impact of systemic gender and racial discrimination in a range of infrastructural contexts, notwithstanding the extent to which so many DH practitioners work hard to overcome the biases embedded in our cultures and our discourses; and 3) current and prospective strategies for countering those biases. We will seek to engage the audience throughout this session to include in the panel’s discussions a broad range of perspectives on and positions in relation to infrastructure.

Successful infrastructure has the capacity to transform the world in which we already (co-)exist. Digital humanities infrastructure can open up new visions of the world in which we live, and invite contemplation of the different ways in which we might live, and work, in it.

Bibliography


This panel is devoted to two main questions: “How are the function and qualities associated with a scholarly edition changed when it is digital?” and “Is excellence in scholarly editing promoted by guidelines, articulations of best practices, enhanced peer review, or seals of approval?” The panel is intended for members of the scholarly editing community, whom it wishes to engage in dialogue about these matters, along with a wider audience of prospective scholarly editors and members of the DH community who are engaged with questions of peer review and how to foster best practices.

The immediate impetus behind the panel is “Considering the Scholarly Edition in the Digital Age: A White Paper of the Modern Language Association’s Committee on Scholarly Editions” published by the MLA in Fall 2015. The primary purpose of the white paper is to define the major elements of the “digital scholarly edition” and explore their significance for the ways editions are read, used, and evaluated. Publication of the white paper, however, raised a number of related questions that we hope to explore through this panel:

- Are the following criteria fundamental to scholarly editing, regardless of school or approach: transparency, accuracy, appropriateness of method, clear and responsible documentation, and the exercise of critical judgment in representing a full account of the textual situation at stake?
  - Can a community-sourced edition also be a scholarly edition?
  - What is the point of scholarly editions, as we currently understand them, in an era of mass data?
  - Editions can be situated within and draw upon a much larger scale text archive. How are such editions related to the larger archive?
  - How might different traditions of editing be “networked” or brought together by digital means in relation to the same text?
  - How do editions relate to largescale textual research? Must their representational precision and refined encoding be lost if aggregated through a mechanism like HathiTrust or TAPAS? How can their particular contribution the depths of their insights be maintained when incorporated within a broader cultural analysis?
  - How far might the criteria for exemplary digital scholarly editions actually also apply to exemplary digital scholarship?
  - To the extent that the standards for digital scholarly editing are formalized and programmatic could a largescale digital scholarly corpus be produced largely algorithmically?

Peer Review

The discussion will then turn to the role of seals or hyper peer reviews of digital scholarly editions in a range of scholarly communities and contexts as represented by the panelists.

A seal such as that awarded by the MLA Committee provides either added weight to peer review for those publishing with a press, or a potential alternative to peer review for editions that are not published by conventional scholarly presses. One would expect that with the shift towards digital editions the number of applications to the Committee would have risen. This, however, has not been the case. Panelist and members of the community of digital editors in the audience will be asked to assess the need for such seals of approval and to consider the adequacy of general guidelines such as the MLAs for editorial work.

Panelists will reflect on questions including the following:

- How do seals or peer review of digital editing projects operate in various contexts?
- Can a seal to something that doesn’t reach closure in the usual way? How far along does it need to be?
- If the seal is awarded for one iteration of a project, how do we clarify what was award worthy and what later work is beyond the bounds of the award?
Might best practices be better served by evaluating projects and their methodology at the beginning rather than the end of their lifecycles, so they have the opportunity to incorporate the results of the review to improve the project?

If a lack of peer review has sometimes plagued digital scholarship, why have digital editors not done more to avail themselves of this kind of opportunity?

Is the seal regarded as an additional burden or one more hoop to jump through potentially delaying production and unlikely to lead to increased sales of books or increased usage of a digital edition?

Panelists

Susan Brown’s work focuses on born-digital scholarly production and the spectrum from regular scholarly activity to editing, particularly in relation to her leadership of the Canadian Writing Research Collaboratory virtual research environment. She recently joined the MLA CSE.

Hans Walter Gabler will discuss networked editing. The native ground for the scholarly edition in our day, and for the future, is the digital medium. The scholarly edition as digital edition is to be conceived of as processual, relational, and interactive. To open it on and as a web platform is the public beginning of its life in the body of its texts and document images, their interrelation and diachronic stratification; and equally in its body of response texts (vulgo: commentary). Comprehensively, the digital scholarly edition should be a dynamic site for incremental enrichment through individual as well as communal research.

Fatiha Idmhand or Thomas Lebarbé, as coordinators of CAHIER (Corpus d’Auteurs pour les Humanités Informatisation, Édition, Recherche), one of the consortia comprising TGIRHumaNum (Très Grande Infrastructure de Recherche Humanités Numériques), will address the consortium’s support of digital editing projects through an initial application phase, followed by microgrants, training, and workshops. They will also address the role of CAHIER in the improvement of visibility and impact of the editions grouped under its umbrella.

Elena Pierazzo will speak to the issue of standards in relation to her role as recent chair of the Text Encoding Initiative, and address the extent to which, in Europe, in general, where there are so many fragmented traditions and disciplines, the possibility of a single evaluating committee or set of guidelines is not feasible. Thus regular peer review and postpublication reviews are the norm. She will address the question of whether broad editing initiatives such as DiXiT (http://dixit.unikoeln.de) or the Nedimah research group on digital editions (which she co-chairs) and the recently announced DARIAHEU initiative Living Sources might usefully contribute to formalizing certain standards.

Kenneth Price will discuss the emergence of the white paper in light of the history of the MLA committee on scholarly editions. In an earlier print-only era the committee endorsed a single model of editing, the “critical edition.” Now, at a time of both print and digital editions, and in a changed theoretical environment, the committee (through the white paper) endorses a diversity of additional approaches, including genetic and documentary editing. He will also discuss the challenges of awarding a seal to digital project that may well be later amended.

Ray Siemens, as principal coauthor with Julia Flanders, will discuss the history of, impetus for, and basic thrust of the white paper, situating it in relation to earlier, iterative interventions by members of the CSE and our community among them Peter Shillingsburg’s “General Principles of Electronic Scholarly Editions” (1993), Charles Faulhaber’s “Guidelines for Electronic Scholarly Editions” (1997), the CSE/TEI volume Electronic Textual Editing (2006), and its publication of guidelines and guiding questions for those preparing and evaluating editions in electronic form and more recent considerations, such as social editing.

Bibliography


Canadian Writing Research Collaboratory. http://cwrc.ca


DARIAHEU (Digital Research Infrastructure for the Arts and the Humanities): https://dariaheu.eu


ITN DiXiT (Digital Scholarly Editions Initial Training Network). http://dixit.unikoeln.de


Are the Digital Humanists Prepared for Open Access to Research Data?

Vittore Casarosa  
casarosa@isti.cnr.it  
ISTI-CNR, Italy

Seamus Ross  
seamus.ross@utoronto.ca  
University of Toronto

Anna Maria Tammaro  
annamaria.tammaro@unipr.it  
University of Parma

This panel aims to stimulate a debate among the panelists and the audience about the challenges that the new requirements for the dissemination of research results and research data (often referred to as Science 2.0) is posing to researchers, information professionals and their institutions.

Digital technologies continue to reshape the way researchers do research. They are changing not only the way research is conducted, but also the way in which research results are published and disseminated. More and more legislators, funders, publishers, and scholarly research communities require that “research results” include curated and/or raw research data, methods and processes, tools and software, blogs and wikis, in addition to the “traditional” published material such as articles, monographs, conference proceedings, thesis, grey literature, etc..

In addition to that, we have seen in recent years the push (especially from the European Commission) towards the so called “Open Science”, where all published material should be Open Access, i.e. freely accessible by anyone interested. The main argument in favor of Open Access is that most of research is being done with public funds, with research results and research data being produced in the public interest, and therefore they should remain publicly available. Of course, Open Access does not prevent commercial exploitation and protection of the research results and the research data, with patents and copyrights.

While there is a general agreement that Open Access is desirable and ultimately should be the main mode of publication, nevertheless its implementation still presents today a number of issues, made even more apparent by the additional requirement of publishing as Open Access also the raw material underlying the research process, generically indicated as “research data”. The variety and quantity of (digital) information that needs to be processed, curated, stored, preserved, and made available in Open Access is posing new kinds of challenges to the researchers themselves (the data producers), to the information professionals dealing with that data (the data curators), and to the institutions responsible for the research activities and the data management (such as institutional repositories and libraries).

The issues range from technological issues (access to and interoperability of research data) to institutional and managerial issues (variety of institutional models and data management approaches), from financial issues (setup and maintenance of data infrastructures) to cultural and behavioral issues (reward structures as a necessary component for promoting data access and sharing practices).

Very often research in the Humanities has been done “in isolation”, i.e. by a single researcher who gathers “raw data” (sometimes over many years) and based on them produces research results. More recently we often see that Digital Humanists are working in collaborative interdisciplinary team and could be willing to share the raw data, which are the basis for the research results. However, traditional evaluation criteria are an obstacle to this new behavior, as very often only traditional publication are recognized as such. In this context it is understandable the reluctance to publish also the raw data, as they could be the basis for further traditional publications, needed to get the desired recognition.

The panel will try to discuss some of the main issues related to Open Access to research data:

- Scholarly dissemination in the Humanities and in the Sciences
- The economic challenges of Open Access (Gold OA, Green OA)
- Interdisciplinary research and Open Access
- What are “research data” in the Humanities?
- Curation of research data (quality, accessibility, preservation)
- The role of university presses and academic/research libraries
- Publishing monographs or publishing in journals?
- Career issues and academic “reward system”

Each panelists will have about five minutes to present his/her views on some of the issues mentioned above, in order to stimulate a discussion among the panelists, which (hopefully) will trigger also a debate with the audience.

Panel moderator
- Vittore Casarosa (ISTI-CNR, Pisa, Italy)

Panel participants
- Marin Dacos (Centre pour l’édition électronique ouverte – Cléo, France)
- Lorna Hughes (University of Glasgow, UK)
- Maurizio Lana (Università degli Studi del Piemonte Orientale, Vercelli, Italy)
- Claudine Moulin (University of Trier, Germany)
- Seamus Ross (University of Toronto, Canada)
- Anna Maria Tammaro (University of Parma, Italy)
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Atlanta might be best known around the world because it was burnt down during the Civil War. While many residents imagine that General Sherman’s march to the sea is the reason we have so few historic buildings, the fact is the city has recreated itself repeatedly, knocking down the old and building the new. This trend has led many scholars interested in the city to turn to digital tools to better research and tell the stories of the city.

What started as a series of projects and platforms within the silos of departments and institutions at Georgia State University (GSU) and Emory, has turned into a broadly interdisciplinary network of Digital Humanities scholars and instructors across local institutions. This panel will explore the possibilities that arise when scholars in many disciplines from universities in the same city combine resources and begin to build projects and platforms with a local audience in mind. The panel will begin with an overview of the network, and then, one or two speakers from different institutions and disciplines will discuss each of the following sections. Each topic will be under 10 minutes to allow for discussion during and after each presentation.

Sharing collections

The first part of building our network began through dialogue between Emory and GSU scholars about digitizing archival collections, technical opportunities to produce and share spatial data and maps, and a search for ways to collaborate.

At Emory much of this process was centered on the digitization of a 1928 Atlas of Atlanta and Vicinity, which was the most comprehensive topographic mapping of the city. Over several years Emory students and staff produced a geodatabase with several thematic layers including the street networks, streetcar and rail lines, and building footprints to name a few. The digitization of map collections at Emory has opened new avenues to explore the original content and has amplified the opportunities in the area of digital heritage of Atlanta.

GSU’s Planning Atlanta: A New City in the Making, 1930s – 1990s is a digital collection of material related to city planning and urban development in Atlanta. The collection consists of city planning maps and publications, demographic data, photographs depicting planning activities, oral histories, and aerial photographs. This NEH funded project sought to move beyond the traditional digital library model of simply providing digital equivalents of tangible objects. This city planning focused collection provides open access to digitally transformed, dynamic, and engaging content with the goal of enhancing this material for educational and research uses.

During the 1970s, GSU archaeologists, led by Dr. Roy Dickens, conducted excavations associated with the construction of the MARTA rail lines, a major city planning initiative. These materials, over 100,000 artifacts and all the accompanying documentation, represent the single most comprehensive archaeological collection of Atlanta’s
history. The new efforts to work with this legacy collection are dubbed the Phoenix Collection because, like Atlanta itself, this collection is being reborn. The collection's broader significance stems from the insight it can provide into the development of Atlanta. Because these archaeological materials have accompanying contextual data, they can more easily be connected with other datasets, such as development maps and historical texts, to create a more holistic understanding of the various processes that shaped the development of the city.

Creating platforms

While digitizing material is crucial for research, making archives more available is only a first step. Instructors and researchers from diverse disciplines found the need to develop platforms for using, sharing, and curating data and archives from different collections.

Discussions about the projects between both institutions and the need to engage the public about Atlanta’s history and contemporary scholarship led to the launch of the Atlanta Studies website, an open access, digital publication that any scholar of Atlanta can contribute to. The site hosts many of the projects that make use of the resources and platforms highlighted in this panel and provides a venue for cross-disciplinary work, collaborative institutional work, and public scholarship.

Drawing from the collections of GSU and Emory, the ATLmaps web application combines archival maps, geospatial data visualization, and user contributed multimedia location “pinpoints” to promote investigation into any number of issues about Atlanta. This innovative online platform allows users to layer an increasing number of interdisciplinary data to address the complex issues that cities pose. The project encourages knowledgeable members of the university and local communities to curate data on the site to demonstrate the possibilities for synthesizing material across projects, institutions, disciplines, and data types.

Developing a digital pedagogy community

The traditional research and communication skills generally taught in humanities disciplines are crucial to an undergraduate education, but it has become increasingly evident that digital literacy and citizenship need to be integrated into the curriculum. This need runs into the problem that in many humanities departments (where basic academic skills are often taught), digital scholarship is sometimes undervalued, underutilized, and misunderstood. Instructors experienced in or curious about using and teaching digital tools in their classes sometimes lack a community in their own departments or institutions. Atlanta Connected Learning is a collegial network of university faculty, staff, and graduate students from schools in the Atlanta area interested in digital pedagogy, scholarship, and networked collaboration. Since 2012 participants from ATLCL have been instrumental in organizing monthly digital pedagogy meetups, faculty development initiatives, and several smaller academic colloquia.
Developing a local studies pedagogy community

Students learn more if they feel the work they are doing is meaningful and has a real audience. As we have become more aware of ourselves as a network of scholars and instructors, we have begun to connect the Atlanta-based projects we are working on to classrooms. We are currently building a site to connect classes to local projects, resources, and experts that are relevant to the skills and content taught in various courses and disciplines. One example is GSU students in advanced multimodal composition courses are studying specific artifacts from the Phoenix Collection and are creating 3D digital surrogates of these objects through both laser scanning and Structure from Motion techniques. The Phoenix Project provides a visceral means of connecting with the public and bringing to life the past in a way that historical texts alone cannot.

Producing projects

The network that has organically formed over the past five years from the creation and combining of Atlanta-based platforms is now consciously developing projects based on the network that has formed across institutions and disciplines. Scholars, artists, and community leaders have started to contact and join the group understanding the possibility of developing massive projects that are only possible with a great deal of expertise, equipment, and labor.

The first project to intentionally tap into the resources of the network is Unpacking Manuel’s Tavern. Students of history, political science, urban planning, sociology, film, architecture, computing and other disciplines will work independently or in the classroom to “unpack” the organic archive that has accumulated over 60 years on the walls of Manuel’s Tavern, a bar that has played a significant role in the politics, culture, and history of Atlanta. Faculty and staff from local universities have created a gigapixel map of the tavern walls and a Unity-based 3D scan of the building. Students, directed by instructors from several disciplines, can then choose images they wish to research and compose content for pop-out metadata pages including text, video, interviews and links to other sources from local, national and international archives.

Figure 3. Screenshot of a Manuel’s Tavern gigapan.
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Session overview

This panel session showcases three thematically interlinked papers that report on the work of three digital mapping research projects. Each of these projects engages with specific geospatial methods and technologies to model geo-historical data. Each project, moreover, uses this data to shed new light on the literature and culture of the Romantic Period in Great Britain (c. 1780-1850). One of the projects uses a virtual globe to investigate the effect of movement on writing and authorial practice. Another combines corpus analysis and multimedia GIS to explore readerly practices of reception and spatial re-enactment. The final project engages with curating topographical and cartographic representations and extends the concern with writerly and readerly contextualisation to issues of broader diachronic relevance to literary historiography.

Collectively, these papers examine the links between the physical and discursive geographies of two of the key cultural landscapes of British Romanticism: the bustling metropolitan cityscape of London and the rural upland and coastal terrains of the English Lake District. In discussing the digital mapping of these landscapes, the papers provide new insights about these key cultural locations. In doing so, they extend the pioneering work of previous literary mapping projects, which have focused on the visualisation of authorial experience and on spatial querying of literary texts. Crucially, however, these papers move beyond previous research to explore how linking and juxtaposing different types of data can enhance the study of how places mediate the writing, reading, and critical reception of literary works. In addition, this panel conducts new explorations of the implications of creative mapping for literary criticism, engaging with issues of scale, genre, reception and the limitations and potentials of spatial analysis in humanities contexts.

The first paper, Joanna Taylor’s “Path-making and Coleridge’s 1802 Tour of the Lake District,” uses the virtual globe environment of Google Earth to read the letters,
notes, and verses related to the poet Samuel Taylor Coleridge's 1802 tour of the western and central Lake District. Taylor demonstrates how using the 3D environment of the virtual globe creates not only new possibilities for assessing Coleridge's journey, but also new possibilities for interpreting a number of canonical Romantic works concerned with walking and the movement of the body through space.

Building on this interest in mobility and path-making, the second paper, Dr Christopher Donaldson's "Deep Mapping the English Lake District," employs a prototype multimedia geographic information system (or "deep map") to explore the geographies underpinning the composition, publication, and reception of the poet William Wordsworth's topographical sonnet series The River Duddon (1820). In tracing the cultural influence of this emphatically geo-located lyric sequence, Donaldson's paper explores how digital deep mapping offers new insights about both Wordsworth's practices as a poet and about the material and geographical legacies of his writing.

Following on from this, Dr Matthew Sangster's paper, "Organising Romantic London," presents early conclusions from an ongoing online project that juxtaposes different works which sought to make sense of London by annotating Richard Horwood's "PLAN of the Cities of LONDON and WESTMINSTER the Borough of SOUTHWARK, and PARTS adjoining Shewing every HOUSE." In his paper, Sangster explores the ways in which different genres of source materials attempt to explain the nature of a city of over a million souls, contrasting often-alienated literary responses with the more positive topographical, antiquarian and visual accounts that processes of digital reclamations have brought back to light. He attends to the way that digital methods can help us both to explore the ways in which coherence can be imposed on urban spaces and to expose the limitations of such processes of ordering. In doing so, his paper reflects critically on the roles which digital media can play in preserving and making available archival materials and on the consequences of transforming old media into new digital forms.
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Christopher Donaldson is Lecturer in Romanticism at the University of Birmingham and co-investigator on the Leverhulme Trust research project "Geospatial Innovation in the Digital Humanities: A Deep Map of the English Lake District" (2015-2018) and an associate of the European Research Council-funded "Spatial Humanities: Texts, GIS, Places" project (2012-2016). As part of these projects, he is currently completing a monograph entitled A Literary Atlas of Victorian Lakeland and a collection entitled Literary Mapping in the Digital Age (forthcoming 2016, with Ashgate's Digital Research in the Arts and Humanities series). He sits on the editorial board of the Journal of Victorian Culture, and is co-editor of the journal's Digital Forum.
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Path-making and Coleridge’s 1802 tour of the Lake District

Joanna Taylor

This paper will build on the work undertaken by three digital humanities projects: "Mapping the Lakes" (British Academy, 2007-2008), "Spatial Humanities: Texts, GIS, Places" (European Research Council, 2012-2016) and "Geospatial Innovation in the Digital Humanities" (Leverhulme Trust, 2015-2018). It will read Samuel Taylor Coleridge's (1772-1834) letters, notebooks and poems written on or about his tour of the Lake District in July and August 1802, and suggest how using digital maps to assess this journey opens up possibilities for innovative interpretations of a number of well-known Romantic texts. In particular, the paper will engage with the emergent field of walking studies to explore how physical movement – and its relationship to literary composition – can be productively emphasised using digital mapping tools.

Coleridge spent much of the summer of 1802 traversing the Lake District fells. In part, Coleridge used his pedestrian tour as an escape from his increasingly unhappy marital home, and his considerations of the Lake District landscape assisted him in analysing his personal situation. The "Mapping the Lakes" project charted Coleridge's route, as well as Thomas Gray's important 1769 Lakeland journey, and began exploring subjective elements such as
the correlation between elevation and mood. The “Spatial Humanities” project developed from “Mapping the Lakes,” and part of that project established a corpus of Lake District texts which now, as part of “Geospatial Innovation,” are being analysed using both macro and close reading techniques in order to reveal how text and landscape mutually impacted upon each other. Coleridge’s 1802 tour has remained a central text throughout these projects, and this paper will use it as a case study to demonstrate how the digital methods established by this project series can be applied to readings of texts in order to reveal hitherto concealed or unacknowledged elements.

This paper will combine these digital methodologies with approaches from the emergent field of what the cultural geographer Ceri Morgan has termed “walking studies” (2015). Walking studies consider movement through spaces, in ways that may or may not be bipedal, in order to reveal how this movement impacts upon day-to-day lived experiences. As this paper will seek to ascertain, the texts Coleridge produced during and inspired by his 1802 tour – including notebook entries, letters and “Dejection: An Ode” – deserve to be recognised as seminal texts in the walking studies canon.

Coleridge’s walking tour enabled him to “command” new territory – both visually and poetically. Whilst climbing up Red Pike, Coleridge considered the relationship between movement and independence: “every man his own path-maker – skip and jump – where rushes grow, a man may go.” It is well-known that Coleridge did not restrict himself to the Lake District’s already established tourist trails, preferring instead to set off cross-country. As this paper will explore, the diverse terrains he covers are registered in his writing: in particular, his notebooks – which function here as pedestrian journals – indicate his attempts to replicate his walking experiences, both via the way he lays out his entries and his formation of disjointed sentences that attempt to mimic his mode of travel. The paper will aim to demonstrate how these textual embodiments of walking experiences might be recreated or reimagined digitally by interrogating the implications of the ‘path’ from a multi-disciplinary perspective: literary, geographic and digital.

“Path” is a slippery term. In his famous essay “Walking in the City,” Michel de Certeau identifies the path – and, by extension, ‘path-making’ – as one of the crucial modes of operation in constructing space (for de Certeau the imaginative conception of the physical place). He writes that the “intertwined paths” created by footsteps “give their shape to spaces” and “weave places together.” Walking, then, is an act of construction in creating the pathways that define spaces. As Paul Cloke has argued, these theories might now productively be applied to non-urban spaces, too. Coleridge’s path-making anticipates de Certeau’s belief that constructing one’s own path is an important means by which to internalise place for imaginative use. Furthermore, Coleridge’s accounts of his path-making emphasise the connection de Certeau makes between walking and writing. There is a “rhetoric of walking,” de Certeau writes, and this “rhetoric” is constructed through forms and figures in much the same way as a literary work. Furthermore, paths constructed by walking can – indeed, should – be “read” as a literary pursuit.

For de Certeau, the map does not allow for the necessary recognition of the importance of “intertwined paths” to place making. The map displays a set of power relations that inevitably subordinates individual experience. This paper will argue that digital maps offer a way of visualising and re-assessing the role of the path in place making. It does not seem coincidental that the structuring feature of the computer system is also the path: that is, the route to a file, folder, website or other digital destination. Furthermore, programs such as Google Earth draw attention to the connection between computer and physical pathways. Google Earth allows for the creation of “paths” which can digitally trace the physical path created by the walker, and walking websites (such as www.english-lake-district.info) have begun exploiting the potential of Google Earth in facilitating physical walking experiences. This paper will use Google Earth to map such a path of Coleridge’s route in the summer of 1802. It will explore the extent to which this kind of digital path can vicariously recreate the physical act of path-making. By combining analysis of this digital path with Coleridge’s written accounts of his tour, this paper will uncover a relationship between literary form, terrain and physical movement in ways made uniquely possible by combining literary study with digital techniques.

Deep mapping the English Lake District
Dr Christopher Donaldson

This paper reports on work undertaken as part of the Leverhulme Trust research project “Geospatial Innovation in the Digital Humanities: A Deep Map of the English Lake District” (2015-2018), which is answering the call for scholarship that models the implementation of deep mapping in historical and literary studies research. In this paper, I propose to use a prototype digital deep map to attend to the geographies underpinning the composition, the publication, and – in particular – the reception of William Wordsworth’s topographical sonnet series The River Duddon (1820), which outlines a journey along one of the Lake District’s most important rivers.

Deep mapping involves the accumulation and layering of different kinds of geo-locatable media within a geographic information systems (GIS) environment in order to facilitate investigations of the material, discursive, and imaginative geographies that inform our conception of a location’s topography and sense of place. In helping
to trace the cultural afterlife of the Duddon sonnets, in particular, the prototype deep map presented here affords insights not only about Wordsworth’s reception history, but also about the sense of place communicated in his sonnet series. What is more, the deep map also enhances our understanding of how that sense of place changed and developed through creative re-appropriations during the later nineteenth century.

First published in 1820, Wordsworth’s *River Duddon* sonnets have long been recognised as the first sonnet series in English to allow the course of a river to govern the entirety of its design. Wordsworth’s sonnets harness the forward-flowing momentum of the lyric sequence to carry the reader on a journey down the river, from its source on the slopes of Wrynose Pass to its estuary. The note that Wordsworth uses as a preface to the sonnets sketches out the itinerary pursued by the series:

The River Duddon rises upon Wrynose [F]ell, on the confines of Westmorland, Cumberland, and Lancashire; and, serving as a boundary to the two latter counties, for the space of about twenty-five miles, enters the Irish sea, between the isle of Walney and the lordship of Millum [sic].

Each sonnet in the *River Duddon* series moves in succession through this landscape, marking a different spot beside the river and directing the reader’s attention to specific landmarks along the way. From Wrynose Pass and Cockley Beck to Seathwaite, Ulpha Kirk, and Swinside, and then finally down to the Duddon sands, Wordsworth’s sequence encourages the sense of a continuous journey that carries the reader downstream, at the poet’s side, along a single route.

The organic relationship thus developed between the sonnet series and its subject encourages the sense of a continuous journey that conducts the reader from the upland centre of the Lake District to its coastal periphery. Responding to this, readers and literary tourists across the nineteenth century sought to follow Wordsworth’s sonnets and to map them onto the landscape of the Duddon Valley. This was accomplished with varying success, for although the *River Duddon* sonnets follow the course of the river (moving in a steady progression), many of the individual sonnets in the series are difficult to locate with precision.

In this paper I will use the deep map to explore these readerly and touristic efforts to locate the geographical sources of Wordsworth’s sonnets. My main focus will be to demonstrate how the multimedia GIS environment of the deep map can help us to contextualise the accounts of these readers and tourists alongside other works of literature and visual art that Wordsworth’s *River Duddon* sonnets inspired. Specific examples to be featured include the essays and photographs of the Victorian Wordsworth enthusiast Herbert Rix (now held at the Wordsworth Trust in Grasmere), Canon Richard Parkinson’s 1843 novel *The Old Church-Clock*, and the sketches of the Duddon valley that R. S. Chattock completed for the Fine Arts Society’s illustrated edition of the Duddon sonnets in 1884.

In implementing this approach, this paper indicates the broader ambition of the “Geospatial Innovation” project: to make a major intervention in the application of geographical technologies in the study of the creation and reception of literary works of art. Building on the work and outputs produced as part of the European Research Council-funded “Spatial Humanities: Texts, GIS, Places” project, my aim is to use deep mapping as a means of addressing challenges raised by the application of geographical methods and technologies in literary studies scholarship. A critical issue the project has set out to address is the widely perceived incongruity between the methodologies of geographic information science – with their reliance on precise, quantifiable data – and the kinds of equivocal or “slippery” information with which literary scholars typically engage.

Deep mapping presents a solution to this impediment. The concept of deep mapping emerged out of the psycho-geographical experiments of the early French Situationists in the 1960s. More recently, the term has garnered popular interest through the American author William Least Heat-Moon’s study *PrairyErth: A Deep Map* (1991), which employs composite, multimedia methodologies to investigate the cultural and historical geographies of Chase County, Kansas. As Least Heat-Moon’s *PrairyErth* suggests, deep maps are both topological and relational. Like conventional paper maps they reveal spatial networks that tie locations together. Unlike conventional maps, however, deep maps attempt to record the artefacts, narratives, and memories that underpin those locations and, therefore, shape our understanding of them as places.

Since the appearance of *PrairyErth*, deep mapping has been applied to describe new, exploratory approaches to digital geospatial research. For example, David Bodenhamer and his team at the Virtual Center for Spatial Humanities, Indiana University—Purdue University Indiana, define deep maps as “visual, time-based, and structurally open.” “They are,” Bodenhamer continues:

genuinely multi-media and multi-layered. They do not seek authority or objectivity, but involve negotiation between insiders and outsiders, experts and contributors, over what is represented and how. Framed as a conversation and not a statement, deep maps are inherently unstable[.]

Shelley Fishkin, at Stanford University, advocates for a similar conception of the practice:

Deep maps are palimpsests in that they allow multiple versions of events, of texts, of phenomena (both primary and secondary) to be written over each other – with each version still visible under the layers. They involve mapping, since the form of display – the gateway [... ] – would be a geographical map that links the text, artifact, phenomenon, or event to the location that produced it, that responded to it, or that is connected with it.
Fiskin's notion that "deep maps are palimpsests" is very salient. There is, after all, an analogical relationship between deep maps and GIS technology: the former is a multi-layered spatial representation; the latter is a tool for integrating layers of geographical data. Exploiting this relationship, the "Geospatial Innovation" project aims to move deep maps from the printed page into a digital environment by harnessing the power and flexibility GIS to store, organise, and visualise a wealth of visual and verbal media. Focussing on the example of Wordsworth's River Duddon sonnets, as outlined above, this paper will report on the progress of this research.

Organising Romantic London

Dr Matthew Sangster

In the late eighteenth and early nineteenth centuries, writers producing the kinds of works which we would now call literary were often very sceptical about London. Percy Shelley constructed a considerable part of his poem Peter Bell the Third around what for the city is a very unflattering comparison:

Hell is a city much like London —
A populous and a smoky city;
There are all sorts of people undone,
And there is little or no fun done;
Small justice shown, and still less pity.

While earlier in the eighteenth century, poems such as John Gay's Trivia had been able to dwell entirely within the bounds of London, and had found a great deal that was positive to say about the city, late eighteenth and early nineteenth century literary works commonly only dipped into the metropolis, finding the task of systematising either too daunting or not to their tastes. The London poetry and the London poets of the earlier eighteenth century to a large extent fell away, and it was not really until the 1820s, with works like Pierce Egan's Life in London and new periodical forms like Charles Lamb's Elia essays, that writers of literary prose moved to take up the nineteenth-century city as a principal subject. Frances Burney's character Evelina circles into London twice to see two quite different sides of metropolitan life, but the city ultimately serves as a place of education through which she must pass rather than as a final destination. William Godwin's Caleb Williams flees into the city (or, more properly, into Southwark), but finds there only temporary and melancholy succour from which he is soon dragged away. William Wordsworth spends a book of the Prelude dealing with his residence in London, but he does so in manners which often deflect away or recoil from the city's profusion. When Samuel Taylor Coleridge imagines 'gentle-hearted Charles' from his lime tree bower, he sees him as someone who has "pined | And hunger'd after Nature, many a year, | In the great City

pant, winning thy way | With sad yet patient soul, through evil and pain | And strange calamity!" London here is a blockage rather than a solution, a failure of connections rather than a place of fruitful exchange, something that must be overcome rather than a community which sustains.

However, increasingly specialised literary modes of writing were not the only sorts of works which sought to deal with the metropolis. Poetic and fictional accounts wrote back against a wave of topographical and antiquarian accounts which were increasingly seeking to glorify the city. Where poems and novels saw London's size as obstructive and its scale as almost impossible to represent, non-fictional and illustrative accounts of the city commonly perceived its vast scope to be an opportunity. The author of the advertisement to the 1804 volume Modern London, probably its publisher Richard Phillips, claims that his book will "exhibit the very soul of the Metropolis [...] Most of the busy haunts of the inhabitants, whether for the gratification of ambition, avarice, or pleasure, have been exactly pourtrayed [sic]; and these views convey at once correct ideas of places which interest from their celebrity, and of scenes which characterize the manners of the people." While Phillips does not claim that London's soul is by any means pure, he does contend that it is graspable – that the city can be characterised and understood, rendered down into a comprehensible and useful written form. For this reason, among others, confident sources like Modern London can be enormously useful for accounting for and questioning the gaps left by literary disaffection.

One of the most impressive of the many textual and visual attempts at encompassing London at the end of the eighteenth century was the "PLAN of the Cities of LONDON and WESTMINSTER the Borough of SOUTHWARK, and PARTS adjoining Shewing every HOUSE” produced at considerable financial and personal expense between 1790 and 1799 by the surveyor Richard Horwood. The physical Plan consists of thirty-two printed sheets displaying an area stretching from the middle of Hyde Park in the west to Limehouse in the east and from the southern edge of Islington in the north to the southern fringes of Kennington and Walworth in the south. When assembled, the full Plan is more than thirteen feet across and over seven feet from top to bottom. In its original form, therefore, it is like the city it represents: sprawling, unwieldy and extremely difficult to parse.

The Romantic London website (http://www.romantic-london.org) seeks to alleviate some of these difficulties through digitally transforming the Plan. The site hosts a detailed tiled version drawn from a source copy in the British Library. This is layered over Google Maps and Open Street Map and can be annotated with text and images (this is done using a straightforward Wordpress plugin). The site makes the Plan generally available, bringing it out of the archive and allowing users dynamic control over its size and scope. It also curates the plan by bringing
it into conversation with other means of ordering and organizing the metropolis from the late eighteenth and early nineteenth centuries.

As Horwood’s Plan and the intertexts which the site pins to it both eloquently demonstrate, London was a prospect both radically and conservatively different from any other contemporary urban or rural environment in Britain. Its quantitative scale mandated qualitative differences which encompassed systems and complexities which had not yet developed, or which were deemed unnecessary, in less extensive urban environments. At the time of writing, the Romantic London website includes a number of means by which contemporary auditors sought to understand the city: plates from Rudolph Ackermann’s *Microcosm of London*; plates and text from Richard Phillips’ *Modern London*; and text from Fores’s *New Guide for Foreigners* and the 1788 edition of *Harris’s List of Covent-Garden Ladies*. (I plan to add more curations in the coming months.) Making the geographies implied in these texts explicit through marking them on Horwood’s Plan allows us to see the patterns of attention and inattention which they encode. Comparing different curations can bring to light hot and cold spots within the city and can show clearly the varying priorities of different stakeholders in its identity. When put into conversation with less geographically-specific literary works, other kinds of texts can reveal the roles that generic conventions played in shaping London, with other types of writing and visual representations both filling a gap left by literature’s retreat from the city and providing key contexts for its eventual reengagement. Modern accounts of London are disproportionately shaped by privileged literary writings; neglected non-fictional accounts can therefore play key roles both in complicating negative literary views of London and recovering the occluded histories of the less fortunate.

The paper will conclude by considering the opportunities and challenges presented by digital remediation for understanding material and media histories. While a digital version of Horwood’s Plan is very convenient in many respects, its creation represents an intervention that transforms the Plan’s original form in ways that occlude some of its characteristics (size; physicality) and that provide new characteristics unavailable to its original users. Similarly, making texts and images into explicitly geographical systems has considerable implications for their meanings. The digital has the potential to conceal as well as to reveal, and in concluding, I will briefly discuss the ways in which informed curation can serve both to minimise the losses inherent in digital transformation and to maximise their potential for creating new tools and insights which can reify the deeper histories which previous media have encoded but concealed.
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Digital humanities has been positioned as an amorphous and fluid concept (Kirschenbaum, 2014), particularized in various disciplines, national contexts and even local environments (Galina Russell, 2014; Fiormonte, 2015; Earhart, 2015; Risam, 2017). Yet intact structures that include the annual digital humanities conference, the various global organizations that form ADHO, and journals published by the various societies represent the field as a coherent body of practice. Ruptures at recent conferences reveal the deceptive constructedness of a coherent digital humanities. What we find, instead, is that digital humanities is deeply divisive and fragmented. Such ruptures were apparent at the 2013 Nebraska conference where the 2014 conference organizers announced an all male keynote lineup; the 2013 conference where the awards committee admitted publicly that they made an error in the graduate student awards selection and had not considered gender, resulting in a skewed awards field; the 2015 conference where the conference program featured an announcement of the all male board of the Frontiers in Digital Humanities journal; or the 2015 conference where the opening set of seven speakers were all male. In light of this recurring theme, our panel examines how digital humanities, as
represented by the yearly international conference, is a digital humanities that elides the borders of practice, that masks areas of disension, and normalizes the field to a particular homogeneous form without contour.

This idea is supported by the conference programs themselves. Scott Weingart’s analysis of DH2015 makes clear that “The DH conference systematically underrepresents women and people from parts of the world that are not Europe or North America” (2015). Gender representation in the digital humanities conference is a galling problem. As Weingart’s analysis shows, 46% of attendees to DH 2015 were women, but only 34.6% of authors were women (2015). Weingart further notes the data collection challenges of applying quantitative analysis to race, ethnicity, or other categories of identity. Ultimately, though, whether gender, topic, language, nationality or a combination of both, the DH conference has a problem in that the public structure of digital humanities does not represent the depth of work occurring within the field nor its practitioners. The problem is compounded by the treatment of such ruptures as aberrations, temporary mistakes by individuals rather than structural to the makeup of the conference. Furthermore, the organization siloes “diversity” as a committee matter or special interest (GO::DH, MLMC, diversity committee within PC, etc.), rather than a central concern or the universal interest of an organization with global ambitions, an organization whose goals “are to promote and support digital research and teaching across arts and humanities disciplines, drawing together humanists engaged in digital and computer-assisted research, teaching, creation, dissemination, and beyond, in all areas reflected by its diverse membership” (ADHO, 2015).

In part this is caused by our insistence on understanding digital humanities as a big tent or a monolithic entity or field, ignoring the ways that digital humanities is practiced in its localized and cultural environment. Whether it is the way that gender, race and ethnicity, and nation are addressed (or not), how funding works in varying countries, the permanence or impermanence of jobs, and other such structural differences, participation in the international DH conference suggests that digital humanities is, in many ways, a living term, ever evolving, ever shifting in response to particular pressures of scholarship, the academy, national and political contexts, and the individual.

A great deal of social science and psychological research has revealed that such struggles are increasingly a problem for organizational groups such as scholarly societies, and that there are productive strategies for engaging diversity questions (Fredette 2015, Plaut 2010). Further, research suggests that a “colorblind” or gender blind response to organizational structures place great strain on the organization and that ignoring issues of difference negative impacts both group dynamics and quality (Apfelbaum, 2012; Dezso and Ross, 2012; Ely, 2001; Nishii, 2013). We will be discussing such findings in relationship to positive, process oriented approaches within the digital humanities conference structure.

Our panel consists of an international group of digital humanities scholars who are invested in a broad understanding of difference and digital humanities. The panel will discuss current tensions within the field and strategies for negotiating the structural challenges to the DH conference and ADHO itself. Of particular concern will be an examination of how the digital humanities conference understands its relationship to the quality of an international scholarship that is inclusive of a broad range of research topics. Panelists will consider topics that include the challenges of negotiating a wide linguistic field, the affordances and limits of quantitative approaches to diversification, practical positive actions that can be taken as part of the work of the program committee, and other pertinent topics. In doing so, they propose an asset - not deficit- model for developing diverse programs that more accurately represent the heterogeneity of digital humanities.

**Organization**

The panel will open with a 5 minute statement by Amy Earhart, the chair, situating our comments within the above stated context. Each speaker will provide a ten minute statement that will address:

- Barbara Bordalejo, intersectional feminism, the challenges of the majority language and the cultural norm;
- Isabel Galina, peer review, language and perceived quality;
- Alex Gil, translation/multilingualism in the service of trans-cultural equity;
- Lorna Hughes, ‘the extra academic professions’: the shifting communities of practice in digital humanities, and understanding and recognizing collaboration;
- Roopika Risam, the challenges of quantifying diversity; and
- Melissa Terras, the challenges of managing gender issues in the work of the Program Committee.

After the opening statements, the panel will engage in a discussion with those in attendance. We imagine that our community has much to say about such issues and would like the panel to be a place in which to begin this discussion.
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**Notes**

1 Sukanta Chauduri was invited to keynote the conference, the first keynote speaker from the Indian subcontinent, and an important addition to what would have been all Global North male keynotes. At the same time, the lack of a woman keynote speaker suggests the difficulty in balancing a broad set of diversity issues.

2 The 2013 awards committee publicly admitted their mistake and corrected the error, a highly commendable action. However, the structural issue remains. We must consider how to develop policies and procedures to avoid replicating such oversights.

3 The twitter stream of past dh conferences document these incidents and the digital humanities community’s reactions. See, for example, Katina Rogers on LLC publication statistics (https://twitter.com/katinalynn/status/358226900616876033), Mia Ridge on the Fortier Prize team’s (https://twitter.com/mia_out/status/358340856706646016), Vika Zafrin on the keynote (https://twitter.com/mia_out/status/358340856706646016), Tully Barnett, Deb Verhoeven, and Diane Jakacki on women and Dh 2015 (https://twitter.com/melissaterras/status/621307138070355264).
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**Introduction**

The methodical discussions on *distant reading* (Moretti, 2013) or *macroanalysis* (Jockers, 2013) have contributed to the awareness of quantitative methods in literary studies, a discipline which many assumed to be the last (and impregnable) stand against the onslaught of quantitative approaches in the Humanities. But actually this late fame is built upon many years of research. Over the last decades, research has been done on style, on aspects of the fictional world like plot and character, on aspects of text groups like genre or historical discourses etc. Most of the research in these fields follows by and large an empirical paradigm. Thus the situation in literary studies is structurally similar to the situation in social science disciplines like psychology or sociology in the past. All of them were using mainly hermeneutical approaches (including some anti-hermeneutical approaches using the same basic methods) until at some point new researchers introduced empirical methods into the field. Interestingly enough, in each case the adoption of empirical methods and the restructuring of the discipline followed its own logic and produced a unique history. In psychology, non empirical methods have been marginalized, and in sociology there is mix of quantitative and qualitative research. This very rough outline does not do justice to the many negotiations and disruptions in the fields, but it is enough to substantiate a point: the adoption of empirical methods in literary studies will probably also be a rather unique story. At the moment, we are right in the middle of it. It seems that empirical methods applied to one or
very few texts haven’t yet yielded results interesting to larger parts of the fields – with the notable exception of stylometry – while their application to many texts opens up new research possibilities interesting to many. As far as we can see, literary studies is thus in a similar position as some other disciplines in the humanities, they also have their own history of adoption of empirical methods (like linguistics) or are now right in the middle of it.

In this situation, this panel wants to reflect on one aspect of this process: what happens to central concepts of a discipline in these negotiations and disruptions. We want to discuss questions like these:

- Do literary concepts change when DH researchers use them in their (empirical) research?
- If they change, how does this change look like? Can we see commonalities beyond the individual research problems marked by the concepts?
- Using concepts from literary studies in quantitative methods seems to foreground the aspect that many of these concepts are compound and complex notions while empirical research has a pull towards simple, clearly defined notions. If this is true, how do the results of empirical studies translate back to the hermeneutical field?
- Can DH researchers contribute to the ongoing theoretical discussions of these concepts at all and how?
- And finally: Does this tell us something new about the implications DH research has on theoretical concepts from the Humanities?

We will discuss these question on the basis of five concepts: Genre, Translator, Text, Character and Topic. Each of these concepts has played a role in a sequence of studies using quantitative methods and thus they provide an excellent basis for the theoretical questions we raise.

Text
Maciej Eder

Text as a theoretical concept became obvious for the librarians in ancient Alexandria, who realized that various copies of the same literary work tend to differ, in terms of several textual variants introduced in various papyri (Turner, 2014). This led to the idea of the archetype (an ideal representation of the “original”) that shines through imperfect copies. Since then, philology became an art of textual archeology, where the editor played the role of a demiurge and the author’s advocate. In the era of electronic resources, this concept has changed substantially, not only in digital scholarly editions, but also in quantitative text analysis. Traditionally understood as a vehicle of (hypothetical) authorial intention, the text became a sequence of characters bearing some information. A careful philological attitude towards author’s words was replaced by: (1) distant reading, which in fact means analysis involving no reading at all, (2) focusing on the most frequent words rather than on elaborated rare vocabulary, (3) distorting the original word order by applying the “bag-of-words” model of analysis, (4) high tolerance to textual errors, e.g. imperfect OCR. Such a deep redefinition, however, allows for assessing the history of literature on an unprecedented scale (Moretti, 2013; Jockers, 2013).

Genre
Karina van Dalen-Oskam

Main literary genres such as poetry, play, and novel are divided into different subgenres (mostly called “genres” in daily use). The advances in digital corpora and stylometric tools have broadened the genres that are being studied. Science fiction researchers Nichols et al. in 2014 severely criticized genre theory, stating that it has made little tractable progress answering the questions “what is a genre?” and “How is one genre distinguished from others?” in the previous decades. Nichols et al. discussed the development of a methodology to test genre-related hypotheses in a verifiable and falsifiable way, focusing on science fiction and fantasy. They made use of readers’ responses and text analysis to find out how subgenres can actually be distinguished. Elsewhere, Jannidis and Lauer (2014) presented a quantitative analysis in which genre played a role. Using Burrows’s Delta on (amongst others) the work of Goethe, they showed that this highly successful method for authorship attribution also works well in distinguishing genres, confirming research by others in this area. This should lead to renewed attention for what a genre is and how genres can be distinguished, thus fulfilling what Willard McCarty wrote in 2010: “Computing machines and scholarly intelligence change each other, recursively”.

Character
Fotis Jannidis

The concept of “character” has been intensively researched in the last 20 years. Building on (or fighting against) ideas from the 1960s and 1970s there have been proposals to conceive “character” more as sign or more as a mental model. In digital literary studies there have been attempts to apply these results directly (Zöllner-Weber, 2008), preserving the complexity of the models but basically presupposing a manual analysis of the text. Social network analysis on the other hand provides tools to analyse many and complex social networks and has been applied successfully to plays and novels offering an insight into character constellations (Elson et al., 2010; Trlcić and Fischer, 2015). In this context the question how to identify references to characters in a text, which seemed trivial to traditional literary studies, has been researched in depth emphasizing the difference to named
entities in non-fictional texts like news (Elson, 2012: chap 2.4). A recent attempt to address the issue of character types (Bamman et al., 2014) also shows the widening gap between the different modes of modeling literary concepts which will make it difficult to introduce these results into the mainstream discussion on characters.

**Translator**

Jan Rybicki

Already some of the earliest ventures into the stylometry of translated texts focused on the balance between the translatorial and authorial voices. For a while, it seemed that Venuti’s concept of translator invisibility (1995) found vindication in stylometric analysis: in machine-learning classification experiments, translated texts tended to group according to the original author rather than the translator – surprisingly so, since the results were based on translator-generated most frequent words that have little one-on-one correspondence to those in the original (Rybicki, 2012). The application of new visualization methods such as network analysis has allowed to bring out the signal of the translator. The main challenge now is to identify the mechanism of the interaction between the two. Possible directions in this respect include expansion of linguistic features used in analyses, comparison of topic models obtained for originals and their translations, application of text reuse detection tools to translations of the same text and, at the same time, further attempts to bridge the gap between empirical evidence and linguistic theory.

**Topic**

Christof Schöch

When topic modeling (Blei, 2003) was transferred from information retrieval in expository prose to literary studies, it brought with it the promise of a sophisticated access to the themes in large collections of literary texts. However, “theme” and “topic” are far from identical (Schmidt, 2012; Rhody, 2012): rather, the semantic relation between words grouped in a topic may concern, among others, personnel, setting, narrative motives, or metatextuality as well as (depending on preprocessing) character names, specific registers, or foreign-language terms. Usually, only a minority of topics represent abstract themes. This can partly be explained by the fact that literary texts, unlike expository prose, frequently enact rather than explicitly discuss their most important themes. It also shows that, unlike literary scholars, topic modeling does not distinguish background and foreground information. Finally, the fact that topic modeling is entirely unsupervised and data-driven challenges established hermeneutic strategies. Nevertheless, it seems that established concepts from literary studies such as motive, setting, personnel and metatextuality may help better appreciate the complexity of topic models derived from literary texts. While literary texts challenge any simple understanding of topics, literary studies appears well-equipped to deal with their complexity.
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Abstract

This panel aims to address the important issue of how we as Digital Humanities scholars negotiate and present the sensitive data (textual, archival, geospatial) that constitutes the core of our analyses. The public-facing nature of our work reveals significant challenges that have to do increasingly with access and ethics, and in many cases cause us to reassess how we conduct and disseminate our research. A number of topics pertinent to this issue are addressed in this panel, informed by case studies offered from the panelists’ own work. Points of discussion will include, but not be limited to: the negotiation and presentation of sensitive data, access to sources and resources, collaboration, and ownership. In addition to presenting case studies, this panel will incorporate an open dialogue among attendees that addresses these issues across a broader array of research.

Research Ethics in DH

Many of us who work in the Digital Humanities are in some way negotiating, mediating, remediating, and publishing sensitive data. We use the term “sensitive” in a broad way: sensitivity has to do with data that is physically difficult to access because it is privately held, fragile under restrictive copyright, or regards peoples or places that are affected by its use. While our community is opening up new opportunities to digitize, analyze, and share archival materials, the very public-facing nature of our work reveals significant challenges that have to do increasingly with access and ethics. In many cases, digital methods and approaches make the data upon which we rely even more sensitive. How do we take into account the possibility of risking damage to an artifact in order to digitize it? How do we negotiate rights to data and metadata that has until now been held privately and closely or that involves dozens if not more authors and artists who are still alive, or whose literary and artistic executors have established different parameters for publication? How do we act responsibly when the very publication of a personal work even one that on the surface seems not to impact upon a group of people or a place because of its historical nature may have a profound impact on the lives of those peoples’ descendants or the sanctity or environmental protection of those places? The pillars of digital scholarship data visualization and markup, large corpus literary analysis, and geospatial analysis are all complicated profoundly by these questions and sometimes deter us as scholars from working with the very materials we rely on to do our research.

Case Studies

This panel’s five contributors work with distinctly different types of data, utilizing a variety of approaches from across the spectrum of digital methods:

Spatial Data

Katie Faull’s work with cultural-historical spatial data in the Susquehanna river watershed has led to a role as mediator between Native American nations and Federal, State and local agencies. Her work regularly raises ethical questions about how data pertaining to sites and landscapes that are carriers of cultural identity and memory for indigenous peoples should be protected from destruction, while at the same time presented to the public as part of important negotiations about conservation. Working with present day Native American nations about the interpretation and conservation of landscapes that are deeply culturally significant, frequently demands delicate negotiations about access and protection and exemplifies the tightrope that many DH researchers must walk. For example, within the realm of Public Humanities, how do we protect indigenous knowledge systems and simultaneously educate the nonindigenous public about those knowledge systems. Her presentation will outline how she and her team of researchers have had to convince archaeologists, for example, that cultural sites can be interpreted within a broader environmental context, thus widening the focus of the cultural historical interpretive lens. At the same time she negotiates with indigenous peoples how to best represent their views of this broader environment. This paper will also discuss how the US Department of the Interior’s new landscape conservation initiative (one that is garnering international recognition) may provide a bridge...
between access, protection and ownership of indigenous cultural memory.

Historically exploited cultural communities

Amy Earhart’s work in digital critical race studies has led her to develop community collaborations. However, historical abuses of communities present formidable challenges for those who seek to develop partnerships with vulnerable populations. Earhart will address the challenges that those interested in developing equitable partnerships for collaborative projects might encounter, with particular attention to power dynamics between universities/colleges and such communities using her project The Millican “Riot,” 1868 (http://millican.omeka.net) project as a lens through which to discuss how trust and protection might be built into digital projects and how decisions, from project team to technological platform, impact the equitableness of the partnership. In addition, she will discuss the use of creative commons licensing including the TK: Traditional Knowledge License and Labeling license (http://www.localcontexts.org) which ensure that historically exploited communities maintain ownership of their material and intellectual property.

Text Analysis

James O’Sullivan’s work in computational analytics deals with literary datasets that, while not necessarily restricted, are difficult for peers to replicate. Literary datasets are particularly susceptible to computational approaches, and the new insights that such techniques reveal have the potential to add considerable value to our core disciplines. However, in research contexts where the subject matter is as culturally and socially sensitive as it is intriguing, scholars are presented with an ethical dilemma as far as data is concerned. Many of the works used in macroanalyses are often still under copyright, and so researchers are prohibited from sharing the texts. This restriction precludes our peers from doing two important things: validating our findings, and offering further iterations of our work. Considering the effort that is required in digitising certain datasets, our discipline is fast becoming one where much of the work that claims to be empirically valid cannot in fact be validated. Much of our field’s research is conducted on datasets which take the researchers years to acquire and digitize. If datasets are not shared and oftentimes they cannot be replication requires sufficient time and institutional support, and is thus infeasible. As a result, the field has no realistic mechanism by which it can query the validity of methods and interpretations. Should scholars who create datasets hold power over digital artefacts of cultural significance? How can we validate the new insights being offered by scholars in our field? Should we, as scholars, sacrifice access in the name of exploration, or do we need to at least strive for balance between the two?

Intellectual Property

Diane Jakacki’s work as a coordinator of digital humanities projects involves collaborating with researchers whose scholarship often entails significant contributions across disciplines and institutions. In addition, the digital nature of this work necessitates the longterm commitment of institutional resources. As this digital scholarship becomes public, questions about intellectual property rights becomes increasingly complex. Reflecting the nature of DH as a primarily collaborative mode of intellectual work, traditional models of solitary or individual production no longer work. DH collaboration requires teams of investigators, collaborators, data specialists, and research assistants; it often spans years and involves team members across institutions and international borders. The humanistic tradition honors the primacy of the scholar in terms of intellectual property. But as DH methods and forms of labor transform scholarship models, defining primacy becomes ever more complicated. Who is the scholar? Who owns the artifacts that embody DH scholarship? Who makes those determinations? As DH scholars we (rightly) resist any idea that our work is not our own; but do our institutions understand this the same way?

National Security and Public History

Micki Kaufman’s work involves the text analysis, data visualization and historical interpretation of the National Security Archive’s Kissinger Collection, a carefully curated set of meeting memoranda (memcons) and telephone transcripts (telcons) spanning the 9 years of former US Secretary of State and National Security Advisor Henry A. Kissinger’s tenure (1968-1977). Her research into the source material and the methods she has employed to obtain and study it, confront and engage complex issues of copyright and public domain, open access and classification, legality and violence. Through a process of creative deformance of text analytics data (collocation frequency, topic models and other abstractions of text), she uses an aesthetic, visual approach to study patterns and surface complex questions of emotional motivation and behavior, intent and suppression. What ethical features apply when one asks questions about a deeply controversely historical subject’s intent and behavior via statistically based text analysis methods, using declassified public domain material from a still classified correspondence, curated by a nonprofit institution and obtained from behind a corporate paywall? From the provenance of the material to the intent of the subject, and from the actions of the declassifying agencies and authorities to the research method, Micki’s work examines the ethical underpinnings of the relation-
ship between historian and narrative, setting and subject, word and byte, secret and free.
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The data generated in the course of digital humanities research is a valuable resource, with the potential to allow collaborative research and the enhancement of researcher profiles through its publication and re-use. Researchers in the sciences have a longer standing practice of sharing research data, although the pathways to making this data open, discoverable, and interoperable are still being explored. This panel aims to introduce researchers to concepts and best practices in research data management, and to explore the specific challenges and opportunities of research data publication for digital humanities.

Research data is defined as data from any academic discipline which is the subject or product of research. This data may be qualitative or quantitative in nature, and can include documents, spreadsheets, databases, field notebooks, diaries, AV material, transcripts, digital models, algorithms, code, scripts, software applications and other formats. The impetus for research data publication is often closely linked to the principle of Open Access which states that the outputs of publicly funded research should be made openly available and accessible for interrogation by other interested parties. Researchers may be compelled to publish their research data openly due to policies driven by their institution, funder or journal publisher. Currently, the onus is on the researcher to plan their data management and data publication across the lifetime of their research.

Common practice and guidelines have been developed to support researchers in preparing their data for preservation and publication. In many research performing organisations, data curation professionals also provide guidance to support individual researchers. Digital humanities research outputs bring particular challenges, often incorporating or analysing existing copyrighted material. As international policy moves towards mandated preservation and publication of publicly funded research, it is increasingly important that researchers are assisted in identifying, curating and describing their research data, and that Humanities scholars can access training and guidelines relevant to their disciplines and data types.

Internationally, organisations, digital infrastructures and research projects exist to support research data curation activities. The Research Data Alliance (RDA) is an international organisation that draws support and funding from the EU Commission, the National Science Foundation in the United States, and the Australian Government and National Data Services. The RDA aims to accelerate and facilitate research data sharing and exchange, and its work is primarily undertaken through its working groups. Any interested party is welcome to participate in working groups and interest groups, start new working groups, and attend the twice-yearly plenary meetings. RDA Working Groups produce research and tangible outputs (see: https://rd-alliance.org/rda-outputs.html) covering areas relevant to digital humanities including Education and Training on handling of research data, Ethics and Data and Digital Practices in History and Ethnography. Current outputs include recommendations on dynamic data citation, allowing researchers to cite version of changing datasets at certain points in time.
The panel draws together a range of experts in research data management, and will give an overview of key themes in research data and research data management for digital humanities, including identifying and preparing data for deposit, repository infrastructures and the services they provide, and the potential benefits of re-using published research data. The panelists will explore how existing conceptions of research data (often built on the 'hard' sciences) fit with Humanities research, how 'data' may be understood differently depending on domain, and what challenges arise through these differences. A representative from the Research Data Alliance will provide an overview of the RDA's work and its connection to digital humanities research, providing specific examples of relevant outputs to generate discussion from the DH community. This panel will be interactive and welcome engagement from all attendees.

Panel Chair: Dr. Natalie Harrower, Acting Director, Digital Repository of Ireland (Ireland)

As chair, Dr. Harrower will provide an overview of how digital infrastructures can support researchers in preparing and publishing their data. Case studies will include the Digital Repository of Ireland, a national repository for Humanities and Social Science research data which provides services including digital preservation, education and outreach and the creation of persistent identifiers for data citation.

Speaker 2: Rebecca Grant, Digital Archivist, Digital Repository of Ireland (Ireland)

An introduction to concepts of research data in the digital humanities, including accepted definitions of what constitutes research data in a DH context. The specific challenges associated with research data management for DH will be explored.

Speaker 3: Martin Donnelly, Digital Curation Centre (UK)

This paper will present the basics of research data management practice, including the research data lifecycle and the roles and responsibilities of the researcher in managing data.

Speaker 4: Ingrid Dillo, Data Archiving and Networked Services; RDA Technical Advisory Board member (Netherlands)

An introduction to the work of the Research Data Alliance and its relevance to DH researchers. Specific outputs will be presented which have practical applications for the management and reuse of DH research data.

Speaker 5: Orla Murphy, School of English, University College Cork (Ireland)

Opportunities in research data publication for the digital humanities; how digital humanities data publication benefits the data creator, and how DH scholars can reuse research data in their work. A case study showing how published research data can be reused in a humanities context.
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Introduction

This session is planned as a complement to a proposed DH2016 tutorial that will demonstrate multispectral imaging, also organized by the Lazarus Project. The Lazarus Project, based at the University of Mississippi, makes multispectral imaging available to cultural institutions at low cost.

From time to time multispectral imaging garners attention in the press for its success in recovering text and images from damaged manuscripts, maps, and printed books. Yet even among digital humanities professionals, aspects of the process of making multispectral images, from the selection of candidate objects for imaging, to practicalities of setting up for multispectral imaging, the collection of the data, the methods to combine the images to recover the feature(s) of interest, and their interpretation and display, remain obscure. The planned demonstration of multispectral imaging will allow conference attendees to become familiar with the practical aspects of the process, particularly the equipment used, its configuration, and its functioning. The talks in this session will provide a view from a higher vantage point of the practices and results of multispectral imaging. Topics to be addressed include
political situations that generate an urgent need for spectral imaging projects, challenges and solutions in the organization of large imaging projects, the different purposes for which spectral images can be used, best practices in image collection, the development of new image processing algorithms to recover text from spectral images, and the use and interpretation of spectral images by scholars.

The talks will be unified by an emphasis on solutions to specific problems in spectral imaging, and it is hoped that this emphasis will facilitate projects by other spectral imaging teams, and will also help scholars in identifying manuscripts and maps that are good candidates for textual recovery through spectral imaging.

The ninety-minute session will consist of six brief papers, as follows:

**From Chartres to Timbuktu: Spectral Imaging in a Time of Crisis**

*Gregory Heyworth*

The past hundred years has witnessed greater devastation to the world’s collections of ancient manuscripts than any other period since the eleventh century and the First Crusade. Between continued war and climate change, the threat is only increasing. This talk will consider the role of spectral imaging as a response to the political and environmental upheaval. Specifically it will treat various techniques of recovery from spectral and volumetric imaging to x-ray fluorescence on important war-damaged collections in Europe, as well as the logistical challenges of recovery projects on collections in politically unstable areas of the world.

**The Sinai Palimpsests Project: The Recovery of Erased Texts in the World’s Oldest Library**

*Michael B. Phelps*

St. Catherine’s Monastery of the Sinai, Egypt, was built to approximately its form in the mid-6th century and today maintains the world’s oldest continually operating library. It holds 4,549 manuscript codices, among which are 160 known palimpsest manuscripts. The palimpsests preserve erased texts in 10 languages that date from the late 4th century to the 12th century. Only three of these 160 palimpsests have ever been the subjects of sustained scholarly study and published. Hence, the palimpsests of Sinai represent a largely unexplored source not only for new texts from antiquity but also for evidence for reconstructing the literary history of the Eastern Mediterranean.

A collaborative project of St. Catherine’s Monastery and the Early Manuscripts Electronic Library (EMEL) seeks to recover the erased layers of Sinai palimpsests and make them globally accessible to researchers. Participating scientists are using state-of-the-art spectral imaging and image processing to render the erased texts legible; 23 participating scholars, scattered from Portland to Beirut, are identifying and describing the erased texts based on the image data; and EMEL and the University of California Los Angeles (UCLA) are preparing to host the images and scholarly descriptions online in service to St. Catherine’s Monastery. The project represents arguably the most extensive application to date of spectral imaging to cultural heritage.

This talk will survey the methods, innovations, and discoveries of the project. The survey will explore two recurring themes of the project, one technical and the other historical. First, challenges in the implementation of large-scale spectral imaging projects in the cultural heritage arena; and second, the significance of palimpsest in the transmission history of late antique literature and languages.

**The Evolution of Spectral Imaging in the Study of Manuscripts**

*Adrian S. Wisnicki*

The Livingstone Spectral Imaging Project (2010-) is now in its second phase. The project applies spectral imaging to study some of the most damaged surviving manuscripts of David Livingstone (1813-1873), the celebrated Victorian traveler, abolitionist, geographer, and missionary. The first phase of the project (2010-2013) targeted Livingstone’s 1871 Field Diary, and sought to use spectral imaging to recover now faded and illegible text that Livingstone had written crosswise over the pages of a single newspaper. The current second phase (2013-2016) centers on Livingstone’s 1870 Field Diary, which is of a much more fragmentary nature that the diary previously studied by the project and, in fact, is quite legible under natural light. As a result, in this second phase, the use of spectral imaging has shifted from recovering lost or invisible text to using the imaging technology to explore material aspects of the manuscript, such as after-the-fact-additions (sometimes in other hands) and elements of page topography that can reveal details of the manuscript’s passage through time.

Broadly speaking, therefore, the Livingstone Spectral Imaging Project offers a window onto the evolving nature of using spectral imaging technology to study manuscripts during the last five-odd years. The work of the project itself has, in turn, galvanized the development of a larger, but related project, Livingstone Online. Through the collaborative, interdisciplinary nature of its methodologies, the Livingstone Spectral Imaging Project has also established a loosely affiliated network of specialists who have contributed to the development of the two project phases. This paper will reflect on the evolution of this project and give attention to the implications of this evolution, particularly in establishing a collaborative methodology.
that is empowered by its distributed, at times informal, international character.

**Reducing a Challenging Multi-Spectral Imaging Task to Practice**

Kenneth Boydston

The multispectral image data set of a cultural heritage object can have a number of uses by disparate parties, and can be in and of itself historically significant. When the object is large, largely degraded, and of significant historical value such as is the late fifteenth-century world map by Henricus Martellus at Yale, acquiring the images that will satisfy known and anticipated demands can be particularly challenging. Time constraints, budget constraints, technological limitations, logistics, handling considerations, risk assessment, personnel, and facilities are among the parameters that can affect the outcome and which should be included in project planning.

Of particular interest are the technological capabilities and limitations. The technology can impact other parameters, and other parameters can impact the technology. While technology will certainly impact the outcome of a multispectral imaging project, it is often the case that technological limitations drive the project—though this should not be the case. In this paper we will suggest that multispectral imaging projects should be driven primarily by the needs of the scholars and conservators who will use the data, and that by focusing on these needs, technological innovations can be created and appropriate technology deployed that will make the difference between mediocrity and success. Examples from the imaging of the Martellus Map demonstrate a few such innovations.

One innovation required by the combination of budget, image spatial resolution, value, size and weight of the object was a large, yet easily portable easel capable of supporting the map and precisely moving both up and down and left and right over a grid of locations. Spatial resolution required that the images be captured in an 11 x 5 grid of tiles and stitched together. Software and hardware protocols were developed to facilitate manual movements of the map. Lasers were integrated to track and maintain focus and camera alignment.

Innovative use of software (MegaVision’s PhotoShoot Multispectral Imaging Capture Software) enabled a capture configuration customized for the particular needs of the map. This configuration was planned in advance, and then modified on site as the nature and needs of the map were revealed in preliminary captured samples. The magnitude of the image data set, together with the complexity of processing software (such as PCA), required innovative methods for preparing the imagery for visual appreciation.

**Image Processing Techniques for Spectral Images of Historical Objects**

Roger L. Easton, Jr., Ph.D.

The history of image processing of manuscripts to enhance or recover erased or damaged text goes back more than 100 years. The first work likely was that of the German physicists Ernst Pringsheim and Otto Gradenz in Breslau, who reported in 1895 on the development of an analog method for enhancing the visibility of the undertext in one of the two images, which improved the results. These analog methods were difficult to implement, requiring careful photographic processing and accurate optical alignment to obtain good results. The first use of digital imaging algorithms to recover text from manuscripts may have been by Dr. John F. Benton at the Jet Propulsion Laboratory in the 1970s, who used contrast enhancement and image sharpening tools in the NASA image processing toolkit.

Over the last 30+ years, the capabilities for collecting and processing digital spectral images have improved to the point where it is now possible to have a complete spectral collection and processing system in a single suitcase that may be checked on an airline. The collected images may be processed using a variety of image processing tools, many of which had been developed for use in environmental remote sensing applications and are therefore not available in “general-purpose” image manipulation tools, such as Adobe Photoshop® and the GNU Image Manipulation Program ("GIMP"). Some are available as plugins in ImageJ, but we mostly use the special-purpose package ENVI that is written for remote sensing applications. This talk considers the image processing algorithms that were applied or developed for use to recover text from a wide variety of historical objects.

The algorithms may be loosely divided into two classes: deterministic methods for rendering the image data in pseudocolor, and custom methods that are based on the spectral statistics of the specific leaf. Among the methods in the latter category are principal component analysis (PCA), independent component analysis (ICA), and the minimum noise fraction transform (MNF). In all cases, preprocessing and postprocessing tools are useful. The preprocessing is applied before the deterministic and custom methods and is often necessary to calibrate the images or compensate the image data for differential fading or other problems. The postprocessing tools are used to combine processed images to improve the rendering for scholarly reading.
Examples will be shown of successful processing applied by the author and/or by collaborating team members to a wide variety of manuscripts and other objects in institutions all over the world. Among these are the Archimedes Palimpsest, the Syriac-Galen Palimpsest, the palimpsests in the “New Finds” at St. Catherine’s Monastery, the Grusková palimpsest in Vienna, and the world map by Henricus Martellus (c. 1491) at Yale.

New Light on Henricus Martellus’s World Map at Yale (c. 1491): Multispectral Imaging and Early Renaissance Cartography

Chet Van Duzer

One of the outstanding problems in the history of cartography in the last half century has been that presented by a large world map made by Henricus Martellus in about 1491, which surfaced in the late 1950s and soon came to reside in the Beinecke Library at Yale. The map has long been thought to be one of the most important of the fifteenth century; in particular, there was good evidence that it influenced the thinking of Columbus with regard to his proposed voyage west to reach Asia; it was thought to have influenced Martin Behaim’s globe of 1492 and Martin Waldseemüller’s famous world map of 1507. But the vast majority of the texts on the map were illegible due to fading and damage, and thus its exact place in Renaissance cartography was impossible to determine.

In this talk I will look at the results of a recent NEH-funded project to make multispectral images of Martellus’s map at Yale—at the scholarly use that can be made of the images. These images have rendered almost all of the previously illegible texts on the map legible, and thus have enabled a detailed comparison with Martin Waldseemüller’s world map of 1507. This comparison shows that Martellus’s map was the source of most of the long descriptive texts on Waldseemüller’s map. At the same time, it turns out that the later cartographer chose not to follow Martellus for many of the other details of his map, and thus the comparison generates insights into the workshop practices of an early sixteenth-century cartographer, a subject about which we have very little documentation. In effect the multispectral images enable us to watch Waldseemüller at work, choosing different sources for different categories of information on his map as part of the process of creating a new image of the world.
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The digital highway is as yet an exclusive neighborhood—let’s just say that there are no traffic jams on there just yet. This disparity is of course not lost on the practitioners of digital humanities and several conversations pointing out this disparity have emerged in the last few years. Whether it is Postcolonial Digital Humanities (DHPoCo), gender algorithms experiments, the articulations of marginalizations spilling over to the digital space have all been part of this discourse. Various projects have also attempted to understand, articulate and bridge the gaps of representations. This panel too is concerned about that gap and discusses different projects that specifically address issues in countries where bandwidth and connectivity is not optimal as in the more advanced nations. How do we harness digital technology so humanities research can be innovative and access to them is not behind a pay wall or a “bandwidth” boundary?

Alex Gil’s sx: Archipelagoes project sees to channel the rich and diverse theoretical engagements of the Caribbean with the Digital by providing an innovative two-tiered platform to support digital scholarship in, for and about the region and its diaspora. He proposes a minimum-computing model that can make humanities scholarship in low bandwidth countries longer lasting and easier to access. Alex will also argue for the moral imperative of DH scholars to make that access easy and useful.

Rahul Gairola’s & Arnab Datta’s project focuses on the theory and practice of electronic education for the under-privileged in India. With their respective humanities and engineering backgrounds, their paper will discuss the imperative of reaching digital technology to the rural population of northern India. As their paper points out, Internet access has still not reached large chunks of the population in India. However, according to Government of India statistics, nearly a billion people will have subscription to mobile phones by the end of the decade. In this context, despite the difficulty of hypertext-based learning in rural areas of India due to lack of internet availability, the
solutions can be provided through portable data transfer and convenient access by means of flash memory chips readily available in mobile phones. While many digital archives to date use DVDs and CD-ROMs for archival data storage, no research to date engages alternative data storage and retrieval in rural India archives. State of the art memory technologies support novel technological trends in Postcolonial Digital Humanities – not only in terms of the resources, but also for efficient archval of them. This will make digital literacy in rural India feasible in the immediate future rather than relying on bandwidth sensitive Internet connection.

Nirmala Menon makes a similar case for the dissemination of humanities research and access to it for higher education in India. MAP (Multilingual Academic Publishing) is a new publishing project from Indian Institute of Technology (IIT), India. MAP has two specific features that address the research needs of students and established researchers of humanities in India- 1) it will be an open access platform that will allow access to students of universities across the country and 2) it will publish both original research and translations from and into different languages of India. For this, the project associates are in the process of developing translations software that will be efficient and will aid translations into multiple languages. Nirmala will also argue for the imperative of Digital Humanities to support projects in different postcolonial languages. While there are now DH initiatives in India, a lot of the discourse is still in English even if the projects themselves engage in conversations between different languages. This publishing project ambitiously aims, in the long run, to allow knowledge productions and disseminations in multiple languages.

Together, all three papers address specific problems of the global south and envisage projects that will enable a more diverse global Digital Humanities conversation. The specific examples in these papers are of places that are part of the DH conversation but the geographic locales of the discourse pose challenges that are different from those of EU or US. Each of the projects discusses ways of enabling humanities research and researchers to go from the digital driveway to the highway within the constraints of connectivity and capability.

**Small Axe: Archipelagos: A minimal computing model for a digital humanities journal for Caribbean Studies**

*Alex Gil*

The Caribbean is the site of some of the most radical and diverse theoretical and material engagements with the digital. The archipelagos project seeks to channel that activity by providing an innovative two-tiered platform to support digital scholarship in, for, and about the region and its diaspora. Each layer of sx: archipelagos will contribute something new to both Caribbean Studies and to the digital humanities, first via the creation and documentation of a new cost-efficient workflow for the production of text-based scholarly outputs; second, the production of digital humanities project reviews attached to the traditional workflow of book reviews; and third, via the creation and support of a flexible multimodal environment for the production of unique works of digital scholarship that can be ultimately preserved by integrating their components into the university repository. This paper will combine an outline of the specific technological stack needed to run the journal with low resources, and an argument for the moral and practical imperatives to adopt such a model. In brief, I will argue that a minimal computing model can make publication in the humanities longer lasting, easier to access in regions of the world with low-bandwidth and ultimately more transferable to new generations.

**Democratic Digitality: Theory and Practice of Electronic Education for the Underprivileged**

*Rahul K. Gairola & Arnab Datta*

This paper is the first co-authored study that deploys questions of gender equity and rural literacy in Literary Studies with electronic memory and communications platforms in the field of Electronics. Our goal herein is to combine our disparate fields to examine, from multiple perspectives, the haunting problems of electronic access to literary/ pedagogical tools in rural India. These problems of access are the consequence of poor infrastructure that demonstrates, as such, the complimentary relationship shared between the humanistic nature of the literary arts and the technical nature of electronics and communications platforms. We would moreover insist that research trends in our individual fields combined allow us to tackle one of South Asia’s most pressing issues in the 21st century: digital literacy in rural India. By “digital literacy” here, we do not limit our definition simply to knowledge of knowing how to use digital devices. Rather, we mean the hypertexts, databases, and resources that comprise the soft materials for education and research, and also the required hardware and infrastructure needed to support them. Here, there are significant problems of electronic access to literary/ pedagogical tools in, for example, the requisite data storage and retrieval of digital archives. In principle, these have been realized through the implementation of internet-based hypertexts that facilitate a seamless exchange of knowledge.

However, in the Indian context, the Internet has not yet reached rural areas, and hypertext-based implementation of digital archives is hence not viable. According to the Government of India, nearly a billion users will be subscribing to mobile phones in the coming decade. This is in
stark contrast to the growth rate of Internet subscriptions in India, which is projected to be nearly half the growth of mobile phone subscribers. In this context, despite the difficulty of hypertext-based learning in rural areas of India due to lack of internet availability, the solutions can be provided through portable data transfer and convenient access by means of flash memory chips readily available in mobile phones. While many digital archives to date use DVDs and CD-ROMs for archival data storage, no research to date engages alternative data storage and retrieval in rural India archives. State of the art memory technologies support novel technological trends in Postcolonial Digital Humanities – not only in terms of the resources, but also for efficient archival of them. This will make digital literacy in rural India feasible in the immediate future rather than relying on bandwidth sensitive Internet connection. We believe that advanced research and implementation of portable memory devices has the ability to disseminate the resources of the world to the four corners of the earth and improve digital literacy in rural populations.

Web Historiography – A New Challenge for Digital Humanities?

Federico Nanni
federico.nanni8@unibo.it
University of Bologna, Italy

Anat Ben-David
anatbd@openu.ac.il
Open University, Israel

Niels Brügger
nb@dac.au.dk
Aarhus University, Denmark

Meghan Dougherty
mdougherty@luc.edu
Loyola University Chicago, USA

Ian Milligan
izmilligan@uwaterloo.ca
University of Waterloo, Canada

Jane Winters
Jane.Winters@sas.ac.uk
University of London, UK

During the last ten years the use of web archives as primary sources for historical research has attracted the attention of researchers in several different fields. From the web archiving community (Foot et al., 2003; Hockx-Yu, 2014) to Internet studies scholars (Brügger, 2009; Ankerson, 2012), from web scientists (Huurdeman et al., 2013; Hale et al., 2014) to STS researchers (Rogers, 2013; Schafer, 2013), several case studies have been presented. All these different projects have been designed to highlight the potential of born digital sources to offer a new and more complete perspective on our recent past. More recently, traditionally trained and digital historians have been directly engaged in the debate, raising both methodological and theoretical questions (Milligan, 2012; Webster, 2015). However, within Digital Humanities, the web as a source and as an object of study has not been widely debated.

For these reasons, the proposed panel brings together different researchers whose work focuses on the use of born digital materials as historical sources and who have developed, employed, criticized or refused the use of computational/quantitative methods in order to extract useful pieces of information from them.

The purpose of this panel is twofold. First, we aim to discuss how the toolkit available to new generations of historians will necessarily have to combine a vast series of new skills: from accessing and dealing with web archive objects to analyzing networks of hyperlinks, from employing text mining approaches to re-discussing the reliability of a primary source when it is born digital.

Second, our intention is to discuss with the community how this new field of study could be recognized as a relevant example of a digital humanities practice. While the number of born digital sources is increasing rapidly, a broad discussion within the Digital Humanities community is needed, in order to reflect on how to prepare the first generation of digital historians that will work with materials that do not have an analogue counterpart, of which web archives are just one.

Anat Ben-David is a lecturer in the department of Sociology, Political Science and Communication, the Open University of Israel. Her research focuses on Internet geopolitics, web historiography and digital methods for Web research. Ben-David’s contribution presents her recent work on the reconstruction of portions of the Web’s deleted pasts. In particular, her presentation argues that the use of the Web as a primary source for studying the history of nations is conditioned by the structural ties between sovereignty and the Internet Protocol, and by a temporal proximity between live and archived websites. The argument is illustrated with an archival reconstruction of the history of the top-level domain of former Yugoslavia, .yu, which operated on the Web since 1989 and was discontinued in 2010. The archival reconstruction of a portion of the Web’s deleted past serves to assess and conceptualise the Web’s limits as an appropriate source for telling its own history.

Niels Brügger is Professor and head of the Centre for Internet Studies as well as of the internet research infra-
structure NetLab within the Danish Digital Humanities Lab, Aarhus University, Denmark. His research interests are web historiography, web archiving, and media theory. Within these fields he has published monographs, edited books, and book chapters at international publishers, as well as articles in international peer reviewed journals. He has participated in a number of large research projects, in Denmark and in the UK. Niels Brügger is cofounder and now coordinator of RESAW, a Research Infrastructure for the Study of Archived Web Materials (resaw.eu).

Meghan Dougherty is an assistant professor of digital communication at Loyola University Chicago. Her research focuses on methodological challenges in answering questions about how we move through networks of digital culture to create knowledge, form memory, and make history. The questions that guide her inquiry explore how knowledge production — ranging from identity formation and group membership to scholarly knowledge — is shaped by digital communication infrastructure, and vice versa. Dougherty’s contribution to the panel stems from her current book project under contract at University of Toronto Press, Virtual Digs: Excavating, preserving, archiving, and curating the Web in which she describes a common field of Web Archaeology drawn together from experiments in Web archiving, digital preservation, and curating that are commonly found in Internet research, digital humanities, and information science. She argues that the nature of scholarly evidence and interpretation must be reconsidered in the new media ecology.

Ian Milligan, an assistant professor of digital and Canadian history at the University of Waterloo (Canada, Ontario) will talk on a specific web archiving project that he has been involved with. His contribution, “WebArchives.ca: Enabling Access to Canadian Political Party Web Archives,” explores the development, deployment, and reception of http://webarchives.ca. He argues that since 1996, we have been collecting web archives – now we need to put them to good use. However, accessing and making sense of results requires computational skills. Milligan’s case study, a 2005-2015 assemblage of political parties and political interest groups within Canada, should have arguably have been used far more than it had been given pivotal shifts in the Canadian political milieu during the period it studies. These collections were underused, however, due to problems of access restrictions and a lack of technical knowledge. His contribution to this roundtable will then quickly explore various access methods, from content analysis to metadata parsing, using his case study as a reference point throughout.

Federico Nanni is a PhD student in Science, Technology and Society at the Centre for the History of Universities and Science of the University of Bologna and a visiting researcher at the Data and Web Science Group of the University of Mannheim. His research is focused on understanding how to combine methodologies from different fields of study in order to face both the scarcity and the abundance of born digital sources related to the recent history of Italian universities. In particular, he employed oral histories and traditional hermeneutic practices for reconstructing the evolution of the University of Bologna website, which was excluded from the Wayback Machine of the Internet Archive. Later, he applied text mining methods in order to study the collected data. He finally focused his attention on comparing the changes in academic input and output of this institution during the last two decades by analysing the descriptions of the courses presented on the website and the dissertations abstracts available in the digital library.

Jane Winters is Professor of Digital History at the Institute of Historical Research, University of London. Her research interests include the ways in which researchers in the humanities can work with born digital big data, including the archived web. She was Principal Investigator of a big data project funded by the Arts and Humanities Research Council, ‘Big UK Domain Data for the Arts and Humanities’, which sought to develop a theoretical and methodological framework for the study of web archives over time. Drawing on the lessons of this project she will discuss the challenges faced by researchers wishing to work with the archive(s) of UK web space, and suggest ways in which archiving institutions and researchers can collaborate to overcome them. She will address the fractured and diverse nature of the available web archives - from the open and comprehensive UK Government Web Archive to the dataset derived from the Internet Archive for 1996-2013, from a focused institutional collection such as the Parliamentary Web Archive to the ongoing domain crawl undertaken by the British Library since 2013 - and consider the barriers for researchers in the arts and humanities who choose to use this material, whether as a key source for study or simply as one primary source among many.

Together, these six papers all point towards the growing significance of web archives within contemporary historical practice. In order to encourage the discussion, each speaker will briefly introduce his or her work (5 min), then another speaker will address a general comment (5 min) and following there will be an open discussion (5 min).

The building blocks of the field are in place: what is needed is a discussion within the historical community, but also towards the broader field of digital humanities practice. Our discussion will look to find commonalities and similarities both within our work, but also within the broader DH 2016 conference.
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It is normally the case that the objects of scientific inquiry inhabit multiple social worlds, since all science requires intersectional work... The management of this diversity cannot be achieved via a simple pluralism or a laissez-faire solution. The fact that the objects originate in, and continue to inhabit, different worlds reflects the fundamental tension of science: how can findings which incorporate radically different meanings become coherent? (Star and Griesemer, 1989:392)

In the Sociology of Science, objects of scientific enquiry that are common to multiple disciplines or communities are known as “boundary objects” (Star and Griesemer, 1989). As Borgman argues, “these are objects that can facilitate communication, but that also highlight differences between groups” (Borgman, 2007: 153). They have “different meanings in different social worlds but their structure is common enough to more than one world to make them recognizable, a means of translation” (Star and Griesemer, 1989).Handled poorly, they promote “boundary work” - the effort to institutionalize difference between fields (Gieryn, 1983; Lamont and Molnár, 2002: 180); handled well, they are "important interfaces enabling communication across communities" (Lamont and Molnár, 2002: 180).

The theme of this session is the Digital Humanities as a “Boundary Land” - i.e. a locus in which such objects are common. As O’Donnell argues in his paper, this aspect is one of the defining features of contemporary Digital Humanities and an important cause of its recent rapid growth. As the field grows, DH workshops, panels, and journals see increasing work by practitioners trained in more and more traditionally distinct disciplinary traditions: textual scholars, literary critics, historians, New Media specialists, as well as theologians, computer scientists, archaeologists, Cultural Heritage specialists... and geographers, physicists, biologists, and medical professionals.

It is the contention of the speakers of this panel that interpersonal diversity (i.e. diversity along lines such as gender, ethnicity, sexual orientation, language, economic region, etc.) is as an important element of this aspect of DH. The Digital Humanities is not only a place where different disciplines work together (and at times at odds to each other): it is also a place where different people work together and at odds in developing our field. In other words, diversity initiatives in the Digital Humanities are important not only because they let more people into our field, they are important because they change the nature of our field as its practice widens.

The papers in this session each approach the issue from...
Perhaps the defining feature of the Digital Humanities as a discipline is its growth (Terras, 2012). Despite some pushback and counter pushback about the precise valence of the field as a discipline (for some more famous recent examples of this growing genre, see Koh, 2015; Fish, 2012; Marche, 2013; Chun, 2013; Grusin, 2013; Jagoda, 2013; a selection of responses to these specific pieces include, among many others, Risam, 2015; Gil, 2015; Liberman, 2012; O’Donnell, 2012; Pannapacker, 2013), digitally inflected work on Humanities problems and material continues to grow.

As its popularity has grown—and, more importantly, as the potential of networked computation as applied to cultural material and questions has become more broadly apparent - it has begun to incorporate practitioners trained in more and more traditionally distinct disciplinary traditions: textual scholars, literary critics, historians, New Media specialists, as well as theologians, computer scientists, archaeologists, Cultural Heritage specialists... and geographers, physicists, biologists, and medical professionals (see Deegan and McCarty 2012 for a detailed discussion of cross disciplinary collaboration in DH).

This growth is interesting for a variety of reasons: as a demonstration of the continuing relevance of the humanities (Davidson, 2011), as a route to new approaches to traditional disciplines (e.g. Ramsay, 2011; Moretti, 2005), and as a method of improving our ability to answer old questions (e.g. Terras, 2006). It also has been interesting for the way it fed back into computer science and other non-humanities domains, for example, through the development of XML and Unicode (O’Donnell 2010).

Above all, however, this growth is interesting because it reflects the increasingly paradisciplinary nature of the domain and its methods. “Humanities Computing”, the designation most commonly used before Blackwell’s marketing team proposed “Digital Humanities” as an alternative in 2005 (Kirschenbaum, 2010), was far more traditional in approach: beginning with the original work of Roberto Busa in the 1940s, computation in this older form was used to work with relatively traditional objects and questions within relatively traditional humanities domains. As a glance at the tables of contents of journals from this period demonstrates, literary scholars and historians tended to use their computation to do literary and historical work: build concordances and indices, develop statistics, and, later, capture text; Gallery, Archive, Library, and Museum (GLAM) professionals, for their part, computed metadata and built catalogues; Corpus linguists built corpora; and so on. DH, on the other hand, especially in the course of the last decade, has been marked—perhaps defined (O’Donnell, 2012) - by its inter - and cross - disciplinarity: geographers study British Romantic poets’ fascination with the Lake District (Cooper et al., 2015); museum curators decipher mathematical texts (Netz and Noel, 2008); literary scholars edit maps, compile archives of things, or analyse Cultural Heritage installations (Fois, 2003; Nelson, 2014; O’Donnell et al., 2012; Hobma, 2014).

### Boundary objects and border lines in the sociology of science

In the Sociology of Science, such cross-disciplinary outputs are known as “boundary objects” (Star and Griesemer, 1989). As Borgman argues, “these are objects that can facilitate communication, but that also highlight differences between groups” (Borgman, 2007:153). They have “different meanings in different social worlds but their structure is common enough to more than one world to make them recognizable, a means of translation” (Star and Griesemer, 1989:393). Handled poorly, they promote “boundary work”—the effort to institutionalize differences between fields (Gieryn, 1983; Lamont and Molnár, 2002:180); handled well, they are “important interfaces enabling communication across communities” (Lamont and Molnár, 2002: 180).

### The Digital Humanities as Boundaryland

As the Digital Humanities has matured technologically, the question of these Boundary Objects has become an increasingly important, if largely unrecognised, issue among practitioners, users, and critics of DH (Borgman, 2007, chap. 7). As the example of Fish and Liberman (a literary scholar and a computational linguist discussing “distance reading” and “algorithmic criticism”) suggests, unacknowledged disciplinary differences about how such
objects are understood can result in users talking past each other (see the debate between Fish 2012; Liberman 2012). And indeed a surprisingly large number of other debates in the field can be understood as involving such boundary constructs: complaints that the Digital Humanities are “undertheorised”, for example; the “hack vs. yack” debate (i.e. about the relative importance of programming vs. cultural aspects of DH; see Nowviskie, 2014) or even “centre and the periphery” (about the definition of DH through western—or sometimes simply Anglo-American—norms; see Galina, 2013; Fiormonte, 2012).

The rest of this paper looks at the place of globalisation and diversity in light of this understanding of DH as a “boundaryland” - a place in which shared research objects or goals take on different meanings depending on the background of the participant. As the paper will show, interpersonal diversity is in this regard as important to the growth of our field as disciplinary diversity. Research objects, questions, and more importantly, solutions, look very different when lack of funds or inadequate technology prevents the proper preservation of your cultural patrimony and makes participation in collaborations next-to-impossible (see Babalola, 2013). Drawing on the author’s experience in establishing and overseeing the first few years of the Special Interest Group, Global Outlook::Digital Humanities, this paper demonstrates the extent to which this openness to difference is in fact an essential feature of both interdisciplinarity and the future growth and development of the Digital Humanities as a discipline that transcends the domains it increasingly incorporates.

Conclusion

Although the concept of the “Boundary Object” is now most commonly discussed in terms of disciplinary difference, the original work on the concept involved the boundary between “Science and Nonscience” or the management of differences in the way in which professional and amateur ornithologists understood the collection of specimens for a museum (Gieryn, 1983). By failing to understand the extent to divisions within the boundaries that coincide with broader cultural, historical, economic, or regional differences amplify existing impediments to the incorporation of the full diversity of our community’s experience (Fiormonte, 2012; Galina, 2013; Wernimont, 2013). As Star and Griesemer note:

When participants in the intersecting worlds create representations together, their different commitments and perceptions are resolved into representations—in the sense that a fuzzy image is resolved by a microscope. This resolution does not mean consensus. Rather, representations, or inscriptions, contain at every stage the traces of multiple viewpoints, translations and incomplete battles... By reaching agreements about methods, different participating worlds establish protocols which go beyond mean trading across unjoined world boundaries. They begin to devise a common coin which makes possible new kinds of joint endeavour (1989, 413).

If You Think You Know the Answer, You Don’t Understand the Question

Bárbara Bordalejo and Padmimi Ray Murray

Digital Humanities appears to be an open and welcoming field. Indeed, conversations about diversity have been increasingly visible in the digital humanities community. It has been said that the discipline boasts “…a culture that values collaboration, openness, nonhierarchical relations, and agility” and so “might be an instrument for real resistance or reform (Kirschenbaum, 59). Notably, this statement by Kirschenbaum is also supported by Burdick et al., who state that “…however heterogeneous, the Digital Humanities is unified by its emphasis on making, connecting, interpreting, and collaborating” (24).

These emphases on unity are necessary and vital to ensure that the ideal of a “global” DH establishes itself as a reality in the future. But the widespread belief that these values are at the core of Digital Humanities as a discipline, and that just by virtue of such values it is open and welcoming to all, may prevent us from seeing that the discipline can also fail to meet these standards. And when we discuss the importance of diversity, we need to understand what it is we are talking about: do we mean simply the inclusion of an ever broader collection of participants? Or do we mean that diversity is in some way a crucial intellectual aspect of what we do?

The emphasis on representation and inclusivity has been a main focus of what we might describe as the initial stages in the opening of the Digital Humanities. From the early emphasis on gender balance in the selection of keynote speakers at the ALC/ALLC conference through the early years of DH, to the more recent work of formal committees within ADHO, such as the Special Interest Group Global Outlook :: Digital Humanities (GO::DH) and the the Multilingual/Multicultural Committee, the focus of work thus far has been primarily on discovering and understanding the obstacles that prevent full access to our community and developing strategies to address those obstacles.

There are two dangers to this approach, how ever well meaning and necessary it is.

The first is, of course, that “diversity” is a boundary-less category. By concentrating on one category, or even a few categories, we, almost inevitably end up ignoring others. We focus on gender, but ignore race; or emphasise language, but ignore social class, professional status, or economic/regional disparity.

Thus, when the editorial board of Frontiers in Digital Humanities was announced, it became instantly notorious.
because all the editors were male. What was less debated was the fact that they were, with one exception, white. Or that they all came from the usually dominant (primarily High Income) countries. Likewise, when Scott Weingart started to write about the acceptance rate of women as first author of papers to the DH conference, it had to do (at least in part) with the relative ease of identifying female and male authors.

In reality, as the example of Frontiers shows, it can be much more difficult to assess other layers of diversity which are not apparent and, therefore, cannot be easily quantified. Even if we imagine that it might be relatively simple to identify native speakers of English, we would remain ignorant of people whose day to day work is carried out in a different language from their native one. Moreover, degrees of bilingualism vary greatly from country to country and culture to culture in such way that for scholars who have English as their second language, their proficiency and ease within it, might be significantly different.

The second danger to this approach is that it trivialises the importance of the category it intends to support. If diversity involves no more than simply ensuring that a wider range of people are present at the table, then questions about the relationship of diversity to quality become, if not entirely reasonable, at least not completely beyond understanding. Perhaps it is possible to become too welcoming—or at the very least to believe that we are somehow watering down the quality of our work by allowing too many participants in simply because they belong to the right demographic.

This paper is about both aspects of the place of diversity within the Digital Humanities.

In the first section, Padmini Ray Murray examines how non-Western cultural concepts and intellectual categories might redefine the digital humanities in terms of methodological frameworks. It is particularly significant that the concept and understanding of what DH is varies in accordance to the cultural context in which it is presented. In other words: although there might be a significant conceptual overlap, one researcher’s digital humanities is rarely equal to the one of another. Ray Murray’s investigations look at how infrastructural and structural ramifications of working in languages other than English; how notions of the archive can be culturally fluid and how critical making as an intervention is altered by local conditions of production and economics in order to demonstrate that the digital humanities must necessarily be informed by these factors in order to be truly diverse.

In the second section, Bárbara Bordalejo looks at intersectionality and the Digital Humanities. She investigates the combination of factors that might hinder the ability of individual researchers to make themselves more widely known within the DH community. As she shows, background, race, culture, gender, language and ability are all factors whose impact we are just beginning to understand.

As she argues, however, this diversity does not need to be a problem. On the contrary, it could be (and it should be) taken advantage of in such way that it challenges and enhances both our research and our community.

A final goal of both parts of this paper is to test the words of Domenico Fiormonte about the importance of social capital in the Digital Humanities: “…it’s not enough to have good ideas, work in the Northern [h]emisphere and write them in English: you need good sponsors and authoritative venues.” Although it is true that this is part of the problem, nothing should prevent current structures to become part of the solution. Opening authoritative venues can only bring enrichment and new understanding to the DH community.

**Spanish Digital Humanities: the construction of a scientific field**

Gimena del Río Riande
Elena González-Blanco García

As Pierre Bourdieu (1975, 19) clearly stated forty years ago: “the scientific field is the locus of a competitive struggle, in which the specific issue at stake is the monopoly of scientific authority, defined inseparably as technical capacity and social power.” Universities are strategic spaces for the construction of scientific competences and practices in terms of doxa and habitus (Bourdieu, 1979). The agents that are part of these academic spaces acquire there a socially recognised capacity to speak and act in an authorized and authoritative way in scientific matters. This way, these agents can define and legitimate the definitions they propose for their subjects of study. University education is also a vital experience of utmost importance: university socialization can lead to a deep identity redefinition, with the incorporation of new ways of thinking, communicating and acting. Consequently, altogether with the recognized capacity to legitimate, universities provide the social framework to interpret academic disciplines and communicate specific shared knowledge. (Bernstein, 1990:31), makes it clear when he highlights the distribution of power and principles of control that produce different communication principles unevenly distributed. In his theory, different contexts produce different codes that act selectively on the meanings and realizations.

Undoubtedly, Digital Humanities are nowadays part of the North American and European scientific field. A big offer of postgraduate courses, summer schools, Digital Humanities centers and labs, and scientific journals and websites legitimate the field and its discourse. In this sense, Defining Digital Humanities. A reader (2013), edited by Melissa Terras, Julianne Nyhan and Edward Vanhoutte, can be seen as a text that comes to serve as the last legitimated definition for Digital Humanities. The volume appeared almost ten years after A Companion to Digital Humanities
(2004), edited by Susan Schreibman, Ray Siemens and John Unsworth, and aims to collect the authoritative voices in the field. The book focuses just on voices that have defined the Digital Humanities making use of English as lingua franca and it only considers as authoritative voices a very homogenic group that legitimates the field from universities with a shared Anglo-American perspective and a set of common discourses and practices.

This landscape is very different for the Spanish speaking community. On the one side, European Spanish universities have defined Digital Humanities paying little or no attention to Latin America (González-Blanco, 2013; Spence and González-Blanco, 2014; Rojas Castro, 2013); on the other side, very few definitions have been provided in this side of the world (Galina, 2014; Rio Riande, 2014a, 2014b) or there is a preference for working on a non-defined scientific field that could lead to more open and less philosophical humanities, more interested in the Social Sciences or Digital Media (Piscitelli 2014). Although there may be many external social, cultural and economic issues that divide the Spanish-speaking Digital Humanities field, this work means to unveil the symbolic violence (Bourdieu, 1991) behind these facts and focus on the characteristics of the institutional spaces in which legitimated discourses and socialization occur as a set of historical and social conditions that explain their particular constitution and nature in Spain and some countries that have started regarding Digital Humanities as a possible (non actual) academic discipline. Knowledge and practices as expressed in the university curricula, but also the set of norms, values and social representations that make each space, can not be fully understood without taking into account the very specific historical, intellectual and institutional factors that have operated and operate in its constitution and legitimate in different ways their discourses.

Regarding the aforementioned, some questions arise: are there possibilities of dialogue in Digital Humanities between developed countries and others with unequal access to technology despite using the same language? Who are the agents that can be part of this dialogue? How do they become part of the scientific field? How much of that symbolic violence comes across in this dialogue? How do social, cultural and historical factors shape the knowledge built at university? The work aims to outline some possible answers to these questions at the time it claims for new approaches in Digital Humanities that go beyond linguistic diversity focusing on theories such as Sociology of Culture and Education and other reformulations.
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Introduction

This panel examines some of the many shared issues between Digital Humanities (DH) practices and theories with those in the study of Electronic Literature (E-Lit). Until recently, the fields of DH and E-Lit, though intimately related, have intersected only to a certain extent. The historical development of each of the fields—broadly speaking, DH originating from the earlier humanities computing; E-Lit work from experimental poetics and digital media—might be the reason why these two fields have not engaged in sustained communication. A few events have started to revert this tendency. Within the Alliance of Digital Humanities Organizations (ADHO), the approval of the Special Interest Group on Audiovisual Data in Digital Humanities (SIG AVinDH) is an important milestone fostering the exchange of "knowledge, expertise, methods and tools by scholars who make use of audiovisual data types that can convey a certain level of narrativity: spoken audio, video and/or (moving) images" (AVinDH SIG @DH2015 in Sydney). Similarly, constant collaboration between the Digital Humanities Summer Institute (DHSI) and the Electronic Literature Organization (ELO) in the last few years has lead to deeper collaborations between scholars bridging both fields of knowledge.

In previous ADHO conferences, though on occasion E-Lit has been part of the schedule, it remains a fact that there is room for a timely intervention not only signaling where E-Lit and DH intersect, but also pointing out where E-Lit specific insights are capable to illuminate instrumental approaches to DH theory and practice. E-Lit work has much to offer to DH. An awareness of the expressiveness and historicity of the digital medium that compliments its instrumental and innovative dimension. Dealing with multiple expressive codes besides language, and through the leadership of the ELO, E-Lit work has been at the forefront of inclusivity, diversity, and multilinguality. Issues that continue to be discussed in DH venues.

Specifically, the papers in this panel will focus on the materiality of electronic literature as it illuminates the ongoing debates of print-digital media and changing reading and writing practices; the applicability to works of E-Lit of forms of quantitative criticism that had been used exclusively for print literature in DH; and finally, the best practices for collecting and archiving electronic literature as it affects GLAM and what it can teach us about all, or most, DH work subject to obsolescence. We hope that this panel will foster further explorations and collaborations between the two fields of study.

“Print” Works of Electronic Literature and Scholarly DH Narratives

Élika Ortega

These paper starts with the question what can DH practitioners learn from material composition of electronic literature works in order to improve the outreach of DH projects? This work focuses specifically on the material architecture of "print" works of electronic literature, which I understand as those that depend or heavily hinge on print materials for their digital configuration. Drawing from this corpus, I propose to take E-Lit works as models to explore and address the effect of digital media as it has modified—and continues to propose a modification of—reading and writing practices as well as modes of abstracting, encoding, and communicating information, all of which are common in DH pedagogical and research praxis.

First, I examine a handful of creative print works of electronic literature including Stephanie Strickland’s et al Vniverse (2011), Amaranth Borsuk and Brad Bouse’s Between Page and Screen (2012), Nick Montfort’s #! (2014),
These kinds of compositions, I argue, have much to teach about the expressiveness of the digital medium, the way electronic and print media reciprocally inform, shape, and inflect each other. Further, they allow us to study the modification of the practices and protocols associated with each of its material components: print objects are not self-sufficient and translatable outside of the digital realm, computational devices are rendered useless without input from print materials. Even when these works are highly experimental, the specific conditions of each one constitute a laboratory to investigate contemporary changing reading and writing practices.

Further, I argue that in their radical specificity, creative works like these that rely on various print or digital media for their poetic, material, or narrative construction provide models for multimodal design that is both highly desirable and commonly found in DH scholarly outputs. The organization of information—whether poetic, narrative, or scholarly—is certainly responding to the same moving-target media landscape and, thus, bringing them all together offers an opportunity to observe how material composition is approached in creative works in ways that can be extrapolated to scholarly works. To that end, I extract a handful of compositional strategies from the works mentioned above that can be translated to a scholarly realm. Among them, we can find the use of augmented reality, the design of a script that takes the reader from one medium to another, the extension and complementation of information through different expressive languages, and even the performance of reading as an interpretive act. Under this light, aside from being great examples of poetic and computational creativity, these works of electronic literature are capable of illuminating the ongoing debates on the future of the book, and the place of the monograph in academic careers. Crucially, these works also signal the need for training in alternative reading and writing capacities that sits at the center of DH instruction, project development, and outreach. Taken as models of composition in the media ecology in which DH work is currently carried out, these works offer avenues for communication between the two fields not only on a conceptual level, but also as a methods of argumentation and interpretation.

Quantifying the Evolution of Electronic Literature with Zeta

James O'Sullivan

Introduction

This paper seeks to determine to extent to which electronic literature (understood as born-digital literature with an inherent computational aesthetic) has evolved, by analysing the language used to describe the works included in both Volume I and II of the Electronic Literature Organization's Electronic Literature Collection. These anthologies include descriptions of the works by their respective editors, as well as by the contributing authors. Outlining the various technical and literary characteristics reflected in each work, these descriptions provide a unique opportunity to determine the aesthetic qualities of the canon, as depicted by some of the field's most prominent practitioners. Furthermore, the considerable time between the publication of the collections, released in 2006 and 2011 respectively, is such that they provide a useful sample when examining how the electronic literary movement has developed throughout the contemporary era. Using a method typically reserved for print literature, this paper applies a macro-analytical approach to the analysis of these descriptions in an effort to produce some quantitative evidence to support critical interpretations on the evolution of electronic literature. Research of this sort has never been conducted in this field, and thus, not only does this paper develop our understanding of the literary movement in question, but it also breaks new ground in the application of specific computational methods to born-digital artistry.

Methodology & Results

For the purposes of this study, Craig's Zeta was selected as the method best suited to identifying trends in the manner by which electronic literature is described by its creators and curators. A Zeta analysis compares two datasets, producing a set of words distinct to each. In other words, it gives a set of words most likely to occur in Set A, which are unlikely to appear in Set B. In this instance, the analysis compared the editor and author contributions from each volume, providing a list of words which indicate what topics were being prioritised across the collections. Comparing these wordlists, we can see how it is that the focus of the electronic literature community changed over the course of this particular time period. The Zeta analysis was conducted using R, with a text slice length of 2,000, text slice overlap of 1,000, an occurrence of 2, and filter threshold of 0.1. For the purposes of this abstract, the top 25 distinctive words have been displayed (see Table 1), but a more complete set of results will be addressed in the final offering.
Table 1. Top 25 distinctive words used to described the anthologised works

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagrams</td>
<td>video</td>
</tr>
<tr>
<td>Exploring</td>
<td>rather</td>
</tr>
<tr>
<td>Versions</td>
<td>google</td>
</tr>
<tr>
<td>Blue</td>
<td>relation</td>
</tr>
<tr>
<td>Clock</td>
<td>see</td>
</tr>
<tr>
<td>Galery</td>
<td>herself</td>
</tr>
<tr>
<td>Red</td>
<td>pages</td>
</tr>
<tr>
<td>Ambient</td>
<td>creative</td>
</tr>
<tr>
<td>A Wal</td>
<td>water</td>
</tr>
<tr>
<td>Corresponding</td>
<td>last</td>
</tr>
<tr>
<td>Dhtml</td>
<td>map</td>
</tr>
<tr>
<td>Practice</td>
<td>emblems</td>
</tr>
<tr>
<td>Earlier</td>
<td>home</td>
</tr>
<tr>
<td>Murder</td>
<td>engine</td>
</tr>
<tr>
<td>My</td>
<td>production</td>
</tr>
<tr>
<td>Version</td>
<td>tree</td>
</tr>
<tr>
<td>Line</td>
<td>unknown</td>
</tr>
<tr>
<td>Nature</td>
<td>age</td>
</tr>
<tr>
<td>Author</td>
<td>beyond</td>
</tr>
<tr>
<td>Makes</td>
<td>break</td>
</tr>
<tr>
<td>Landscapes</td>
<td>friends</td>
</tr>
<tr>
<td>Frome</td>
<td>had</td>
</tr>
<tr>
<td>Day</td>
<td>imagery</td>
</tr>
<tr>
<td>Poetica</td>
<td>screens</td>
</tr>
</tbody>
</table>

Interpretations

The results of the Zeta analysis provide computational evidence for many of the assumptions that one might make when speculating on this issue. For example, there is a marked shift from static “diagrams” in Volume I, to “video”, in Volume II. The evolution of Web cultures is also apparent, with “dhtml” giving way to “google”. Beyond these, somewhat expected, findings, other, more interesting, revelations are also present. In particular, the inclusion of “herself” in the later collection would suggest a rise in feminist electronic literature, while words like “exploring” and “poetics” in Volume I suggests a field that, in 2006, is still ontologically uncertain. As already noted, a more robust analysis drawn from a more thorough interpretation of the entire set of findings will be offered in this paper. However, from this limited snapshot into this study, it is clear that this approach yields valuable insights into the field, and justifies the use of macro-analysis in the extrapolation of cultural contexts.

Rendering Literature: Methods for Collecting and Archiving Electronic Literature

Dene Grigar


This paper builds on research undertaken with Pathfinders: Documenting the Experience of Early Digital Literature (with Stuart Moulthrop, scalar.usc.edu/works/pathfinders), a project funded by the National Endowment for the Humanities that developed the methodology for documenting early works of electronic literature (1986-1995) and the print-based book, Traversals (forthcoming, The MIT Press, 2016, also with Moulthrop) that provides a critical look at the works themselves. Rendering Literature aims to discuss best practices for collecting and archiving electronic literature by libraries, museums and other institutions so that works retain their inherent significant properties, including its cultural context.

Electronic literature is an experimental literary art form that can include a combination of words, images, sound, video, animation, gestures, and movement but always involves code and computation. Referred to often as born digital literature, electronic literature cannot be experienced meaningfully in print and is intended, instead, to be accessed through digital devices. Early work was published on floppy disks, CDs, and DVDs, but the advent of the web made sharing it online with a global audience popular from 1995 onward. The introduction of smart mobile devices in the mid-2000s drove artists to innovate their art for the app environment. To remain accessible to a reading audience, many works of electronic literature have been updated to newer platforms and software iterations—sometimes many times—resulting in numerous versions of a work. In cases of literary art produced as apps, it is not possible to study versions of a work saved on a single device because upgrading to a new version of a work overwrites the previous version completely.

Contributing to the challenge of archiving electronic literature is that many of these works are published as a combination of digital files, accompanying documentation websites, and ephemera. Some, like John McDaid’s Uncle Buddy Phantom Funhouse (1993) include audio cassettes that are part of the narrative. Others like Judy Malloy’s Uncle Roger Version 3 (1987-8) were packaged in hand-made artists boxes that themselves are works of visual art. Recent works like Erik Loyer’s Breathing Room (2013) or Amaranth Borsuk and Brad Bouse’s Whispering Galleries (2014), require additional equipment like a Leap Motion controller. Still others like Jody Zellen’s Urban Rhythms (2011) exist only as apps. In a word, these works differ widely from traditional digital texts and yet, to date,
there are no specific methods used for handling this form of literary art.

A visit in October 2015 to the David M. Rubenstein Rare Book and Manuscript Library at Duke University to locate data in the Judy Malloy Papers for an article about her database novel, *Uncle Roger*, drove home the need to analyze methods of archiving and preservation undertaken at collections of electronic literature in the U.S. Floppy disks were separated from their artists boxes and unavailable for review, while inserts for the artists boxes were placed in separate folders in a different section of the archival containers. The six versions of the work were not readily distinguishable from one another. Discussions with the librarians and archivists revealed that they too were interested in determining how best to handle such complex problems for works that resist current preservation and archival practices.

**Research Significance**

Nothing lasts forever. Paper mildews. Sappho’s nine books of poetry were burned, leaving but a few extant poems for us to read. Today, poetry and literary forms are increasingly produced in the electronic medium, and the danger facing them is not dampness or fire but the constant innovation of digital technology. Net poetry by artists like Jason Nelson created a mere 10 years ago, for example, is quickly becoming obsolete today because the Apple Corporation decided in 2007 not to support Flash on its iPhones. Despite this problem, digital technologies have fostered the production of so much experimental work that one of the key challenges facing the humanities today is how to transmit the heritage of a culture whose objects are multiplying not simply in mass of items but also in types of system or interface—and where the nature of those varying interfaces greatly complicates the task of identifying, collecting, and otherwise treating the object. This is an enterprise that requires traditional archival research to work in conjunction with Digital Humanities practice where computation methods figure largely (Burdick et al., 3).

**Experience**

For the last 25 years I have collected works of electronic literature. Driving my efforts besides a fascination with avant-garde literature was the early realization that many of the works in my collection were, over time, becoming impossible to access without computer equipment contemporary with the works themselves. In other words, it became necessary for me to collect, along with floppy disks, CDs, and DVDs holding electronic literary poetry, fiction and essays, computers for which the works were intended to be experienced. To date, I have collected a library of 200 works of electronic literature and 46 vintage computers dating to 1977. I have also found it necessary to collect versions of software for which these works were produced, such as Netscape Communicator used by many electronic literature artists for early experiments with net art and other web-based practices. My library and computer collections are now housed together in the Electronic Literature Lab (ELL, dtc-wsuv.org/wp/ell) at the Vancouver campus. ELL represents the method of digital preservation called Collecting, an approach different from Migrating and Emulating in that it seeks to retain the cultural experience of a work without moving it to a newer platform or representing it in a new setting, respectively.
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**The Trace of Theory: Extracting Subsets from Large Collections**

Geoffrey Rockwell
geoffrey.rockwell@ualberta.ca
University of Alberta, Canada

Laura Mandell
mandell@tamu.edu
Texas A&M University

Stéfan Sinclair
stefan.sinclair@mcgill.ca
McGill University

Matthew Wilkens
mwilkins@nd.edu
University of Notre Dame
Introduction

Can we find and track theory, especially literary theory, in very large collections of texts using computers? This panel discusses a pragmatic two-step approach to trying to track and then visually explore theory through its textual traces in large collections like those of the HathiTrust.

1. Subsetting: The first problem we will discuss is how to extract thematic subsets of texts from very large collections like those of the HathiTrust. We experimented with two methods for identifying “theoretical” subsets of texts from large collections, using keyword lists and machine learning. The first two panel presentations will look at developing two different types of theoretical keyword lists. The third presentation will discuss a machine learning approach to extracting the same sorts of subsets.

2. Topic Modelling: The second problem we tackled was what to do with such subsets, especially since they are likely to still be too large for conventional text analysis tools like Voyant (voyant-tools.org) and users will want to explore the results to understand what they got. The fourth panel presentation will therefore discuss how the HathiTrust Research Center (HTRC) adapted Topic Modelling tools to work on large collections to help exploring subsets. The fifth panel talk will then show an adapted visualization tool, the Galaxy Viewer, that allows one to explore the results of Topic Modelling.

The panel brings together a team of researchers who are part of the “Text Mining the Novel” (TMN) project that is funded by the Social Sciences and Humanities Research Council of Canada (SSHRC) and led by Andrew Piper at McGill University. Text Mining the Novel (novel-tm.ca) is a multi-year and multi-university cross-cultural study looking at the use of quantitative methods in the study of literature, with the HathiTrust Research Center is a project partner.

The issue of how to extract thematic subsets from very large corpora such as the HathiTrust is a problem common to many projects that want to use diachronic collections to study the history of ideas or other phenomena. To conclude the panel, a summary reflective presentation will discuss the support the HTRC offers to DH researchers and how the HTRC notion of “worksets” can help with the challenges posed by creating useful subsets. It will further show how the techniques developed in this project can be used by the HTRC to help other future scholarly investigations.

Using Word Lists to Subset

Geoffrey Rockwell (Kevin Schenk, Zachary Palmer, Robert Budac and Boris Capitanu)

How can one extract subsets from a corpus without appropriate metadata? Extracting subsets is a problem particular to very large corpora like those kept by the HathiTrust (www.hathitrust.org/). Such collections are too large to be manually curated and their metadata is of limited use in many cases. And yet, one needs ways to classify all the texts in a collection in order to extract subsets if one wants to study particular themes, genres or types of works. In our case we wanted to extract theoretical works which for the purpose of this project we defined as Philosophical works or Literary Critical works. In this first panel presentation we will discuss the use of keyword lists as a way of identifying a subset of “philosophical” texts.

Why philosophical? We choose to experiment extracting philosophical texts first as philosophy is a discipline with a long history and a vocabulary that we hypothesized would lend itself to a keyword approach. Unlike more recent theoretical traditions, philosophical words might allow us to extract works from the HathiTrust going back thousands of years.

Keywords. For the first part of this project we adapted a list of philosophical keywords from the Indiana Philosophy Ontology Project (inpho.cogs.indiana.edu/). Our adapted list has 4,437 words and names starting with “abauzit”, “ab-bagnano”, “abdolkarim”, “abduction”, “abduh”, “abel”, and so on. There are a number of ways of generating such lists of keywords or features, in our case we were able to start with a very large curated list. The second paper in this panel presentation discusses generating a list of literary critical keywords.

Process. We used this list with a process we wrote in Python that calculates the relative frequency of each word in a text and does this over a collection. The process also calculates the sum of the relative frequencies giving us a simple measurement of the use of philosophical keywords in a text. The word frequency process generates a CSV with the titles, author, frequency sum and individual keyword frequencies which can be checked and manipulated in Excel.

Testing. We iteratively tested this keyword approach on larger and larger collections. First we gathered a collection of 20 philosophical and 20 non-philosophical texts from Project Gutenberg (www.gutenberg.org/). We found the summed frequency accurately distinguished the philosophical from the non-philosophical texts. The process was then run by the HTRC on a larger collection of some 9,000 volumes and the results returned to us. We used the results to refine our list of keywords so that a summed relative frequency of .09 gave us mostly philosophical works with a few false positives. We did this by sorting the false positives by which words contributed to their
summed relative frequency and then eliminating those words from the larger list that seemed to be ambiguous.

The process was then run on the HathiTust Open collection of 254,000 volumes. This generated some 3230 volumes that had a summed relative frequency over .1, which seemed a safe cut-off point given how .09 had worked with a smaller collection. To assess the accuracy of this method we manually went through these 3,230 and categorized them using the titles producing a CSV that could be used with other classification methods.

The table below summarizes the categories of volumes that we found, though it should be noted that the categorization was based on the titles, which can be misleading. “Unsure” was for works which we weren’t sure about. “Not-Philosophical” were those works that we were reasonably sure were not philosophical from the title. The categories like Science and Education were for works about science and philosophy or education and philosophy.

<table>
<thead>
<tr>
<th>Tag (Type)</th>
<th>Number of Volumes</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsure</td>
<td>349</td>
<td>The coming revolution (1918)</td>
</tr>
<tr>
<td>Education</td>
<td>473</td>
<td>Education and national character (1904)</td>
</tr>
<tr>
<td>Philosophy</td>
<td>813</td>
<td>Outlines of metaphysics (1911)</td>
</tr>
<tr>
<td>Science</td>
<td>189</td>
<td>Relativity; a new view of the universe (1922)</td>
</tr>
<tr>
<td>Social</td>
<td>526</td>
<td>The study of history and sociology (1890)</td>
</tr>
<tr>
<td>Religion</td>
<td>722</td>
<td>Prolegomena to theism (1910)</td>
</tr>
<tr>
<td>Not Philosophical</td>
<td>158</td>
<td>Pennsylvania archives (1874)</td>
</tr>
</tbody>
</table>

One of the things that stands out is the overlap between religious titles and philosophical ones. This is not surprising given that the fields have been intertwined for centuries and often treat of the same issues. We also note how many educational works and works dealing with society can have a philosophical bent. It was gratifying to find only 4.9% of the volumes classified seemed clearly not philosophical. If one includes the Unsure category it is 15.7%, but the Unsure category is in many ways the most interesting as one reason for classifying by computer is to find unexpected texts that challenge assumptions about what is theory.

**Conclusions.** Using large keyword lists to classify texts is a conceptually simple method that can be understood and used by humanists. We have lists of words and names at hand in specialized dictionaries and existing classification systems. Lists can be managed to suit different purposes. Our list from InPhO had the advantage that it was large and inclusive, but also the disadvantage that included words like “being” and “affairs” that have philosophical uses but are also used in everyday prose. The same is true of the names gathered like Croce that can refer to the philosopher or the cross (in Italian). Further trimming and then weighting of words/names could improve the classification of strictly philosophical texts. We also need to look deeper into the results to find not just the false positives, but also the true negatives. In sum, this method has the virtue of simplicity and accessibility and in the case of philosophical texts can be used to extract useful, though not complete, subsets.

**The Problem with Literary Theory**

Laura Mandell (Boris Capitanu, Stefan Sinclair, and Susan Brown)

In this short paper, I describe adapting the word list approach developed by Geoffrey Rockwell for extracting a subset of philosophical texts from a large, undifferentiated corpus, to the task of identifying works of literary theory. The degree to which running the list of terms did in fact pull out and gather together works of literary criticism and theory is very high, despite potential problems with such an enterprise, which we discuss in this talk in detail.

1. **Developing the list of literary terms.** Susan Brown and I decided to gather lists of literary terms. Susan initiated a discussion with the MLA about using terms from the MLA Bibliography but upon consideration these were in fact not at all what we needed: they classified subjects of texts as opposed to listing terms that would appear in those texts. I had recently spent some time learning about JSTOR’s new initiative in which sets of terms are created by what they call “SMEs”--Subject Matter Experts--and then used to locate articles all participating in an interdisciplinary subject. Their first foray is available in Beta: it gathers together all articles in no matter what field on the topic of Environmental Sustainability (labs.jstor.org/sustainability/). The terms collected are terms that would appear in the relevant texts, not in the metadata about them; the goal is to collect documents across multiple categories related to specialization, discipline, and field, since the desired result to gather together interdisciplinary texts concerning a common topic.
2. Anachronism. JSTOR had started a "literary terms" list, and I finished the list of terms relying on encyclopedias of literary theory. Could a list of terms significant in the late-twentieth-century theories of literature as expressed in articles gathered in JSTOR be used to extract a set of texts published much earlier that analyze literature? What about the historical inaccuracy of using twentieth-century terms to find eighteenth- and nineteenth-century literary criticism?

In fact, results show solidly that this anachronistic list of terms developed by experts do work to gather materials that preceded and fed into, served to develop, the discipline of literary theory. One of two falsely identified texts among the top relevant documents has to do with water distribution systems which had, as part of its most frequent terms, “meter” and “collection,” two terms relevant to analyzing the medium and content of poetry. Other false positives are similarly explicable, and, most important, they are rare.

In this paper, we report upon the effects of running these frequent words on very large datasets using both unsupervised to supervised learning.

Machine Learning

Stefan Sinclair (and Matthew Wilkens)

The third panel presentation deals with machine learning techniques to extract subsets. Unsupervised learning techniques allow us to evaluate the relative coherence of theoretical clusters within large textual fields and to identify distinct theoretical subclasses in the absence of any firmly established anatomy of the discipline. For these reasons, we performed unsupervised classification on three corpora: (1) A large collection (c. 250,000 volumes) of mixed fiction and nonfiction published in the nineteenth and twentieth centuries. (2) A subset of that corpus identified by algorithmic and manual methods as highly philosophical. And (3) A subset similarly identified as literary-critical.

In the case of the large corpus, the goal was to identify subsets containing high proportions of philosophy and criticism. For the smaller sets, we sought to produce coherent groupings of texts that would resemble subfields or concentrations within those areas. In each case, we extracted textual features including word frequency distributions, formal and stylistic measures, and basic metadata information, then performed both k-means and DBSCAN clustering on the derived Euclidean distances between volumes.

As in past work on literary texts (Wilkens, 105), we found that we were able to identify highly distinct groups of texts, often those dealing with specialized and comparatively codified subdomains, and that we could subdivide larger fields with reasonable but lower accuracy. The model that emerges from this work, however, is one emphasizing continuity over clear distinction. Subfields and areas of intensely shared textual focus do exist, but a systematic view of large corpora in the philosophical and literary critical domains suggests a more fluid conception of knowledge space in the nineteenth and twentieth centuries.

In parallel with the unsupervised classification performed – an attempt to allow distinctive features to emerge without, or with less, bias – we also performed supervised classification, starting with the training set of 40 texts labelled as Philosophical and Other (mentioned in "Using Word Lists to Subset" above). We experimented with several machine learning algorithms and several parameters to determine which ones seemed most suitable for our dataset. Indeed, part of this work was to recognize and normalize the situation of the budding digital humanist confronting a dizzying array of choices: stoplists, keywords, relative frequencies, TF-IDF values, number of terms to use, Naïve Bayes Multinomial, Linear Support Vector Classification, penalty parameter, iterations, and so on ad infinitum. Some testing is desirable; some guesswork and some craftwork are essential. We reflect on these tensions more in the iPython notebook (Sinclair et al., 2016) and we will discuss them during the presentation as well.

One of the surprises from these initial experiments in machine learning was that using an unbiased list of terms from the full corpus (with stopwords removed) was considerably more effective than attempting to classify using the constrained philosophical vocabulary. Again, this may be because the keywords list was overly greedy.

Just as we experimented with ever-larger corpora for the "Using Lists to Subset" sub-project, the supervised learning subproject broadened its scope gradually in an attempt to identify theoretical texts unknown to us while examining the efficacy of the methodologies along the way. Indeed, the overarching purpose of adopting all three approaches (keyword-based, unsupervised classification,
machine learning) was to compare and contrast different ways of studying theory in a large-scale corpus.

**Working with HTRC datasets**

*Boris Capitanu*

The fourth panel presentation focuses on working with the HathiTrust and the particular format of HathiTrust texts. Researchers may obtain datasets directly from HathiTrust [1] by making a special request, after having fulfilled appropriate security and licensing requirements. Datasets in HathiTrust and HTRC are available in two different ways:

- via rsync in Pairtree format
- via Data API

According to “Pairtrees for Object Storage (V0.1)” [2], the Pairtree is “a filesystem hierarchy for holding objects that are located within that hierarchy by mapping identifier strings to object directory (or folder) paths, two characters at a time”. In the HathiTrust, the objects consist of the individual volume and associated metadata. Volumes are stored as ZIP files containing text files, one text file for each page, where the text file is named by the page number. A volume ZIP file may contain additional non-page text files, whose purpose can be identified from the file name. The metadata for the volume is encoded in METS XML [3] and lives in a file next to the volume ZIP file. For example, a volume with id "loc:ark:/13960/t8pc38p4b" is stored in Pairtree as:

```
loc/pairtree_root/ar/k+/=1/39/60/=t/8p/c3/8p/4b/ark+=13960=t8pc38p4b/00000001.txt
ark+=13960=t8pc38p4b/00000002.txt
ark+=13960=t8pc38p4b/00000003.txt
```

Note that the strings that encode the volume id and the ZIP filename are different. Before a volume id can be encoded as a file name, it goes through a “cleaning” process that converts any character that is not a valid character to a number of files. However, working with this structure can pose certain challenges. One of the issues is that this deeply nested folder hierarchy is slow to traverse. Applications needing to recursively process the volumes in a particular dataset stored in pairtree will have to traverse a large number of folders to “discover” every volume. A second inconvenience stems from the use of ZIP to store the content of a volume. While efficient in terms of disk space usage, it’s inconvenient when applications need to process the text data of the volume as they would need to uncompress the ZIP file and read its contents, in the proper order, concatenating all pages, in order to obtain the entire volume text content. A further complication is due to the fact that the exact ordering and naming of the page text files in the ZIP file is only provided as part of the METS XML metadata file. So, if the goal is to create a large blob of text containing all the pages of a volume (and only the pages, in the proper order, without any additional non-page data), the most correct way of doing so is to first parse the METS XML to determine the page sequence and file names, and then uncompress the ZIP file concatenating the pages in the exact sequence specified. This, of course, has a large performance penalty if it needs to be done on a large dataset every time this dataset is used to address some research question.

An alternative way to obtain a particular dataset is to use the Data API [6]. Currently, access to Data API is limited, and is allowed only from the Data Capsule [7] while in Secure Mode. Using the Data API a researcher can retrieve multiple volumes, pages of volumes, token counts, and METS metadata documents. Authentication via the OAuth protocol is required when making requests to the Data API. The advantage of using the Data API in place of the pairtree (other than disk storage savings) is that one can request already-concatenated text blobs for volumes, and make more granular requests for token counts or page ranges without having to traverse deeply-nested folder structures or parse METS metadata.

In this panel presentation we will show how the tools developed for the Trace of Theory project were adapted to work with the Pairtree format. The goal is to help others be able to work with the HathiTrust data format.

**Notes**

1. [https://www.hathitrust.org/datasets](https://www.hathitrust.org/datasets)
4. [https://confluence.ucop.edu/display/Curation/PairTree](https://confluence.ucop.edu/display/Curation/PairTree)
6. [https://wiki.htrc.illinois.edu/display/COM/HTRC+Data+API+Users+Guide](https://wiki.htrc.illinois.edu/display/COM/HTRC+Data+API+Users+Guide)
7. [https://wiki.htrc.illinois.edu/display/COM/HTRC+Data+Capsule](https://wiki.htrc.illinois.edu/display/COM/HTRC+Data+Capsule)
Topic Modelling and Visualization for Exploration

Susan Brown (Geoffrey Rockwell, Boris Capitanu, Ryan Chartier, and John Montague)

When working with very large collections even subsets can be too large to manage with conventional text analysis tools. Further, one needs ways of exploring the results of extraction techniques to figure out if you got what you were expecting or something surprising in an interesting way. In the fifth panel presentation we will discuss the adaptation of a tool called the Galaxy Viewer for visualizing the results of Topic Modelling (Montague et al., 2015). Topic modeling is an automated text mining technique that has proven popular in the humanities that tries to identify groups of words with a tendency to occur together within the same documents in a corpus. Chaney and Blei explain that, “One of the main applications of topic models is for exploratory data analysis, that is, to help browse, understand, and summarize otherwise unstructured collections.” (Chaney et al., 2012)

The Galaxy Viewer prototype was developed to explore the results of topic modelling over large collections. It combines different views so that one can select topics, compare topics, explore the words in topics, follow topic tokens over time, and see the document titles associated with topics. In this presentation we will demonstrate the Galaxy Viewer and then discuss how it was scaled to handle much larger collections.

The prototype Galaxy Viewer backend code uses Mallet (McCallum, 2002) to infer the set of topics, topic distributions per document, and word probabilities per topic. Unfortunately, Mallet is meant to be used on small- to medium-sized corpora as it requires that the entire dataset be loaded into RAM during training. An additional constraint with Mallet is the fact that although Mallet can fully utilize all the CPU cores on a single machine, it’s not designed to work in a distributed-computing fashion across a number of machines, to speed up execution. As such, processing very large datasets (if even possible) might take a very long time (as the algorithm makes multiple passes over the entire dataset). Many implementations of LDA exist, which primarily fall into one of two categories: Batch LDA, or Online LDA. The core difference between batch and online LDA stems from what happens during each iteration of the algorithm. In batch mode, as mentioned earlier, each iteration of the algorithm makes a full pass over all the documents in the dataset in order to re-estimate the parameters, checking each time for convergence. In contrast, online LDA only makes a single sweep over the dataset, analyzing a subset of the documents each iteration. The memory requirement for online LDA depends on the chosen batch size only, not on the size of the dataset - as is the case with batch LDA.

We are currently in the process of researching/comparing the available implementations of LDA to establish which one would be best suited to use for the Galaxy Viewer. We are also considering the option of not fixing the LDA implementation, but instead make the backend flexible so that any LDA implementation can be used (as long as it provides the appropriate results that are needed). In the latter case we’d have to create specific result interpreters that can translate the output from the specific implementation of LDA to the appropriate format to be used to store in the database (to be served by the web service).

Given that Topic Modeling results do not expose the textual content of the documents analyzed, and cannot be used to reconstruct the original text, they are safe to be publicly shared without fear of violating copyright law. This is great news for researchers working with collections like those of the HathiTrust as they should be able to gain insight into datasets which are still currently in-copyright and would, otherwise, not be available to be inspected freely.

In the prototype Galaxy Viewer implementation, the output of the topic modeling step is processed through a set of R functions that reshape the data and augment it with additional calculated metrics that are used by the web frontend to construct the visualization. These post-processing results are saved to the filesystem as a set of five CSV files. One of these CSV files is quite large as it contains the topic modeling state data from Mallet (containing topic assignments for each document and word, and associated frequency count). The visual web frontend is quite large as it contains the topic modeling state data from Mallet (containing topic assignments for each document and word, and associated frequency count). The visual web frontend loads this set of five files into memory when the interface is accessed the first time, which can take several minutes. For the prototype this approach was tolerated, but it has serious scalability and performance issue that needs to be addressed before the tool can be truly usable by other researchers.

Scaling the Galaxy Viewer therefore consists of creating a web service backed with a (NoSQL) database which will service AJAX requests from the front-end for the data needed to construct the topic visualization and related graphs. We are developing the set of service calls that need
to be implemented/exposed by the web service to fulfill the needs of the front-end web-app. The backend service will query the database to retrieve the necessary data to service the requests. The database will be created based on the output of the Topic Modeling process, after required post-processing of the results is completed (to calculate the topic trends, topic distances, and other metrics used in the display). Relevant metadata at the volume and dataset level will also be stored to be made available to the front-end upon request. This work will be completed by the end of December 2015 so that it can be demonstrated in the new year. The scaled Galaxy Viewer will then provide a non-consumptive way of allowing users of the HathiTrust to explore the copyrighted collections. Extraction of subsets and Topic Modelling can take place under the supervision of the HT and the results database can then be exposed to visualization tools like the Galaxy Viewer (and others) for exploration.

Closing reflections: How “Trace of Theory” will improve the HTRC

J. Stephen Downie

The HathiTrust Research Center exists to give the Digital Humanities community analytic access to the HathiTrust’s 13.7 million volumes. The HT volumes comprise over 4.8 billion pages each in turn represented by a high-resolution image file and two OCR files yielding some 14.4 billion data files! Thus, as the earlier papers have highlighted, the sheer size of the collection, along with the idiosyncratic nature of the HT data, together create several hurdles that impede meaningful analytic research. The HTRC is engaged in two ongoing endeavours designed to assist DH researchers in overcoming these obstacles: The Advance Collaborative Support (ACS) program [1]; and, the Workset Creation for Scholarly Analysis (WCSA) project [2].

The ACS program at HTRC provides no-cost senior developer time, data wrangling assistance, computation time and analytic consultations to DH researchers who are prototyping new research ideas using the HT data resources. The ACS program is an integral part of the HTRC’s operation mission and was part of its value-added intellectual goals, describe their data needs, and estimate their computational requirements. The ACS team was responsible for creating, and then reviewing, the competitive ACS Request for Proposals (RFP) that ask interested DH researchers outline their intellectual goals, describe their data needs, and estimate their computational requirements. The ACS team is generally looking for new projects that could benefit from some kickstarting help from HTRC. HTRC welcomes proposals from researchers with a wide range of experience and skills. Projects run 6 to 12 months.

Originally funded by the Andrew W. Mellon Foundation (2013-2015), the current WCSA program is building upon, extending and implementing the development made during the funding period. The HTRC project team, along with subaward collaborators at University of Oxford, University of Maryland, Texas Agriculture and Marine University and University of Waikato, developed a group of prototype techniques for empowering scholars who want to do computational analyses of the HT materials to more efficiently and effectively create user-specific analytic subsets (called “worksets”). A formal model has been designed to describe the items in a workset along with necessary bibliographic and provenance metadata that is now being incorporated into the HTRC infrastructure (Jett, 2015).

The Trace of Theory project was selected from the first round of ACS proposals. This concluding panel presentation will discuss in what ways the Trace of Theory project has been both a representative and a unique exemplar of the ACS program. It will present some emergent themes that evolved from the HTRC-Trace of Theory interactions that we believe will have an important influence on the delivery of future ACS projects. In the same manner, it will reflect upon the problems the team of researchers had in subsetting the data to build their necessary worksets along with the solutions that the HTRC-Trace of Theory collaboration developed to surmount those difficulties. The panel will finish with a summary of how HTRC intends to incorporate the lessons learned into its day-to-day operations as well as future ACS projects.

Notes:
1 The 2014 ACS RFP is available at: https://www.hathitrust.org/htrc/acs-rfp
2 https://www.lis.illinois.edu/research/projects/workset-creation-scholarly-analysis-prototyping-project
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Panel Topic

Folkloric communication is a specific mode of social interaction that uses existing knowledge and creatively adapts it to particular situations, audience, and intent. It always includes some repetition and some innovation or, in other words, as Michel de Certeau (1984) expresses it in his study of everyday practices, the main attribute of cultural transmission is the changing nature of everything that is being passed on.

The questions of authorship, stylistics and variation in time and space have been discussed and problematized in folkloric studies for over a hundred years. Digital era has brought along mass digitization of cultural heritage documents and the compilation of folkloric databases and text corpora (see e.g. Schmitt, 2014). However, the use of computational methods in researching folklore and its specifics has thus far been modest. The intention of this panel is to discuss the possibilities that computational methods have to offer in revealing the inherent qualities of folkloric communication in various text collections and research corpora. The participants of the panel deal with different source data including archival records and publications as well as contemporary social media. They discuss different aspects of folkloric communication and variation, contributing together to a general insight into these processes.

The Panel: speakers and contributions

In this panel, the participants will introduce their projects, data, methods and research results to contextualize and elicit a discussion on the state-of-the-art in digital folkloristics, and on possible ways forward.

Mari Sarv and Risto Järv (Estonian Literary Museum) analyse the essence of folkloric variation relying on the text corpora from the collections of Estonian Folklore Archives. The Estonian Runic Songs’ database (1996-2015) contains ca. 100,000 poetic texts, and the database of folk tales consists of 11,000 tales (both together with metadata). Previous studies of folksongs have shown that the statistical analysis of poetical features of songs as well as their content allows us to locate their geographical origin (i.e. tracing the belonging of songs to the tradition of a local community) quite precisely. At the same time there are clear differences in the geographical distribution of linguistic-poetical features, especially compared to the elements of content. The stylistic analysis of folklore texts enables us to find out how much the personal style of performer is revealed in folkloric recordings of traditional plots (‘types’ in the folkloristic discourse). The potential of computational methods to tackle the dichotomy of stability and variation in the folkloric communication poses a most intriguing challenge.

Kati Kallio (Finnish Literary Society) will discuss the characteristics of oral poetry, including complex patterns of variation and tricky definitions of authorship, and concentrate on the challenges posed by of the SKVR-corpus of Finnic oral poetry (see also Digital Archive of Finnish Folk Tunes). The corpus represents various languages and dialects, orthographies, personal writing styles and traces of different modes of performance, but is held together by similar poetic registers. For this kind of specific poetic register in several related small languages and across a wide variety of genres, no ready-made tools for computational linguistic analysis exists. On the other hand, the corpus already includes a detailed thematic index, and the researchers have applied various manual methods to the corpus for hundred years. What kinds of new questions could be answered with computational methods? The
author will present some test analyses and discuss the future possibilities of digital folkloristics on oral poetry.

Greta Franzini and Emily Franzini (Göttingen Centre for Digital Humanities) will elaborate on two research projects focusing on the computational interrogation of folktales and corpora. Using the Brothers Grimm’s Kinder- und Hausmärchen as a case study and base reference, one project addresses the popularization of fairy tale motifs triggered by the Brothers, and seeks to algorithmically crawl web corpora to study the global network of motifs. Motifs form the significant set of “key words” of a tale. In order to systematically crawl for parallel texts, we prepare a digital, machine-readable and -citable index in different languages. TRACER as a text reuse framework is used to check if a document contains similar keywords or describes the same tale. It implements a seven-layer approach combining segmentation, preprocessing, featuring, selection, linking, scoring, and postprocessing steps. The other project examines the textual evolution of the Kinder- und Hausmärchen, starting with the first edition published in 1812 to the seventh and last in 1857. The number of fairy tales grew with every edition, and the numerous changes the Brothers made over the decades in terms of both style and content were symptomatic of societal interest and development. These seven editions represent an ideal testbed not only to computationally verify existing research about this progression but also to identify and distinguish the authorial and stylistic fingerprints of Jacob and Wilhelm Grimm. The discussion will demonstrate the possibilities afforded by the Digital Humanities to conduct web-scale and Big Data research.

Liisi Laineste (Estonian Literary Museum) is applying the methodologies of Digital Humanities to the folkloric aspect of social media content in combination with theories of global information flow, participatory journalism and humour theory. Internet has become central in contemporary cultural communication – most of online communication can be treated as folklore, in which shared norms and values are constructed through cultural artifacts. Forums, commentary boards of news sites, blogs, Twitter and other social media applications have become commonplace during the last fifteen years. In the Internet, news, ideas and opinions travel fast. Social media spreads folklore in unforeseen volumes across national and cultural boundaries. Above all, the focus is on producing and consuming texts, images and multimedia. The presentation will attempt to trace such cultural texts as they move across and between cultures. Besides, as social media is often perceived as a catalyst and accelerator of public discussion and citizen movements, cultural texts as valuable agents in citizen engagement will be discussed in the light of the 2015 refugee crisis in Europe.
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As a community of practice, digital humanists deal with data and metadata not as static artifacts, but rather as complex, multi-dimensional and multi-layered datasets that can be analyzed, annotated and manipulated in order
to produce new knowledge. One of the most important challenges facing DH today is how to consolidate and repurpose available tools; how to create reusable but flexible workflows; and, ultimately, how to integrate and disseminate knowledge, instead of merely capturing it and encapsulating it. This technical and intellectual shift can be seen as the “infrastructural turn” in digital humanities (Tasovac et al. 2015).

Application Programming Interfaces (APIs) have the potential to be powerful, practical building blocks of digital humanities infrastructures. On the technical level, they let heterogeneous agents dynamically access and reuse the same sets of data and standardized workflows. On the social level, they help overcome the problem of “shy data”, i.e. data you can “meet in public places but you can’t take home with you” (Cooper 2010). Some 10 years ago, Dan Cohen started the conversation about APIs in DH by pointing out that, despite their potential, Andreas few humanities projects — in contrast to those in the sciences and commercial realms — were developing APIs for their resources and tools (Cohen 2005). In the decade since, API development in the digital humanities has certainly increased: today, both large-scale, national and international initiatives, such as HathiTrust, DPLA or Europeana, as well as individual projects, such as Canonical Text Services (CTS), Open Siddur, Folger Digital Texts, correspSearch etc., are focusing their attention and resources on developing APIs. It is now time to reflect on this development: have standards or best-practices evolved? What workflows are most effective and efficient for creating APIs? What are the challenges or stumbling blocks for creating or using APIs? Are APIs being used by DH researchers? What is the future of API development and use in the humanities community?

This panel will cover both the theory and practice of APIs in the digital humanities today. It will bring together researchers working on major European and North American projects, who will discuss APIs from the perspectives of design, implementation, and use, as well as technical and social challenges. Each group will have 10 minutes for their statement, and 40 minutes will remain for group discussion and questions from the audience. One of the panel members will serve as the moderator. All speakers have confirmed their intention to participate in the panel.

Toma Tasovac (Belgrade Centre for Digital Humanities) will discuss an API-centric approach to designing and implementing digital editions. Starting with the notion of text-as-service and textual resources as dynamic components in a virtual knowledge space, Tasovac will show how two recent projects — Raskovnik: A Serbian Dictionary Platform and Izdanak: A Platform for Digital Editions of Serbian Texts — were implemented using API-focused data modeling at the core of the project design process. The API-first approach to creating TEI-encoded digital editions offers tangible interfaces to textual data that can be used in tailor-made workflows by humanities researchers and other users, well-suited to distant reading techniques, statistical analysis and computer-assisted semantic annotation. The “infrastructural turn” in Digital Humanities does not only have practical implications for the way we build tools and create resources, but also has theoretical ramifications for the way we distinguish highly from loosely structured data: if text is not an object, but a service; and not a static entity, but an interactive method with clearly and uniquely addressable components, a formal distinction between a dictionary and, say, a novel or a poem, is more difficult to maintain.

Clifford Wulfman and Natalia Ermolaev (Center for Digital Humanities, Princeton) will discuss the design and implementation of Blue Mountain Springs, the API for the Blue Mountain Project’s collection of historic avant-garde periodicals. By modeling magazine data using the FRBRoo ontology and its periodical-oriented extension PRESSOo (PRESSOo, 2014), this RESTful API exposes the Blue Mountain resource in a variety of data formats (structured metadata, full-text, image, linked data). The authors will provide several examples of how Blue Mountain Springs has been used by researchers, drawing especially from the results of the hackathon they will host at Princeton in February 2016, which will bring together approximately twenty periodical studies scholars, technologists, and librarians to work with the API. Creating APIs is part of a trend in DH to move into a post-digital-library phase, when the traditional library functions of discovery and access are no longer sufficient to support research in the humanities. This trend also suggests that DH researchers must reconceptualize their own engagement with material, to think less in terms of monographs and more in terms of resources, and consequently to promulgate their work not as web sites but as web services.

Thibault Clérice (University of Leipzig) will discuss the design of the Canonical Text Services (CTS) and its URN scheme, which make the traditional citation system used by classicists machine-actionable (Blackwell and Smith 2014). The Homer Multitext (HMT) implementation of CTS requires textual data to be extracted out of its original digital representation into RDF triples in order to be served. The Perseus Digital Library (PDL) implementation, on the other hand, uses extended transformations to slice XML files into multiple records, each representing a passage at a certain level. While relational and RDF database approaches have had some success in scalability and speed (Tiepmar 2015), they also have to deal with maintenance and evolution capacity. There is a real need for this type of DH projects to scale not only in terms of data retrieval speeds, but also in terms of allowing researchers to correct and enhance their data. In addition, projects need to be able to propose other narratives: sliced data doesn’t easily provide access to the full data model. Clérice will discuss
why and how, using both a native XML-based system such as eXist and a Python-based implementation, one can achieve scalability while guaranteeing maintenance and evolution.

Adrien Barbaresi from the Austrian Academy of Sciences (ICLTT) will discuss the use of APIs in building resources for linguistic studies. The first case deals with lesser-known social networks (Barbaresi 2013) while the second tackles the role of the Twitter API in building the ICLTT’s "tweets made in Austria" corpus. For computational linguists, short messages published on social networks constitute a "frontier" area due to their dissimilarity with existing corpora (Lui & Baldwin 2014), most notably with reference corpora of written language. Since data are mainly accessed and collected through APIs and not in the form of web pages, Barbaresi argues that social networks are a frontier area for (web) corpus construction. He will point out the challenges of using Twitter’s API, for example how to reveal the implicit decisions and methodology used by API designers, as well as concrete implementation issues, such as the assessment and optimization of data returned by the API. Free APIs may come at no cost, but they also offer no guarantee, so that the use of commercial APIs for research purposes has to be seen with a critical eye in order to turn a data collection process into a proper corpus.

Finally, Jennifer Edmond and Vicky Garnett (Trinity College Dublin), will provide reflections on the place of APIs within European research infrastructures for the humanities. Their contribution to the panel builds on their recent study on the Europeana Cloud project, which found that while access to data is a real and growing area of interest, very few humanities researchers seem to actively and directly use APIs. They will describe two initiatives, one technical, one social, aiming to better harness the potential of the API to meet researcher’s implicit needs. The first is the Collaborative European Digital Archival Research Infrastructure (CENDARI) project, whose platform is structured around an internal API that will allow multiple data sources (local repository, triple store, metasearch engine) to be aligned, enhanced and then served out to a number of environments and tools, including the project’s native note-taking environment. The second example is the genesis and development of the ICLTT’s "tweets made in Austria" corpus. For computational linguists, short messages published on social networks constitute a "frontier" area due to their dissimilarity with existing corpora (Lui & Baldwin 2014), most notably with reference corpora of written language. Since data are mainly accessed and collected through APIs and not in the form of web pages, Barbaresi argues that social networks are a frontier area for (web) corpus construction. He will point out the challenges of using Twitter’s API, for example how to reveal the implicit decisions and methodology used by API designers, as well as concrete implementation issues, such as the assessment and optimization of data returned by the API. Free APIs may come at no cost, but they also offer no guarantee, so that the use of commercial APIs for research purposes has to be seen with a critical eye in order to turn a data collection process into a proper corpus.
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1 Infrastructures are installations and services that function as "mediating interfaces" or "structures 'in between' that allow things, people and signs to travel across space by means of more or less standardized paths and protocols for conversion or translation" (Badenoch and Fickers 2010, 11). Digital research infrastructures are no different: they are a mediating set of technologies for research and resource discovery, collaboration, sharing and dissemination of scholarly output.

2 http://bluemountain.princeton.edu

3 Traditional scholars have been citing texts the same way for centuries: for example, "Hom. Il. 1.1", which corresponds to Homer's Iliad, Book 1 Line 1. However, although the passage identifier does not change from one scholar to another in most cases, the abbreviation used for the author and the work title will diverge among authors, countries, and publications.

4 http://www.oeaw.ac.at/icltt/node/193

5 This is a result of the confluence of several factors: that the research data most humanists want to access is seldom available via an API; that many sources that do offer relevant data lack the structure or metadata to make the API useful; and that humanistic researcher generally lack the skill set to experiment directly with APIs. At the same time, however, one of the key desires expressed by researchers in the current landscape is the federation of high-quality data (Edmond and Garnett 2015).
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Most human communities have produced accounts of various sorts, and scholars have long used accounts as primary sources for economic and social history. MEDEA is a collaborative project that involves participants from three continents and includes projects using primary sources that span several centuries across multiple geographical regions. We recommend that digital editions of accounts—business, governmental, personal—use XML/TEI, the widely accepted stable archival format for digital scholarly editions, as a first step. XML/TEI-based editions of accounts should be further encoded using RDFs/OWL to take advantage of the affordances of the Semantic Web and Linked Open Data. Producing semantically enhanced digital scholarly editions of accounts on this general model will create opportunities to ask new questions about the social and economic lives of people in the past. The session features participants from MEDEA’s first year; we expect the project to continue for several more years, depending on resources.

Accounts: abstract models of human interactions

Account books share with printed and manuscript texts in prose, poetic, or dramatic forms a problem in data modeling because they are already abstract representations of human interactions. In the case of accounts, although these representations have taken different forms in different times and places, they have an apparent uniformity in that they often consist of lists of people, goods, and services accompanied by numerical values that represent amounts of currency, credit, or in-kind benefits exchanged. Often but not always, these values are totaled or balanced in some way (Tomasek and Bauman, 2013). The development of printed ledgers and spreadsheets illustrates the apparent uniformity of the structure of account books. Contemporary spreadsheet software fails to recognize the conceptual abstractions embedded in the physical format, but these unmarked abstractions are carried into the representations of spreadsheet information in digital form.

Accounts contain both numerical and semantic information (Thaller, 2012; Vogeler, 2014). Various types of accounts lend insight into business dealings, institutional, municipal, and state activities as well as personal uses of goods, property, and currency. The numerical information might include prices, wages, payments of customs duties or taxes as well as quantities of time worked and goods exchanged. In its simplest form, such information can be input as comma separated values (csv), and spreadsheet software can be used to perform calculations on the data. Through the emphasis on calculation, spreadsheets privilege the numerical information found in accounts.
But financial records include information of historical interest in addition to data expressed in numerical form. Account books often include the names of people with whom an individual or organization exchanged goods and services. Goods, services, and currencies have historically significant values in addition to the numerical data expressed as prices, wages, and quantities of time or goods, and such values have associations that are of historical interest. For example, different grains were staples for bread making in different regions (Allen, 2001).

Indeed, the semantic information contained in accounts can provide a rich picture of a community at the local level as well as that community’s relationships to others across space and time. In combination with other kinds of community records well known to social and economic historians—tax lists, church memberships, probate inventories, manuscript census returns—the semantic information embedded in accounts can reveal insights that the pure numerical representation might obscure. And such information might open up new avenues of inquiry or facilitate new insights into the operations of past networks of human relationships.

**Historical accounts on the Semantic Web**

If the semantic information is marked in standardized machine-readable ways, digital editions of accounts can be combined with Semantic Web technologies to produce much richer comparative information about the human relationships they represent than has been possible with earlier iterations of social and economic history. In fact, accounts are an example of a problem space in which insights of

Digital Humanities can improve longstanding practices in social scientific uses of computers to produce data about past human practices and relationships.

Since the Semantic Web offers opportunities to collect and compare data from multiple digital projects, the MEDEA project looks to the potential of developing broad standards for producing semantically enriched digital editions of accounts. Because the Guidelines of the Text Encoding Initiative (TEI) offer a method for creating stable humanities-oriented data from textual sources, MEDEA explores models for building on them to test ways to publish data on commodities, wages, and prices susceptible to comparative analysis.

While the TEI Guidelines provide a standard for markup of manuscript and print sources, some of the elements and attributes most useful for accounts fail to model machine-readable values adequate to the goal of comparability of accounts originally created across broad ranges of time and space. Thus the MEDEA project looks also to CIDOC-CRM and RDF/OWL as sites to begin consideration of the kinds of taxonomies and ontologies that will produce standard machine-readable values to express some of the semantic values found in accounts—especially information about commodities and currencies—that are relevant to humanities scholars. This includes conversion of local measures (Vogeler, 2014).

At present, the MEDEA leadership team imagines semantically enriched digital editions as networks of references between several digital representations of original archival account books. Such editions will allow scholars with varied interests to use the data from the accounts in different ways according to their fields and scholarly interests. We consider RDF a good solution to publish the data extracted from accounts in machine-readable format as it facilitates explicit references to other (possible) representations of the accounts. If spreadsheets are employed, their use should be restricted to data input and calculations.

**Presentations**

This multi-speaker session reports on results from the first stage of a joint project of historians at the University of Regensburg, the Centre for Information Modeling - Austrian Centre for Digital Humanities at the University of Graz, and Wheaton College in Massachusetts. Short presentations from participants will highlight historical and technical features central to MEDEA.

**Kathryn Tomasek** will act as chair for the session and offer some brief observations about the advantages of international and cross-institutional collaborations for developing standards for semantically enhanced digital editions of accounts. In North America, the greatest support for producing digital editions of accounts tends to come from a small number of well-established documentary projects and from librarians and archivists who seek to encourage use of their sources. Resistance continues in the form of familiar objections emphasizing the labor-intensive nature of TEI and transcription generally. Both using transcription and markup in undergraduate classrooms and exploring opportunities for carefully curated crowdsourcing offer possible solutions. Graduate advisors in Asia and Europe seem to be more open to encouraging their doctoral students to explore digital edition of accounts than do those in the United States. Developing an international community of practice increases the likelihood that existing projects will seek ways to optimize their own data for the Semantic Web.

**Kathrin Pindl** and **Anna Paulina Orlowska** offer examples of ongoing interest in accounts as primary sources for historical study at the graduate level. Influenced by the work of British economic historian Richard C. Allen, Pindl hopes to develop better serial data through digital edition of accounts (Allen, 2001). Pindl will discuss her MEDEA working groups’ experiences with beginning a digital scholarly edition of granary accounts from the St. Katharinenspitalarchiv in Regensburg. Orlowska will
describe challenges to producing a digital edition of the accounts of Hanseatic merchant Johan Pyre, who was active in Danzig from 1421 to 1455. Since Pyre's bookkeeping methods developed through eight clear stages during those twenty-four years and contained unreliable temporal data, they demand a careful search for proper algorithms for their translation into digital media.

Oyvind Eide, Cliff Anderson, and Georg Vogeler will speak to some of the technical questions involved with data modeling for the Semantic Web. Eide will describe advantages of event-based modeling like that used in the CIDOC-CRM. Anderson will present observations based on his comparison of XML/TEI and the contemporary business tool XBRL-GL using information extracted from the Dutch periodicals De Heraut (The Herald) and De Standaard (The Standard), which were edited by the scholar, pastor, and prime minister Abraham Kuyper in the late nineteenth century.

Vogeler will close the presentations with a brief discussion of the value of Semantic Web technologies for historians interested in the "content" layer of accounts. RDFs/OWL allows modeling and encoding of the basic economic facts recorded in historical accounts and economic records. SKOS allows describing taxonomies of commodities, services, and monetary values recorded. They can be aligned into a common vocabulary. SPARQL allows aggregate querying of resources on these common facts together with individual data recorded. Digital editions of registers and accounts that not only publish text but try to express their interpretation of the text in a "content" layer and that publish this interpretation online with the help of semantic web technologies do what scholarly edition is meant to do: publish the critical analysis of the document by a competent scholar.

Funding

The MEDEA project is supported by an award from the Bilateral Digital Humanities program of the National Endowment for the Humanities and the German Research Foundation [grant numbers HG-229349-15]. Any views, findings, conclusions, or recommendations expressed in this session do not necessarily reflect those of the National Endowment for the Humanities or the Deutsche Forschungsgemeinschaft.
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Pedagogy and Emblematica Online: Humanities Students in DH Projects

Mara R. Wade

Why DH a Pedagogy?

As Burdick, Drucker, Lunenfeld, Posner, and Schnapp state: ‘A new kind of digital humanist is emerging who
combines in-depth training in a single humanistic subfield with a mix of skills drawn from design, computer science, media work, curatorial training, and library science" (Burdick et al, 166). Researchers with Emblematica Online took this challenge seriously, and determined ways to incorporate student researchers into our federally funded project as a means of investing in our shared DH future. Tier-one research institutions present particularly rich opportunities to advance the rapidly changing field of undergraduate research. Faculty members in the humanities at these universities have excellent opportunities to advance undergraduate research, and strong obligations do so. With graduate students, we can scaffold our mentoring to offer creative and productive experiences for DH pedagogy across all areas of the academic landscape. DH pedagogy involves experiential learning within a framework that emphasizes peer learning as well as more formal modes of instruction. Because DH pedagogy involves learning by doing, it emphasizes approaches in university teaching including both a vertical to a horizontal pedagogy.

**The Emblem Scholars**

This paper presents the research initiative with bachelor students at the University of Illinois, analyzes their research results, outlines the challenges, and makes suggestions for future efforts in DH pedagogy. “Digital Humanities: Emblematica Online” was a course for undergraduate researchers with no experience whatsoever in DH. Our goal was the long-term intellectual development of students with respect to the disciplines, concepts, workflows, and methodologies. This project also incorporated international research exchange and modeled experiential learning beyond the narrow confines of an undergraduate major.

The undergraduate research opportunity was a hybrid course, introducing students to early modern books and book history directly in the rich collections of the University Library, to literary criticism of texts and images with a tight focus on the European emblem, and to digital humanities concepts such as consistent vocabularies, multilingual thesaurus, best practices and standards for transcriptions of texts, and the importance of linked open data and semantic web technologies. The class integrated “a holistic learning by project approach” (Rehbein and Fritze).

The “Emblem Scholars” with six undergraduates was launched in spring semester 2013. The project PI organized the course as “Digital Humanities: Emblematica Online” and met twice per week. Project researchers introduced the virtual collection Emblematica Online and the workings of the Portal; they developed spreadsheets for motto transcriptions and the “stitching” program to collocate individual emblems with their metadata and create a URI from a handle server. The PI, together with a senior project consultant and a graduate assistant, directed these students. Students were also paired with faculty mentors from early modern studies who checked the students’ transcriptions of emblem mottos from various early modern versions of European vernacular languages and Latin. These mentors also met with them once or twice during the semester about their research papers. The Emblem Scholars transcribed emblem mottos, associated this data with the emblems within their books, and wrote scholarly papers. Together they also presented two posters at the Undergraduate Research Symposium 2013 (see ill. 1). This pedagogy was largely student driven, and three students continued their research with Emblematica Online for several additional semesters. The continuing students created the website Emblem Scholars: Emblematica Online as an extension of their course work (see ill 2).

**Student Outcomes and Next Steps**

The student research associated with Emblematica Online is vital to training the next generation of DH scholars and users. All three continuing undergraduate students now plan graduate study in the humanities with DH integrated into their studies. Their research for Emblematica Online positions them ideally as users, and perhaps even creators, of future digital resources. There are further multipliers for positive outcomes. One student presented new aspects of her research at the Undergraduate Research Symposium 2014, while the two others studied abroad, in Ireland and France, respectively. During her semester abroad, the one student volunteered in the library, digitizing a photo album. She considers her research as an Emblem Scholar key to her acceptance to the highly competitive 2014 Andrew W. Mellon Summer Academy and Undergraduate Curatorial Fellowship Program at the Art Institute Chicago. One has an internship at a museum in the Chicago area, another has entered Library School.

**Challenges in Undergraduate Research**

The first semester was time intensive to bring the students up to speed in all areas: DH, early modern literature and culture, working with rare books, and training in accurate transcription of foreign languages. (The six students came from Spanish, Communications, Mathematics, Psychology, English, and Art History.) Taking ownership of their work, responsibility for accuracy in all workflows, and dependability in meeting deadlines were habits they quickly developed. These students were smart and eager to work; they developed the necessary skills rapidly. We received a competitively awarded start-up fund of $1,500 for a new initiative in undergraduate research. That contributed to the purchase of materials (a book, a large-capacity flash drive, some computer hardware) and to printing posters. All teaching was done as an overload to the normal courses assignments. Regularizing funding and integrating the teaching of such courses into the normal operations of an academic department are clear desiderata. Owing
to generous consortium and renewed SLCL funding, the three students will participate in a DFG funded event at the Newberry Library, Chicago, “Emblematica Online Workshop: Link Open Data – Developing an Ontology for Annotating Emblems.”

**DH and Critical Digital Pedagogy**

We posit that investment in undergraduate (bachelor) education is well worth the time and resources spent. The “Emblem Scholars” participated in aggregated, distributed, collaborative, and open learning techniques (Gold, 2012a) within the framework of a federally funded project, Emblematica Online, that offers an ideal test bed for new knowledge, best practices, and emerging standards for all researchers involved in the project. Significantly, it has introduced students at all level of study in the humanities and library science to humanistic digital research. The researchers at Emblematica Online invested in their long-term trajectory of scholarly and intellectual development. We also developed a kind of “critical digital pedagogy” that educates for the long run through intensive mentoring and experiential learning. As Sean Michael Morris and Jesse Strommel define it: “Critical Pedagogy is an approach to teaching and learning predicated on fostering agency and empowering learners...” The experience of Emblematica Online suggests that DH pedagogy is praxis-oriented teaching that positions students to learn experientially in a hybrid setting. While the usual project “tasks” are certainly part of the experience, the focus is on the development of a theoretical and conceptual understanding of the intersection of traditional and digital humanities. By situating learning directly in the research experience, students acquired a broad range of skills and concepts that exceeds a narrow academic focus. These students see DH as an integral part of the way we do humanities (McCarty, 24). Emblematica Online is a scholar driven project, and this synergy is reflected in the pedagogical outcomes.

In her blog post, “Commit to DH people, not DH Projects,” Miriam Posner, University of California, Los Angeles, makes the case for investing in the human resources clustered around projects, such as Emblematica Online. Posner raises the questions: “What if you saw that training period as an investment in healthy, long-lasting relationships? What if we saw digital humanities as a long-term investment in scholarly growth, not a short-term investment in projects?” The student researchers with Emblematica Online learned a range of critical thinking, technical, intellectual, and administrative skills that are the most transferrable and will serve them well in the future. They are well prepared to be DH citizens.

**Illustration 1: Undergraduate Researchers Presenting at the University of Illinois 2013**

**Illustration 2: Undergraduate Researchers’ Website**

**GER 199: Digital Humanities Emblematica Online**

**Transforming SPINE metadata to Linked Open Data**

Myung-Ja K. Han  
Timothy W. Cole  
Maria Janina Sarol  
Patricia Lampron

**Background**

Emblem books flourished in Europe as a popular literary genre from 1531, the publication date of the first emblem book, through the mid-18th century. The form of the emblem book is compound, integrating text and graphics, and highly contextual, often influenced by contemporaneous events. Remaining copies of printed emblem books are widely dispersed in libraries across Europe and North America today. To facilitate access and better support Emblem Studies, a large segment of the corpus has now been digitized and made discoverable through the Emblematica Online Portal (http://emblematica.library.illinois.edu/). Because the individual emblems within emblem books are themselves of scholarly interest, emblem
books pose interesting descriptive challenges for libraries. A domain-specific, XML-based metadata schema was developed and implemented to address these challenges and support a measure of interoperability within the Emblem Studies community (http://diglib.hab.de/rules/schema/emblem/emblem-1.2.xsd). However, emblems are of interest to scholars in additional disciplines, e.g., art historians, historians of Renaissance and Baroque cultures, comparative literary scholars, etc. To maximize utility it is crucial to integrate digitized emblem resources with other kinds of resources used by scholars in multiple domains. As a step towards this vision, this presentation will report on work done to transform our emblem-specific XML metadata into Linked Open Data in order to support broader discovery and access and to better integrate digitized emblem resources with other resources on the Web.

**The SPINE Metadata Schema and Discovery Services**

Discovery and browse services provided through the Emblematica Online Portal are possible because of the emblem-specific SPINE metadata schema. The genesis of the SPINE schema was an international workshop on the digitization of emblems held in 2001 at the Centre for Emblem Studies at the University of Glasgow. The participants in the workshop, drawn from widely dispersed institutions, recognized the need for a shared metadata vocabulary to support interoperability across emblem collections. The classes and properties of the SPINE schema were subsequently documented by Stephen Rawles of the University of Glasgow (2004). Thomas Stäcker at the Herzog August Bibliothek Wolfenbüttel implemented the schema proposed by Rawles in XML. To express most book-level properties, Stäcker integrated the Metadata Object Description Schema (MODS) into SPINE. He supplemented MODS classes and properties with emblem-level descriptive classes and properties and added a few additional book-level properties to record the provenance of digitized emblem volumes, i.e., to link digitized items back to the print item from which they are derived. SPINE is now available as an XML based metadata schema, currently in version 1.2 (Stäcker, 2012).

As implemented in the Emblematica Online Portal, the SPINE metadata schema, designed for describing emblem books, the emblems contained in those books, and copy-specific information about the book, allows digital humanities scholars access to digitized emblem resources at any of three different levels granularity, an entire emblem book, an individual emblem, and an individual pictura, while providing detailed descriptive information at each level (Cole et al. 2012). Iconclass, a multilingual, extensible classification system for visual cultural content containing more than 28,000 hierarchically ordered descriptors, has been used extensively by scholars and curators to describe emblem picturae. Most recently, the team has exploited Iconclass.org linked open data services ("Iconclass as Linked Data" 2015) to facilitate emblem discovery. By using the available Iconclass Web services, the Emblematica Online Portal can now support multilingual search and browsing services for Iconclass headings as well as browsing broader and narrower Iconclass headings, demonstrating the benefits of being a linked open data consumer (Cole et al. 2013).

**Exposing SPINE Metadata to the Web**

As a next step, the Emblematica Online project team has been exploring ways to become a linked open data producer by publishing SPINE metadata as linked open data. To accomplish this, the Emblematica Online project team takes a rather unique approach. Instead of creating a new ontology for the SPINE metadata schema, the project team is focusing on discovery and visibility of digitized emblem resources on the web, in other words, using linked data as a vehicle that brings the emblem resource information contained in the SPINE metadata to the web. To make SPINE metadata more web friendly, i.e., indexed and searchable by web search engines including Google, and compliant with current linked open data work being conducted across cultural heritage institutions, the Emblematica Online project team has developed a workflow that transforms SPINE metadata to Resource Description Framework in Attributes (RDFa) based web pages for the presentation of both emblem books and emblems. As an extension to HTML5, RDFa allows web search engines to generate better search results through the attributes embedded in the web pages, ultimately improving the visibility of these resources on the web. The RDFa attributes are being populated relying on schema.org semantics, since these semantics are recognized and used by major web search engines as a de facto linked data markup standard, whenever schema.org semantic meanings aligned well with the SPINE metadata elements. When there are no corresponding semantics in schema.org, or it is necessary to keep the semantic meanings of the SPINE schema, schema.org extensions (2015) are employed to represent emblem specific information, such as Pictura, Iconclass, subscriptio, motiv, emblemParts, and so on. The figure below shows how the SPINE XML description of an emblem pictura that includes an Iconclass descriptor (figure 1-a) can be transformed to RDFa with semantics from schema.org (figure 1-b).

```xml
<pictura xml:id="E001352_P1" xlink:href="http://dja
toka.grainger.illinois.edu/...">  
<iconclass rdf:about="http://www.iconclass.org/ 
rdk/25F711(GRASS-HOPPER)(+45)">  
<skos:notation>25F711(GRASS-HOPPER)(+45)</skos:notation>  
</iconclass>
```
Figure 1-a: <pictura> element in a SPINE XML metadata that can include one or more iconclass descriptors.

```html
<div rel="sc:hasPart" typeOf="emb:Pictura"
    a="sc:url" href="http://djatoka.grainger.illinois.edu/...">Pictura Image</a>
<div rel="sc:about" typeOf="sc:CpnceptCode">
    <span rel="sc:codingSystem" resource="http://iconclass.org/"/>
    <span property="sc:name">inscets: grass-hopper (+ animals eating and drinking)</span>
    <a property="sc:sameAs" href="http://www.iconclass.org/rdk/25F711(GRASS-HOPPER)(+45)"/>
    <span property="sc:codingValue">25F711(GRASS-HOPPER)(+45)</span></span>
</div>
</div>
</div>
</div>
</p>
Figure 1-b: The same <pictura> element transformed to RDFa using schema.org semantics and schema.org extension with Emblem specific types (classes) like emb:Pictura as well as mini-skos.

### Conclusion

Early experimentations with linked data undertaken by the Emblematica Online Portal have allowed emblem scholars to access related resources available in the Virtual Printroom (Virtuelle Kupferstichkabinett, VKK), jointly managed by the Herzog August Bibliothek and the Herzog Anton Ulrich Museum in Germany, and Festkultur Online, developed and maintained at the Herzog August Bibliothek, since all three sites use Iconclass as a descriptive vocabulary for their resources. Additionally, exposing SPINE metadata in RDFa based HTML pages would expand relationships between information resources in SPINE and other contextual information available on the web that is represented with the same schema.org semantics, such as information about the author or historical or cultural events related to emblem books and emblems, ultimately enabling emblem scholars to access additional information in conjunction with emblem resources available at the Emblematica Online Portal. This presentation will discuss why Emblematica Online experimented with linked open data, describe details of the workflow, challenges, and lessons learned from this SPINE to linked open data transformation work, and enumerate future plans for using additional linked open data sources to improve user experiences.

### Linked Open Data for Emblem Research

**Dr. Thomas Stäcker**

This paper presents a project carried out in close collaboration with the current research of Emblematica Online, University of Illinois (Prof. Mara Wade, PI). It aims to strengthen international co-operation in the field of emblem studies, to jointly develop and apply technical models, and to make use of synergies to establish transnational digital collections and data pools that can be freely used by the international emblem community. The new project at the Herzog August Bibliothek, Wolfenbüttel, proposes to develop and integrate concepts and models that can be applied to and employed by other areas within the burgeoning field of Digital Humanities. It is divided into four distinct but interconnected areas of activity. First, the data in the collection itself will be enlarged; secondly, emblem books will be transcribed and made available as full text; thirdly, and that is the most innovative part of the project, data and metadata will be modeled and designed in such a way that they can be used in the semantic web; and finally, interfaces and web services will be enhanced or established to facilitate the harvesting and retrieval of emblem data.

A central feature of this project is the development of an ontology that allow scholars to analyze emblems by offering a vocabulary that is apt to ascertain identities, resemblances, or significant differences of emblems digitized at various places on the web. Supported by suitable tools scholars will ideally be able to encode in RDF (see example, Ill. 1) that there is an identity with respect to meaning by relating a helmet with bees to a camel walking through the eye of a needle (both of them allude to the topic peace, see Ill. 2), or they will be able to assemble identical emblems from various books or will characterize instances where the same motto is used for various picturae. The project draws on a comprehensive corpus of emblems that were digitized in several larger projects within the last decade. It is meant to move a step forward in that it no longer intends to make source material merely available, but attempts to offer means and methods for practical research by applying semantic web techniques and standards such as the Open Annotation Collaboration and Iconclass’ RDF representation.

```html
# resemblance that cannot be further determined
emblem:resemblance rdf:type skos:Concept;
skos:prefLabel "Ähnlichkeit oder Gleichheit"@de;
skos:prefLabel "resemblance"@en;
skos:definition „Nicht weiter bestimmte Ähnlich- oder Gleichkeit"@de.
# subordinated concepts of similarity and resemblance
emblem:sameness rdf:type skos:Concept;
skos:prefLabel "Gleichheit"@de;
skos:prefLabel "sameness"@en;
skos:narrower emblem:resemblance.
emblem:similarity rdf:type skos:Concept;
skos:prefLabel "Ähnlichkeit"@de;
skos:prefLabel "similarity"@en;
skos:narrower emblem:resemblance.
```
# Causality in a Most General Sense

In a most general sense, e.g., also "exemplar for", "cause for" etc.

- `emblem:causality rdf:type skos:Concept;`
- `skos:prefLabel "Verursachung"@de;`
- `skos:prefLabel "causality"@en.`

# Contiguity

In a one book, emblems occurring in the same period of time etc.

- `emblem:contiguity rdf:type skos:Concept;`
- `skos:prefLabel "Räumliche oder zeitliche Nähe"@de;`
- `skos:prefLabel "contiguity"@en`

Usw

**III.1** URI-Emblem-1d http://hdl.handle.net/10111/EmblemRegistry:E000004

**III.2**

External links

- Arkyves: http://arkyves.org/
- Emblematica Online: http://emblematica.library.illinois.edu/
- Emblem Scholars: http://emblematicaonlineuiuc.wordpress.com/
- Festkultur Online: http://www.hab.de/en/home/research/projects/festkultur-online.html
- Mini-skos proposal for schema.org: https://dvcs.w3.org/hg/webschema/file/default/schema.org/ext/miniskos.html
- Open Annotation Collaboration: http://www.openannotation.org/
- RDFa: https://rdfa.info/
- Schema.org: http://schema.org/
- School for Literatures, Cultures, and Linguistics, University of Illinois: http://www.scll.illinois.edu/
- Virtual Printroom (Virtuelle Kupferstichkabinett, VKK): http://www.virtuelles-kupferstichkabinett.de/
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Digital data is fuel for data-intensive science. Access, re-use and sharing of this data, however, while required by academic ethos and good practice, are often highly restricted by legal frameworks. In particular, the areas of law that can affect research data are: intellectual property (copyright and database rights) and personal data protection. These issues are particularly relevant in the field of Digital Humanities, which study various aspects of human activities in general, and their creative and social aspects in particular. In fact, most of the research data in digital humanities are within the scope of either intellectual property or data protection law, which means that they cannot be freely accessed, re-used and shared without a permission of the right holder or the data subject's consent.

Moreover, research funding agencies require more and more often that the results (and underlying data) of research projects that they fund be made available in Open Access. Open sharing of research data and outcomes is often perceived nowadays as an ethical obligation in contemporary science, but it cannot be done in a satisfactory way without addressing legal concerns (such as appropriate licensing and rights clearance).

Legal issues are increasingly being taken into account in the preparation phases of many research projects. Scientists who do not consider legal issues in their research activities may be exposed to certain legal risks. Existing statutory exceptions for research rarely provide for enough relief (even though lobbying efforts are being made to extend their scope). In short, modern science in general, and Digital Humanities in particular, are more concerned with legal issues than ever before.

The purpose of the multiple paper session we propose is to emphasize the problem, discuss various technological and organizational solutions, as well as future legal challenges that DH researches will have to face.

Three papers by authors with both legal training and hands-on experience with D-SSH research data management will be presented. The first one compares organizational and technical solutions adopted in the field of DH and Social Sciences. The second discusses research data licensing, and presents existing tools that help researchers in the process. The third paper examines legal and ethical aspects of stylometry and authorship attribution research.

“One Does Not Simply Share Data”. Organisational and Technical Remedies to Legal Constraints in Research Data Sharing – building bridges between Digital Humanities and the Social Sciences

Pawel Kamocki
Katharina Kinder-Kurlanda
Marc Kupietz

Within the Social Sciences there exists a long tradition of data sharing, which is facilitated by infrastructure institutions such as the GESIS Data Archive that has been providing survey data to researchers since the 1960s. More recently various technical solutions aiming to grant secure...
and user-friendly access to data requiring special protection have been emerging in the field.

The DH also have a well-established tradition of research data sharing. In linguistics, for example, digital text collections have also been published since the 60s (e.g. the Brown Corpus or the Mannheimer Korpus). First software solutions to share the data and to make it accessible to other researchers emerged in the late 1980s and started to boom with the appearance of the WWW in the early 1990s.

**Legal barriers to data sharing**

Legal issues have long been identified as barriers to research data sharing. They can be divided into two categories: those related to intellectual property rights and those related to privacy laws.

Intellectual property rights — such as copyright and the database right — grant the rights holders certain exclusive rights (monopolies), i.e., rights to exclude others from the use of their property. For example, in order to copy and distribute a copyright-protected work or a database, one normally has to obtain permission from the rights holder, usually in an agreement known as a license. This highly affects DH — disciplines fueled by digital data issued from human creative activities, which normally qualify for copyright protection.

It is essential to understand that intellectual property is similar to “traditional” (i.e. corporeal) property. Therefore, it can be said that most research data in DH in fact belong to a third party (author or publisher). The right to property is a fundamental freedom, which overrides freedom of research. As a consequence, statutory research exceptions are rarely enough to allow use of copyright-protected data in research projects.

Researchers in DH therefore need to obtain licenses for the use of data, which is not an easy task. The negotiations may be time-consuming, and the result is not always satisfactory. In practice, licenses signed with e.g. publishers are often very restrictive and non-transferable.

Another legal framework that affects researchers in areas such as medicine or the social sciences, but also in the DH, is personal data protection. In principle, personal data (i.e. any information related to an identifiable person) can only be processed if the data subject has validly consented to the processing. While it is true that anonymised data can be freely processed, anonymisation may strip a dataset from most (if not all) of its informational and scientific value. The obligation to obtain consent is particularly burdensome when it comes to older data that has been collected without consent, or that has been collected for a different purpose (re-purposing normally necessitates a new consent). Also, in practice, consent rarely covers transfer and sharing of data with other researchers.

**Social Science approach**

In the Social Sciences quantitative survey data is particularly interesting for sharing. The highly controlled and well-documented ways of gathering data in large-scale survey programmes make the data highly reusable in a methodologically sound way. The GESIS Data Archive for the Social Sciences in Germany provides survey data for secondary use and thus allows researchers to share collected data in a user-friendly, searchable and standardised manner. Due to data protection legislation participants of survey data provided by the archive must not be re-identifiable, or only with a disproportionate amount of time, expense and labour. Anonymization challenges usually occur once detailed geographical as well as demographical information has been collected.

To improve data sharing several solutions have been found for the Social Sciences. For example, most data at the GESIS archive is anonymised and thus can be provided for download via the online data catalogue. Some datasets containing more detailed information are provided employing secure data access solutions. A combination of contractual, organizational and technical safeguards is employed to ensure that individuals’ rights to anonymity are protected. For example, for particularly disclosive data, researchers must visit a safe room where a completely encapsulated virtual research environment is provided via a thin client. They cannot download any data or access the internet. They are also not allowed to bring mobile phones or other electronic devices. Any analysis output they produce is intellectually assessed for its level of disclosiveness and only handed to researchers once the output criteria are fulfilled. Only users whose signed usage agreements (detailing the research topic and the methods applied) have been approved can use the safe room.

Secure remote solutions either provide researchers with a secure connection to an encapsulated work environment as described above or allow the submission of code and syntax to be run on the data by the data provider. All remote solutions need to be secured from threats posed by using the internet.

**DH approach**

To cope with legal challenges, to make research data as openly accessible as possible, and to enable traceability and replicability without interfering with legitimate interests of rights holders, the disciplines that deal with language as their primary research data, particularly linguistics, have developed several strategies.

As already discussed above, usually the only way to acquire text for research purposes is to obtain licenses from copyright holders. The copyright holders can sometimes be convinced to provide scientific licenses for free or for comparatively low fees as long as they do not interfere with the company’s business model. Given that some institute
is willing to conclude partially transferable license agreements with rights holders and license agreements with end-users, thus acting as an intermediary between both parties, and to provide software that enforces the license restrictions and provides all retrieval and analysis functions that researchers need, every group’s interests can be satisfied. Indeed, this model has worked successfully at the Institute of German Language (IDS) since the beginning of the 90s and also for most other providers of national and reference corpora.

The problem with the intermediary model alone is that it requires the intermediary to provide all functions that are required for any researcher. While, for example, the requirements for more traditional linguists could be satisfied, this was not possible for researchers in the field of text mining and computational linguistics where the methods of analysis themselves are in the center of research and therefore subject to rapid change.

To meet the needs of such user groups, another idea, recently described for linguistics but traditionally used in data-intensive disciplines such as climate research, has to be put into action. Extending Gray’s (2003) famous claim “put the computation near the data” to situations where the data cannot be moved due to license restrictions, data providers also provide mechanisms that allow end-users to run their analysis software on the data located at the provider, making sure that the software does not violate any license restrictions.

Another remedy that is often applied in the context of corpora that are based solely on texts from the WWW, is not to share the research data itself, as this could be a copyright violation, but rather to share the software that retrieves the texts from the Web. Depending on the the application scenario and the local legislation, this technique can enable end-users to benefit from statutory exceptions. An unwanted side-effect of this approach is that the identity of the corpus data retrieved by different runs of the retrieval software cannot be guaranteed. However, there is some consensus in the research community that the sights with respect to demands on replicability and persistency of research data necessarily have to be lowered to a realistic standard that takes into account legal restrictions. This aspect has also recently entered the best-practice guidelines of the German Research Foundation.

Conclusions

D-SSH are dealing with data surrounded by legal issues. Traditionally, Social Science researchers process more privacy-sensitive information, whereas DH researchers work with data protected by intellectual property rights, usually belonging to third parties; the division, however, is not clear-cut. Some disciplines in DH (such as linguistics) also have to deal with privacy-sensitive material, and the Social Sciences are concerned if not by copyright, then by other branches of intellectual property (such as database right). Increasingly commercial data owners such as social media companies are becoming important.

Institutes in both disciplines have developed idiosyncratic ways of coping with legal restrictions which provide satisfactory results. This shows us that some legal issues may be resolved by appropriate organisational, technical and infrastructural solutions; the comparison between DH and Social Sciences, however, demonstrates that both disciplines still have room for improvement and that there is a lot that they can learn from each other.

«Trust me, I’m a License Selector». Licensing for Digital Humanities

Paweł Kamocki & Pavel Stranak

Lack of legal interoperability (i.e. a situation in which a dataset cannot be used due to incompatible licensing restrictions on its various parts) has been identified as one of the major obstacles for data access, sharing and re-use. This is particularly relevant in the field of Digital Humanities, where data are often protected by copyright (i.e., they are created by human authors). While it is true that some data (e.g. those obtained from press editors) are only available to researchers under very restrictive license agreements, in fact quite often legal interoperability problems can be solved by proper licensing of research outcomes. Indeed, despite the fact that openness and reproducibility of results have long been identified as cornerstones of the scientific community, in practice many digital datasets and tools are being shared under licenses that are unnecessarily restrictive or not fit for the purpose, or even without any licenses at all. This is probably due to the fact that the task of choosing an appropriate license may seem difficult for an average researcher with a limited access to legal advice. As a response to that problem, attempts have been made to build tools (referred to as License Choosers, License Selectors or even License Wizards) that would guide the users through the jungle of available public licenses and allow him to choose one that is the most suitable for his needs.

Before these License Selectors can be presented and assessed, it is essential to define the notion of a public license. A public license is a license that grants certain rights not to an individual user, but to the general public (every potential user). Public licenses for software has been known since 1980s (when software licenses such as BSDL, MIT or GNU GPL emerged). However, public licenses for other categories of works (including datasets) only appeared in the 21st century, mostly due to the creation of the Creative Commons foundation. The latest version of the CC license suit (including six licenses, a waiver and a public domain mark), CC 4.0, is well adapted for datasets, as it covers not only copyright, but also the sui generis database right, but older versions are still in use. While
choosing a license, one has to keep in mind that the licenses which are appropriate for software are not appropriate for data and vice versa. Moreover, not all public licenses are ‘open’, i.e. not all of them meet the requirements for Open Access/Open Data/Open Source label. In our paper, we would like to briefly demonstrate three online tools made specifically for licensing of research material.

The Licentia tool (http://licentia.inria.fr/visualize) has been developed in 2014 by Cardellino for INRIA (French Institute for Research in Computer Science and Automation) is in fact a conglomerate of three tools: a License Search Engine (which allows to identify licenses that meet a set of requirements defined by the user), a License Compatibility Checker (which assesses whether two licenses are compatible, i.e. whether material licensed under those two licenses can be ‘mixed’) and a License Visualiser (an interesting extra feature which produces graph-based visualisations of licenses expressed in ODRL - Open Digital Rights Language Deontology).

The ELRA (European Language Resources Association) License Wizard (http://wizard.elda.org), released in April 2015, allows users to define a set of features and browse corresponding licenses. For now, the tool only includes CC, META-SHARE and ELRA licenses, so it is particularly useful for language resources.

Finally, the Public License Selector (http://ufal.github.io/public-license-selector/) developed by Kamocki, Stranak and Sedlak in 2014 as a cooperation between two CLARIN centres (IDS Mannheim and Charles University in Prague) uses an algorithm (a series of yes/no questions) to assist the user in the licensing process. It allows to choose licenses for both data and software, and features a built-in License Interoperability Tool. Licenses that meet the ‘open’ requirement are clearly marked. Finally, unlike the two other tools, it is made available under Open Software/Open Data conditions.

All of these tools have both advantages and disadvantages; their biggest disadvantage is that they use (to a different degree) a very specific language, which in fact requires basic knowledge of Intellectual Property Law from the user. They also necessarily involve a certain degree of over- or undergeneralization, especially when it comes to assessing license interoperability. Nevertheless, they remain very useful for the research community and may indeed help facilitate re-use and sharing of tools and data in Digital Humanities.

Legal and Ethical Aspects of Authorship Attribution Using Stylometry - EU and US Perspectives

Erik Ketzan & Paweł Kamocki

Introduction

Authors have written anonymously since the invention of writing, and the growing digital humanities field known variously as stylometry / computational stylistics / authorship attribution often aims to discover the identity (or rule out the identity) of anonymous authors.

Depending on whether such authors are living, whether the works in question are protected by copyright, and what the aims of the digital humanities research is, vastly different legal frameworks govern such research in the European Union and United States. The strong data protection laws of the EU seem to prohibit certain types of authorship attribution research, while researchers in the US have vastly fewer restrictions regarding data protection regulations. In addition to data protection, the acts of copying and analyzing texts for the purposes of stylometry raise copyright concerns. In the US, these acts seem to be largely allowed by the fair use doctrine. In the EU, these fall into more questionable legal territory, although new laws regarding text and data mining offer improved guidance to researchers.

As laws concerning research in the digital age are being revisited in both the US and EU, it is important to see where stylometry falls under current legal frameworks, and how, and whether, researchers should advocate for changes to law. Finally, we argue that a parallel debate regarding the ethics of stylometric research should be begun. As stylometric research and technology continues to improve, with promises of improved reliability of authorship attribution, researchers should begin to debate which questions researchers should ethically tackle, not only which questions they can.

Stylometry of anonymous authors under EU law

In the EU, where the memory of totalitarian governments is still present, Member States value privacy very highly. This is translated in the legislation, where the right to be and remain anonymous is not only protected by rules on the processing of personal data, but sometimes also to an extent guaranteed by copyright laws.

The Data Protection Directive is the primary source of laws governing the processing of personal data, and guides Member States in protecting “the fundamental rights and freedoms of natural persons, and in particular their right to privacy with respect to the processing of personal data.” The Directive defines personal data as, “any information relating to an identified or identifiable natural person (‘data subject’); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity.” Processing of personal data is defined as, “any operation or set of operations which is performed upon personal data, whether or not by automatic means, such as collection, recording, organization, storage, adaptation or alteration, retrieval, consultation, use,” etc.

In general, processing of personal data can only be
done if the data subject (i.e. the person that the data refer to) has unambiguously given his consent. Moreover, the Data Protection Working Party (a body composed of representatives of National Data Protection Authorities from each Member State and whose purpose is to give expert advice on the interpretation of the Data Protection Directive) clearly stated that information that does not relate to an identified person, but is collected for the purpose of identification, shall also be regarded as personal data.

European researchers engaging in stylometric research for the purpose of identifying a living author therefore engage in the processing of personal data, and are subject to the rules and restrictions of the Data Protection Directive and related Member State data protection laws. Alternatively, consent could be obtained to process the personal data, but this leads to the absurd suggestion that researchers obtain permission from an anonymous author so that they can guess at his/her identity.

While the current framework allows for alternative grounds for lawfulness of processing (other than consent), such as e.g. pursuit of legitimate interests, these provisions remain vague and do not guarantee the necessary legal security for researchers. Exceptions from the rules set up by the Directive exist, but only cover very special cases such as freedom of journalistic and artistic expression, public security or (to a limited extent) historical, statistical and scientific research.

An inevitable conclusion, however, is that Personal Data Protection law in the EU protects anonymous authors from being identified against their will, at least when they are still alive.

Anonymity of authors is also addressed by many national laws on copyright. Although anonymous works benefit from a significantly shorter term of protection (70 years after publication, and not 70 years after the death of the author), the anonymity of the author is nevertheless protected; his rights can be exercised by a proxy (usually an agent or publisher). Moreover, in some jurisdictions (i.e., in France), inaccurate attribution of authorship can be regarded as violation of moral rights (i.e., a form of copyright infringement) of both the real author and the falsely attributed one.

**Stylometry of anonymous authors under US law**

The legal framework of the United States governing stylometry of anonymous authors is vastly different from the EU. The United States has no single general data protection law. The First Amendment of the United States Constitution guarantees the right to free speech, and a broad right to privacy has been inferred from the Constitution by the United States Supreme Court. A number of state constitutions, such as California, explicitly mention privacy as well.

Courts in the US have recognized certain rights to anonymity, most notably in McIntyre v. Ohio Elections Commission, 514 U.S. 334 (1995), where the Supreme Court held that the freedom to publish anonymously is protected by the First Amendment, and extends beyond the literary realm to the advocacy of political causes. Whether such a right extends to a researcher attempting to remove that anonymity is an open question.

Regarding copyright, there are strong arguments that the acts of copying and data mining text for research purposes are covered by the fair use doctrine, especially after the landmark Google Books case, which held that the scanning of books and making snippets available in search engines is a fair use. As a typical stylometric analysis involves the copying of texts and analysis on a single computer, without distribution of snippets (in other words, infringing less upon exclusive rights than the facts in Google Books), the acts seem to be covered by the fair use framework.

**De Facto**

Regardless of the letter of the law, the fact remains that many writers write anonymously and academics are increasingly asked to identify them.

In courts of law, researchers with expertise in linguistics, computer science, and stylometry have acted as expert witnesses for decades now in criminal and civil disputes. Outside of courts, academics have published or given pronouncements to journalists in most news-worthy instances involving high-profile anonymously written works, including Primary Colors (a 1996 novel satirizing the Clinton Presidential campaign), The Cuckoo’s Calling (a 2013 novel revealed to be the work of J.K. Rowling), the Wanda Tinasky letters (dozens of eccentric and creative letters mailed to local California newspapers from 1984-88, which academics proved were not the work of Thomas Pynchon), and many more. In all of these instances, journalists and academics have not discussed the moral or legal right to make such analysis; they have simply done it.

**Ethics and stylometry**

The purpose of the proposed paper is, through an analysis of different legal frameworks, to highlight the different norms and assumptions that surround the “un-masking” of anonymous authors. The radical difference in EU and US legal approaches proves that opinions can differ, and that serious debate needs to be begun among researchers. As the technology and approaches to stylometry yield increasingly accurate results, it is time for the digital humanities community to begin to discuss ethical standards.
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Introduction

If, as Ta-Nehisi Coates has suggested, the most lasting traumas of United States history can be traced back to Americans’ “need ... to think that they are white” (2015), what might digital literary studies be able to tell us about this self-inflicted delusion? Specifically, how might quantitative textual analysis help us reconstruct the process by which ethnicities, nationalities, religious groups, and other identity categories became dominated by the all-encompassing category of race? One might expect literature to present a complex field of racial discourse, one in which what sociologist Matthew Snipp calls “administrative definitions of race” (2010) coexist with self-identifications and ethnic stereotypes, colonialist fantasies and half-forgotten family trees. Literary scholars specializing in race and ethnicity have established a rich tradition of close readings that attempt to disentangle this discourse within particular texts, generating information about how individual writers navigate race in the United States. How would this understanding change, however, if we expanded our scope to hundreds of writers and two centuries of American history? What discontinuities or consistencies might we find in the language associated with different ethnicities? Would historical changes in civil rights, immigration, and territorial expansion be visible on the level of fictional discourse?

Corpus and Methods

To approach these questions, we have assembled a corpus of 193 works of American fiction across a range of genres. Our selection begins in 1789: the year of Washington’s election and the establishment of the Constitution, it also saw the publication of William Hill Brown’s The Power of Sympathy, considered the first American novel. 1964, on the other hand, marked the beginning of President Lyndon Johnson’s systematic immigration policy reforms, culminating in the Immigration and Nationality Act of 1965, which finally erased the restrictive quotas that had limited entry into the U.S. for non-white, non-western European populations. Within this extended period, major changes in government policy toward various racial and ethnic groups -- the Indian Removal Act, Emancipation, the Chinese Exclusion Act, the Immigration Act of 1917, the internment of Japanese citizens -- provide cardinal points that guide our analysis and raise fundamental issues about the relationship between fiction and the world it represents. What kinds of socio-political shifts make a difference in literary characterization? Can literature change the direction or accelerate the pace of social change, as in Abraham Lincoln’s oft-quoted but probably apocryphal claim that Harriet Beecher Stowe’s Uncle Tom’s Cabin incited the Civil War?

To probe our assumptions about the language of identification in the novel, we combine methods that both investigate the formal features of the novels as a whole and extract racialized discourse as it attaches to particular characters. We suggest that the semantics of identity, whether racial, cultural, ethnic or national, operate at two discrete levels: 1) embedded within discourse such that it acts as a background to the particular worldview of the text; 2) at the level of character, where the lexemes of identity become a self-aware system of description, whether leveraged by the narrator, in the reactions of other characters or internally as part of a character’s self-articulation. We argue through this project that characters embody a set of racialized identifiers that operate against a set background understanding of the meaning of identity within the text -- a dialectic between intratextual characterization and intertextual stereotyping that has its origins in, but expands significantly upon, the model of marginalized characters articulated in Alex Woloch’s The One vs. the Many (2003). The goal of our project is to tease apart these two levels of discursive identity in order to reassemble a new history of the discourse of race in American fiction as it evolves against the backdrop of history and a changing set of aesthetic principles in novel writing.

Phase One: The Racial Unconscious

The first stage of this investigation examines the discourse of identity categories as they propagate throughout our corpus. We begin with a set list of various racial determinants that include national origins (German, Italian), ethnic identifiers (Jew, Arab) and racialized categories (Negro, Indian) and identity the pattern of language that attaches to these descriptors over time. In our first pass, we extract the collocates of each of our terms and identify which, if any, are significantly distinctive of that term. For example, the term “foreign” appears significantly often as a collocate of the names of European countries, but never within the vicinity of racial descriptors, or ethnic
identifiers. We then extend the process and trace a new set of second order distinctive collocates from the terms we have identified, to see which trace back to our initial set of identifiers and which introduce new discourses into the semantics of race. By visualizing our results as a dynamic network of interconnected language we trace the connections between our primary identifiers, as well as how these relationships change over time. To extend the above example, in the nineteenth century, a language of "foreignness" is connected with European nationalities, while "American/n" is distinctively used as a descriptor of African Americans. By the mid-twentieth century, the terms describing African Americans shift away from the emphasis on their "Americanness" and instead incorporate a set of terms, such as "descent" and "blood" borrowed from the foreign discourse of immigration. Such analyses can help us to identify in precise historical detail both the moment at which particular national or ethnic groups became American and the related but not the identical moment at which they, in Noel Ignatiev’s phrase, “became white” (1995) -- that is, when the language surrounding those groups became unmarked. At the same time, finding consistencies in the language applied to different racial or ethnic groups at different historical moments grants support for Theodore Allen’s claim that the concept of race names “a pattern of oppression (subordination, subjugation, exploitation) of one set of human beings by another,” where the “phenotypical” identity of those sets is less important than the structure of their relationship (2012). This work builds upon the previous work of the members of the Literary Lab on the language of human identification in Anthropology, presented at the 2015 Digital Humanities conference and forthcoming in Current Anthropology, although it represents a substantial methodological extension over this early project, as well as shifting the emphasis from scholarly writing to literary representations of identity.

**Phase 2: Identity as Cultural Construction**

The second phase of our project examines the construction of individual characters against this backdrop. This not only allows us to observe which characters actively resist the discourse of the period in which they were created, but also how the evolution of this terminology as applied to individuals differs from the cultural construction of identity as a historically contingent socio-cultural phenomenon. That is, does a character described as “black” inherit the descriptors of identity from the language of the period or is discourse radically more individuated on a character by character basis? To test this assumption, we adopt a similar approach to the “BookNLP” developed by Bamman, Underwood and Smith (2014), using Named Entity Recognition to extract characters coupled with a set of scripts to perform co-reference resolution. We then tag the corpus for part-of-speech and extract the distinctive adjectives that appear in dependent positions within 50 words of each mention of the character. This allows us to identify, with reasonable precision, a descriptive terminology for each character. We then tag each character for the racial, ethnic or national identity that is given in the novels and compare our descriptive discourse for characters who embody similar identities across texts, using a set of semantic network diagrams that allow us to trace the contingencies of identity both across genre and across time.

**Conclusion**

By combining these methods, we are able to see, for the first time, not only how the distinctive language of identity alters over the history of the American novel, but how the discourse of characterization functions as both a vehicle for the standard tropes and stereotypes for identity, as well as a point of resistance to the dominant representational language of a given period. It also provides new insights into the process of characterization, especially in regard to the representation of immigrant or minority identities.
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1 Significance is determined using a Fisher’s Exact test to measure the observed values against the expected frequency of the term as a collocate, using an alpha of 0.05.
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Triggered by an article by Lev Manovich How to compare one million images? (Manovich, 2012: 249-78) we were intrigued to find out “how to compare and analyse thousands of architectural floor plans”? The reason for this interest was the availability of the archive of the Bureau Wederopbouw Boerderijen (Office for Farm Reconstruction, 1940-1955) with data of 7700 farmhouses that were destroyed during World War II and were subsequently rebuilt – reconstructed or redeveloped in a new form – between 1940 and 1955 (Elpers, 2008).

Since it seemed impossible to analyse almost 8000 drawings by hand we decided to study the possibility of automatic identification and categorization of these floor plans. For this paper, we explored several strategies and digital tools to find out more about their usefulness in art and architectural history in general to answer questions about change, distribution of spaces, typology, genre, etc.

Automation of architectural floor plans

By examining the differences between and changes of the floor plans of the reconstructed farms from the period between 1940 and 1955 and by comparing them with reconstruction sketches of the old destroyed farms, we hope to be able to answer questions such as: how was the struggle about tradition and modernization which determined the debate about farm construction in the middle of the twentieth century (Elpers, 2013) resolved in practice? This question focuses on the maintenance or abandoning of the so-called ‘streekeigen bouwen’ (traditional regional building) (Lambert, 2007) and related planning principles. Which traditional elements were retained and which were not? Which new elements were added? Can any general structural patterns be recognized?

For this aim we would like to be able to automatically categorize and recognize elements in the architectural drawings. Following the visualization method and software (ImagePlot) by Manovich we would also like to create clusters of images of farms ordered by morphological structure, type, architect, region and timelines as output.

As architectural historians with limited programming knowledge, we started looking for existing software to find answers. Search engines usually use databases with (meta) data about objects. In our case we would rather be able to study the drawings directly on its visual content. We hoped that a combination of image processing software, techniques for pattern recognition, OCR and vectorization would bring us closer to our goals. Following information about conventions of farmhouses e.g. specific rooms, and workspaces like sheds could be labelled and found. This method, that we use in our study, has been, amongst others, described by Hansson (1998).

Preprocessing

A test-set of about 1000 images was scanned in 300 dpi TIFF: 400 reconstruction drawings and 600 new floor plans. For each farm we have two sets of scans available: drawings of the old, destroyed farms and plans of the new farms. Further, we have built a repository with the TIFF-images in relation to a simple database.

Illustration 1. Image of original architectural drawing Westkanaaldijk D74, showing plan, views and situation plan

The architectural or engineering drawings show not just one floor plan of a farm but also plans of other floors, sheds and outbuildings, cross sections and several views, a drawing of the lay-out of the premises etc. Often several details are depicted, sometimes added in a separate drawing. Although the human eye can instantly distinguish which element is the main floor plan, one has to teach the computer how to find it. In order to isolate the floor plan from all the other parts of information, the white empty spaces surrounding the different elements in a drawing could be taken as a division space, separating the individual elements. First, we had to isolate the floor plan in the drawing and deconstruct its information. Unfortunately we could not find software that could ingest the drawings and produce the isolated floor plans, without programming.
As a consequence, since it appeared too complicated to automatically find the position of the floor plan on the drawing, we skipped this part for the moment and prepared manually a new set of cut-out images of the floor plans. With a simple image-processing program it appeared possible to manually deconstruct the contents of a drawing. In this way we could find out what steps were needed to automate the process. A drawing of Westkanaaldijk D74 in the village of Heumen (middle east of the Netherlands) was selected as a random example for the first test that shows the following manipulations:

- OCR-text
- Vectorize the floor plan
- Floor plan with text labels
- Walls (thick, medium, without openings)
- Walls (thick, medium, with openings and numbers)

Although most techniques could be carried out with simple imaging software, such as CorelDraw – and we tried some other free online programs such as Inkscape, VectorMagic, Gimp, etc – the number of actions or manipulations just for one drawing appeared quite high. Although it works reasonably well for one drawing, this is exactly the process that we want to automate and connect with a search system.

Deconstructing drawings, isolating elements and detecting symbols

In order to deconstruct each drawing (see e.g.: Henderson, 2014; Dosch, 2000) the following steps were determined and carried out:

- Building a repository with images and database (same scale, direction)
- Finding the position of the floor plan on the drawing
- Determine (outlines of) spaces / rooms
- OCR all text information
- Recognizing walls (determining and labelling exterior and interior)
- Recognizing specific rooms (determining and labelling livingroom, kitchen, bathroom, hall, bedroom, stables etc.)
Determining difference between reconstruction drawing (original state) and new plan and difference between reconstruction drawings from different years.

To carry out the recognition part such as wall detection, text recognition and labelling, and making comparisons of old and new, the approach of Ahmed and Liwicki (Ahmed et al. (2011; 2014) appears promising for solving some of our problems. Although they focus on using sketches to be recognized and compared with floor plan drawings in a repository, we would like to see how their system works for us with our repository of cut-out floor plans.

Timelines can relatively easy be visualized using the metadata - with the tag “year” - in the database example (Borner, 2010; Alkhoven, 1998: 2008). Other tests with visualization software such as ImagePlot produced interesting and beautiful views of the drawings but could not yet provide the required results for analysis. More experimentation and possible adaptation of the software is needed.

Next steps

We set out to find answers on how we could compare thousands of drawings of floor plans, what digital tools and best practices are currently available to analyse them and how we could visualize differences in sets of floor plans. In this first stage of the process we have gathered information about the preprocessing stages and we were able to perform some experiments with the scanned architectural drawings.

We discovered many – free–tools but it turned out difficult to distinguish among them and to choose the best ones that could solve each part of the problem. We have tested several apps but since it was not our objective to deal with coding, we could not adapt the software and we were therefore limited in doing our research. As a consequence much had to be done manually in a computer-assisted way.

Since our overall problem appeared a bit too ambitious to carry out within the given boundaries of time and budget, we have limited ourselves to producing a list of ingredients and a well-argumented recipe formulating the next sequence of steps to take. These form the basis for a new research proposal for the Digital Humanities’ call in The Netherlands. A long article with more detailed information about the process, experiments, and results, will be ready later this year.
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Across the Atlantic, Canada’s shopkeepers faced a crisis as a result of a crisis in the small retail trade that apparently had bankrupted more than 900 stores (Winstanley, 1983). Across the Atlantic, Canada’s shopkeepers faced a crisis equally significant, with overabundance of shops and a lot of bankruptcies (Monod, 1996). The same happened in continental European cities like Paris or Milan, in the final decades of the nineteenth century (Nord, 1986; Morris, 1993). Much of what happened this time was the result of an demographic growth in the cities in the nineteenth century that almost everywhere would have important consequences in the reorganization of urban space, leading to changes in their economic and social geography. Lisbon was no exception and the city’s retail trade, after a phase of growth in the 1880s, faced a crisis in the last ten years of the century (Alves 2012). This occurred while the city was transformed, witnessing an expansion into new urban areas to accommodate an increasing volume of inhabitants.

Through the analysis of the geographical distribution of Lisbon’s retail trade, between 1890 and 1910, it is possible to verify the impact of this crisis on the way small businessmen apprehended the urban space, as well as the opportunities and risks that those changes could represent to them. The study is based on a very detailed information about the localization and characteristics of every single shop in the city streets, gathered from fiscal sources in the municipal archives (around sixteen thousand records for each of the three years, 1890, 1900 and 1910) and analyzed through the use of spatial statistical analysis tools. This volume of information and the potential introduced by a Digital Humanities / Spatial Humanities approach, brings in methodological challenges regarding the digitization and geocoding process of several thousands of records, as well as opens new research possibilities and new research questions, namely: about the role of women in the retail trade business, since previous work based on smaller sets of data analyzed with traditional qualitative methods had misrepresented or even ignored gender issues in the retail business (Alves, 2012); or about the influence of the dwelling rents in determining changes in the social space of a city in the Belle Époque, only possible by the digital analysis of a very large, temporal and geographical encompassing amount of data for all the city.

In terms of the methodology two were the challenges we faced in two distinct stages of research, data collection and its georeferencing. The first challenge relates to the difficulty in scanning a volume of data of this nature, only available on archive, with no available funding to carry out a project of mass digitization of the original tax records. This was associated with the fact that all sources are handwritten, drawn up by several employees, with equally different handwritings, which would make it impossible, given the current state of handwritten character recognition technology (Beatty, 2010; Brumfield, 2014), for an automatic or even semiautomatic data treatment. The solution followed a close approach to crowdsourcing projects (Causer et al., 2012), using shared databases and collaborative work, a method already developed with excelent results in previous studies (Alves and Queiroz, 2013; Alves and Queiroz, 2015). The second challenge went through georeference about fifty thousand addresses obtained in this documentation, using essentially the computer’s processing power. It is recognized that there are advantages and disadvantages in using several geocoding methods (Zandbergen, 2008). Its application to Lisbon is made difficult due to the fact that the city have gone through a deep urban morphology transformation and experienced significant changes in its street names throughout the twentieth century (Alves, 2005; Oliveira and Pinho, 2006). Nevertheless, it remains one of the best methods for automatic assignment of geographic coordinates. The challenge was to think of a process that could overcome the difficulties listed, without having to go through the full reconstitution of the urban network. Not least because the available sources do not make possible the recreation of all the buildings and their functional classification in a GIS environment, as was achieved in other projects (Dunae et al., 2013). The option went through reconstruction of the existing streets network of the time, based on geo-referenced digital cartography. Thus an addresses’ database was created, with slight adaptations on the geocoding algorithm of the GIS platform used, allowed for a success rate of around 90%.

As for georeferencing, the first and greatest of all the problems is related to the urban changes that the city has undergone over the last 120 years. On the one hand, strong population growth led to the expansion or changes in the corresponding urban area, even if we take into account just the three years analyzed. The city of 1890 is very different from the one in 1910, in the layout of the streets, in the expansion into new areas, construction or renovation of its buildings. On the other hand, Lisbon had the particularity to overcome, between 1890 and the present, four very different political regimes that have left a peculiar and deeply transformative mark in the city’s toponomy. Even if the urban area was stable, only the change of street names over more than a century of profound political changes, would pose great challenges to an automated geocoding process.

For this there was first the need to rebuild the streets...
network of the time, trying to recreate the map of Lisbon of the Belle Époque. This map was fixed for 1890 and then it was possible to apply the normal geocoding techniques, adapting either the collected data source, or the software algorithm used, in order to overcome difficulties so small, but so significant in the final results, such as the fact that the software was incapable to deal with some Portuguese names and characters or to recognize certain types of streets that were used at the time but ignored or underused today. Or the fact that the names of some streets are identical or very similar in different areas of the city. This is an iterative process of trial and error so as to refine the best model data that maximizes the results obtained.

However, there was still the issue of street names changing over time. For the period in question this problem is not very complicated, since only at the end of 1910 took place the first regime change, the Republican Revolution, with the consequent wave of place names changed. But there was almost annually, specific changes in street names. These changes were incorporated in the database, maintaining the address structure already georeferenced for 1890, allowing to incorporate the data for the same streets that appeared in the sources with different names.

These two ways to overcome the problems with georeferencing were only possible due to the existence of sources, either cartography or streets itineraries, which allowed to go adapting the original map so as to incorporate, with a similar success rate, the 1900 and 1910 data.

As for the quality or accuracy of georeferencing, it is obvious that the ideal would be to have the possibility to rebuild not only the network of city streets, but also the actual location of the various housing/trade blocs. Unfortunately no sources for this level of detail are available. In the original shapefile map, which represented the actual city streets, in 2012, the streets were targeted with the actually existing building numbers in each block. Since we have no way of saying, at this stage of the research, how many buildings existed on every block in 1890, it was decided to distribute all points along the entire length of the street, according to the geocoding algorithm. Obviously, this option can cause some significant deviation in less consolidated urban areas of the city, but it is also true that the areas where the overwhelming majority of small businesses traditionally where implemented account for already established streets. So that problem here is much lower, and the geocoding accuracy is much higher.

I did not use crowdsourcing primarily due to the available time for the collection of data and to poor accessibility to the original sources. Seems odd to state this because apparently these are precisely justifications for using crowdsourcing. However, it is known, also through the literature already cited in the abstract, that the use of crowdsourcing can be a lengthy process and not always easy to check on the quality of final results. Furthermore, it requires easier access to sources through digital copies because not all potential participants have availability or even competence for archive work. In our case, the sources correspond to thick volumes of bound sheets, deposited in a municipal archive without major conditions for local consultation and without the financial ability to carry out its full or partial scan. There was also the problem of the quality of the data, given that we are talking about handwritten information sometimes difficult to read. In this sense, the use of a collaborative work, through volunteer history students with availability and sensitivity to archival work was decisive. This data collection was made via a PostgreSQL database, shared with all students through ODBC, so that all data collected by one of the students become available for subsequent use by others. This process, already tested in other project with very good results (Alves and Queiroz, 2013; Alves and Queiroz, 2015) , saved up a lot of time in data collection and redundancies were avoided, because a new address or a new commercial activity detected by one of the students in the sources once registered in the database, was automatically available and could be used/selected by all the others. Even if the original record contained an error, since it was registered only once in the database, because the data model prevented duplicates, the validation task was also facilitated.

The reconstruction of the 1890 street map, base of all subsequent work, was made through a current map in shapefile format, provided by the Municipality. This map was superimposed on a digital copy of an old city map properly georeferenced. The mere overlap of the two maps identified a broad set of streets that did not exist at the time (eliminated from the shapefile) and others that changed their layout (fixed in the shapefile). Using streets itineraries, namely one for 1890, very complete, mentioning the name, location and building numbers of all city’s streets, it was possible to correct the shapefile street names that had gone through changes over these 120 years. The link between this corrected shapefile and the shops’ addresses collected in the shared database allowed for geocoding, with minor adjustments to the software algorithm.

Overcoming these issues, it was possible to get a far more dynamic source, more accessible and manageable, able to respond quickly to old research questions or to introduce new perspectives about Lisbon and its retail trade in the Belle Époque. Just to mention one possibility, in the Lisbon municipal archive there are many available data that could be crossed with the information collected on shops and shopkeepers. In particular, it has data on electoral census and elections, with voters lists organized by parishes and addresses, for several years of the nineteenth and twentieth century and this data can also be mapped and analyzed using the methodology now developed. The same can happen with data on primary education, for example, because this fund has information on the addresses of the students also. Given that the addresses of the shops are being collected in a separate table and that it allows
to be connected to either the GIS or to other tables with different data, whether on small businesses, on elections or on education, the use of this methodology will allow for results in other projects or to add new information relevant to the history of the city without the need to start everything from scratch.

In this sense, while recognizing the limitations of GIS (Boonstra, 2009; Bodenhamer et al., 2010; Silveira, 2014), it must be highlighted the capabilities of its spatial analysis, processing and data visualization tools, that has been particular useful in the context of urban history (Hillier, 2010; DeBats and Gregory, 2011). In recent years, the use of GIS for the study of cities and their retail trade (Beascochea Gangoiti, 2003; Mirás Arajuo, 2008; Bassols and Oyón Bañales, 2010; Novak and Gilliland, 2011; Ünlü, 2012) has enhanced the theoretical framework and the possibility of international comparative studies, which represented a definitive stimulus to the application of these methodologies to this case study. To this matter it is useful to mention that a session comparing four case studies for Iberian port cities will occur in the ESSHC in Valencia, this year, putting together comparative analysis about Barcelona, Bilbao, Coruña and Lisbon, in the first decades of the twentieth century (https://esshc.socialhistory.org/esshc-user/programme?day=55&time=145&session=3003).
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Problem

At present, three hieroglyphic scripts are encoded in the Unicode Standard: Egyptian, Anatolian, and Meroitic. The historic Mayan hieroglyphic script is not yet in Unicode, in part because its complex clustering poses special encoding problems.

Besides the difficulties inherent in the Mayan script, writing a Unicode proposal for Mayan involves additional challenges, requiring significant time commitment and travel. Early meetings between with Unicode experts are a desideratum in order to identify the best technical approaches to handle Mayan text issues. Then the proposal needs to be written – complete with all the required details for the entire character repertoire. When the proposal goes before the two standards committees, the authors need respond to any questions, and make revisions to the proposal as needed. In addition, proposers need to commit to seeing the process through to the end, which can take between two to five years, or longer.

In short, the twin challenges of representing and displaying Mayan clusters on computers and writing a Unicode proposal (especially for anyone new to the process) present a huge hurdle.

Background on Mayan clustering

Mayan signs appear in clustered glyph-blocks or “collocations,” which could be modified by the masterful Mayan scribes with advanced “tools,” such as ligatures, conflation, infixation, superimposition, pars pro toto and full-figure variants (see Fig s. 1 and 2). The visual complexity of Mayan requires mechanisms that go beyond standard script encoding approaches.

Solution

A recent multidisciplinary collaboration established between UC Berkeley’s Script Encoding Initiative (SEI) and the MAAYA Project aims to employ new methods combining linguistics, Mayan epigraphy, digital palaeography and computer vision to overcome some of the major challenges preventing the encoding of Mayan hieroglyphs in the Unicode Standard. Some of the strategies envisioned rely on already existing MAAYA-Project resources. Such resources include datasets with annotated database records for all individual glyphs and possible sign-combinations attested in Mayan hieroglyphic books and an advanced concordance functionality, that cross-references Mayan signs across existing glyph-catalogues (Gatica-Perez et al., 2014 and Hu et al., 2015).

In addition, SEI’s experience in overseeing the encoding over 70 of the world script systems means Mayan experts will have a front-line guide to help the proposal through the entire encoding process – providing Unicode expertise, assisting on the authoring and review of a proposal, and presenting the proposal at standards meetings. Having direct involvement of Unicode specialists means the proposal can draw on Unicode experience to identify successful methods that can adapted and expanded to account for the extraordinary variability of Mayan signs clustered in glyph blocks.

Specific encoding issues: Egyptian format characters

In Unicode 8.0, the default display for the three encoded hieroglyphic scripts (Egyptian, Anatolian and Meroitic Hieroglyphs) is a linear listing of the characters, as shown by the example in Fig. 3.

According to the Unicode Standard, display of the characters in a non-linear manner (i.e., in clusters) should be handled by a higher-level protocol (Unicode Consortium
2015: 430-31, 437), and is outside the scope of Unicode. However, clustering is more typical of the layout for most hieroglyphic scripts.

Although Egyptian hieroglyphs were encoded in Unicode in 2009, Egyptologists are currently prevented from interchanging data easily, because they have had to rely on non-standard software to handle character grouping. According to Richmond 2015, hieroglyphs need to be capable of being grouped together in plain-text - without proprietary software - in order to be truly useful.

In 2015, a new proposal was put forward for three format characters that allows basic clustering (Richmond, 2015, see Fig. 4). The characters indicate placement of a character, either above another character or alongside it, or, for the third character, identify it as forming a ligature with the following character. The three characters are based upon the conventions of the Manual de Codage, which uses ASCII characters to indicate the placement of the hieroglyphs. (Note: Since the mirroring of glyphs is handled by line direction, as specified by markup or bidirectional characters, no format characters are not proposed for that.)

Fig. 4 Example showing the same characters as in Fig. 3, but with expected clustering, made possible with the format characters (Richmond, 2015)

The three Egyptian format characters were approved by one of the two standards committees in January 2016 (Unicode Consortium, 2016). The characters have been tested and shown to display as expected in the Universal Shaping Engine, a rendering engine in Windows 10 and recent versions of Android, Chrome, LibreOffice and Firefox.

If the characters successfully complete the approval process, simple clustering in Egyptian hieroglyphs should be capable of plain-text representation in the future, meaning that scholars would not have to rely on an ad hoc, non-standard solution. At this point, Egyptian hieroglyphs appear to only require the three format control characters for clustering, and need no other mechanisms.

Evidence from the MAAYA project suggests that Mayan will require three script-specific format characters that serve the same functions as Egyptian, and at least two additional characters: one for truncation and another for infixation (see Fig. 5).

Hence, it appears that Egyptian and Mayan can share a common model, using format characters for clustering (with at least two additional ones needed for Mayan). In addition, advances in text display of Egyptian hieroglyphs, which have been tested successfully on the Universal Shaping Engine, may well be applicable to Mayan.

**Specific encoding issues: Ideographic Description Characters**

Unicode contains a mechanism to describe Chinese-Japanese-Korean (CJK) ideographs, called Ideographic Description Characters (IDCs). These characters are used to describe the layout of CJK characters, but is not used for rendering. The IDCs have been defined as capable of being extended to other scripts (Unicode Consortium 2015, pp. 679-80). (See Fig. 6.)

Fig. 6 Examples of Ideographic Description Characters (extended to Mayan hieroglyphs). Top row: Unicode Ideographic Description Characters (IDC); second row: Chinese IDCs (left) and Mayan descriptors (right); third row: Chinese examples; fourth row: Mayan script examples

In April 2015, Unicode experts met with the co-author, Mayan expert Carlos Pallán Gayol, and recommended the MAAYA project identify the structural patterns of Mayan characters, and use Ideographic Description Characters (IDCs) to describe them. Such a mechanism will help in defining Mayan characters (in Unicode terms), and help “unlock” the script.

**Next steps**

At a meeting in January 2016 with the co-author Pallán Gayol, unicode experts noted progress on the encoding model issues and suggested the MAAYA project continue to define the base set of characters, identify the structural patterns of IDCs, and verify the number of format characters needed.

**Expected results**

Encoding the Mayan hieroglyphs in the Unicode format will allow creation of vast open-access Mayan hieroglyphic text repositories and libraries, upon which advanced search and query functionalities relying i.e. on Optical Character
Recognition (OCR) and text-mining could be applied. (Once a script is in Unicode, an OCR engine can be trained to read the script, though the text needs to be consistent).

Thus, we argue that the ability to render any Mayan hieroglyphic text in an encoded digital format could impact on the overall accessibility, reproduction, visualization and long-term preservation of the sum of ancient knowledge recorded by the Mayan scribes on thousands of texts and inscriptions produced between ca. 250 B.C. and 1520 AD in Central America. It could also act as a model for the encoding of other hieroglyphic scripts of the Americas, including Aztec.
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Introduction

This paper draws on results of a three-year ethnographic study funded by the Andrew W. Mellon Foundation and the Royal Netherlands Academy of Arts and Sciences, which explored research practices, challenges, and directions in contemporary digital humanities (DH). Within this broader set of questions and results, the current paper focuses on findings related to humanists’ strategies for developing competencies in digital scholarship. The study was conducted from 2010 to 2013 at twenty-three educational, research and funding institutions in the United States and Europe, and it included case studies, surveys, in-depth interviews, and observations. The study involved 258 participants, including researchers, faculty, students, university administrators, librarians, software developers, policy makers, and funders. For more information about the methodological design and results of the study see Amongst Digital Humanists: An Ethnographic Study of Digital Knowledge Production (Antonijević, 2015).

Results

The majority of humanists consulted in this study reported awareness of methodological and epistemological benefits of digital research tools and methods, but also a lack of opportunity to acquire skills and knowledge that would enable them to reach beyond the “search and access” level of digital scholarship. As one assistant professor of art history put it, “I haven’t used technology in my research in a pervasive way to really, really think about epistemological issues. I’m not opposed to using technology to analyze, but I haven’t had a chance to learn it.”

Humanists commonly identify lack of time as one of the main impediments to developing digital research skills. One aspect of this is the learning curve, and a perception that the time needed to learn new tools and methods slows down their established research process. Another root of researchers’ lack of time for developing computational skills stems from the structure of disciplinary incentives and rewards in humanities disciplines. Respondents underscored that when training sessions on digital research tools and methods were organized at their universities, hardly any of the tenure-track faculty attended them: “We are not rewarded for doing that. What we are rewarded for is publishing, and going to one of those sessions takes away
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[time] from our publishing. So, there's a lot of resistance" explained an assistant professor of linguistics.

With digital skills still having an unrecognized status in their disciplines and departments, interviewees said the only organized educational initiatives at their disposal were training sessions at university libraries, to which they had mixed reactions. While some found the library sessions "eye-opening" the majority did not regard them as helpful. Commonly, respondents pointed that the librarians focused on digital tools and resources, while field-specific research questions exceeded their scope. The respondents held that only their peers understand epistemological and methodological complexity of particular research problems, so they considered working with colleagues as a more effective way to develop digital skills than attending library workshops or instruction sessions. In the same way, respondents identified as the preferred type of instruction the one that does not profess to teaching about digital technologies, but about a specific humanities subject area, introducing digital tools and methods along the way. Attending library and similar workshops was thus seen as less effective then attending academic conferences where peers present results achieved through digital methods and tools. Learning by example inspires humanists to discover new tools and methods, and to apply them in their own work. As a professor of Romance languages and literature put it, "in an ideal world, I would like to see humanists teaching other humanists how to conduct research using the enhancements of digital tools; I guess that’s as opposed to we bring the IT people in to teach us. I think that it should happen the way that we teach other things in the humanities, through collaboration with one another."

Dissatisfaction with existing educational initiatives might be the reason that the majority of humanities scholars consulted in this study reported not having any formal technology-related instruction, which is consistent with Siemens’ (2013) findings. Instead, the respondents reported that they predominantly relay on informal channels, such as word of mouth, to learn about digital research tools and methods: “I do everything on my own, I ask around. It feels serendipitous, I sort of bump into it, or I hear a friend talk about it, or a colleague will shoot me an e-mail. It’s not organized or strategic at all” related an associate professor of philosophy.

This informal learning path is linked to immediate and specific research problems scholars are facing, which makes it preferred over workshops and similar efforts where learning is often decontextualized from practice. This method also successfully makes use of one of the scholars’ most scarce recourses—their time. It enables them to direct learning efforts towards tools, methods, and subjects of particular interest to them.

Informal learning also often takes place through engagement with students. The respondents explained that teaching prompts them to expand knowledge of digital tools and methods, and students challenge them to be up-to-date with technology. Even those respondents who described themselves as “technological dinosaurs” identified the need to take up digital technologies in the classroom.

In addition to class interaction, more formal initiatives where students teach faculty take place in digital humanities centers, where graduate students often work as tutors. Students consulted in this study believed that this reversal of instructional roles facilitated their understanding of the didactic principles, motivating them to develop their own pedagogic strategies:

“You’re doing work with people who are the smartest people on the earth in their particular discipline. On average, they don’t like to admit that they don’t know something. So, it’s not trying to force things upon them, but it’s trying to present things in the same way that you would pedagogically teach a difficult concept. If I can present it in such a way that leads them to discovering on their own, they have a sense of ownership of the idea, so that’s “teaching the old dog new tricks” if I can say that.”

[Graduate student]

**Conclusion**

Findings of this study indicate that library initiatives and units should not remain the main locus of digital scholarship in the humanities. Instead, digital scholarship needs to be part of humanities departments and wider university initiatives, since “digital humanities will ultimately matter, or not at all, inside the department” (Liu, 2009: 21; italics in the original). As long as humanists’ interaction with digital tools, methods, and resources is treated merely as a technical skill that can be taught by non-expert personnel, it will be difficult to achieve more substantial transformations and to motivate academics about digital scholarship. As Raley (2014) points out, “academic service staff providing skills-based training […] and performing service work for “clueless arts and humanities scholars” can tell us something about both the field and the university” (p. 7).

Instead of skilled-based training, humanities education in digital scholarship needs a comprehensive framework encompassing epistemological, methodological, technical, and sociocultural aspects of digital knowledge production. These include developing understanding of digital and other types of data, fostering critical reflection on digital objects of inquiry, comprehending the influence of algorithmic processes on humanities investigations, and so on. Similarly, digital methods training should include systematic deliberation on methodological decisions influencing research process and results, epistemological and ethical challenges of digital scholarship, as well as making choice of digital tools and methods as best suited for specific research questions.

This study reveals that humanists favor and best learn
in practice, when instruction is closely related to their area of study and when it unfolds organically, through collaboration with colleagues and students. Therefore, initiatives for developing competencies in digital scholarship among senior scholars should use a variety of collaborative learning strategies. Furthermore, these educational activities should not restrain the generative potential of digital scholarship in the humanities through the exclusive focus on research themes, methods, and skills recognized in the DH field. Humanities scholars do not necessarily need or want to be digital humanists; they do, however, need and overwhelmingly want to be scholars competent at teaching and conducting research in the digital age. As a program officer in a major humanities foundation consulted in this study pointed out, the goal should be “to fund training for scholars even if they don’t want to be a digital humanist in the sense that they’re building their own tools and their programming, but more along the lines of users of digital technology within their own research.” This kind of funders’ support to digital scholarship in the humanities is vital. Equally vital is the need that education in digital scholarship becomes administratively recognized as part of scholars’ professional development included in their paid time and activity, as well as in their promotion dossiers.
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Introduction

Starting from Manovich’s (2007) statement that “a prototype is a theory”, Galey and Ruecker (2010: 406-07) argue that design can become “a process of critical enquiry itself”, a “thinking through making” pursuit allowing the combination of digital prototyping with critical analysis. Furthermore, Pierazzo (2011: 466) brings into discussion the theoretical assumptions that may underpin the decision making process in building an edition as an “interpretative scholarly product” based on the “selection of features transcribed from a specific primary source”.

The present proposal focuses on the construction of a visualisation framework allowing transformation and visualisation in the browser of XML-TEI encoded documents on European integration history. The tool developed for this purpose, the Transviewer, uses a combination of XML, HTML, XSLT, CSS and JavaScript technologies. The addressed research questions are related to the analysis of this prototyping case, viewed as a dynamic and iterative process of evaluation, adjustment, decision making, adaptation and in-house development. Our standpoint, inspired by the above mentioned studies, is that such type of analysis can shed light on the theoretical and practical questions, at the crossroad of tradition and new ground, involved in the creation of scholarly digital tools.
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The Transviewer prototype

The Transviewer concept consists of building a framework for the publication of European history documents on the CVCE’s Website, from treaties, official declarations and meeting reports to letters and interview transcrip-
In a first phase, a pilot testing set for the prototype (Figure 1) has been encoded in XML-TEI P5, including a selection of 55 documents on armament issues within Western European Union (WEU), from 1950’s to 1980’s.

Figure 1. Transviewer. Side-by-side view digital facsimile (left) and transcription (right) (WEU sample)

In line with Booth et al. (2008), Galey and Ruecker (2010: 412-13) consider that a prototype can be the embodiment of an argument (or more), with all the key components of a “good thesis topic”: to be “contestable”, “defensible”, and “substantive”. This refers to how a prototype includes old affordances in a new way or proposes something new, to its potential of convincing people to accept it, or finally, to its intellectual and practical value.

Our idea in designing the Transviewer has been based on the following “arguments”:

1. The historians or researchers in European integration studies (the CVCE’s main category of readers) are always interested in comparing a transcription with the original (when available).

2. The architecture of the visualisation framework should be multi-project-oriented and support multiple types of historical documents (primary/secondary sources – text/image/audio/video).

A number of features to be encoded and rendered via the interface have been considered after consultations with the users (CVCE’s researchers):

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Encoded</th>
<th>Ignored</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentary</td>
<td>Ink colour of stamps (red, black)</td>
<td>Ink colour of handwritten text</td>
</tr>
<tr>
<td>Topology</td>
<td>Document layout (position and alignment of headers/footers/headings)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. "Grid of features" (Pierazzo, 2011: 467) encoded in the transcription (WEU sample)

The current version of the prototype supports functionalities such as side-by-side view of digital facsimile and transcription, page-by-page navigation, zoom-in/out, vertical scrolling, search (by names of persons/places/organisations, dates).

Although the direct adaptation of EVT was considered from the beginning, different requirements for EVT and Transviewer project have been identified.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>EVT</th>
<th>Transviewer</th>
</tr>
</thead>
<tbody>
<tr>
<td>General architecture</td>
<td>Project-oriented (Vercelli Book manuscript)</td>
<td>Multi-project-oriented (documents/collections in European integration history)</td>
</tr>
<tr>
<td>XML-HTML transformation granularity</td>
<td>Page-oriented (one HTML file per page/manuscript image)</td>
<td>Document-oriented (one HTML file per XML document)</td>
</tr>
</tbody>
</table>
Table 2. EVT/Transviewer differences

Therefore, the EVT concept of side-by-side view of digital facsimile/transcription has been combined with the integration of third-party libraries (BookReader, Saxon-CE) and in-house development. The first one has been chosen for enabling on the fly loading of images, the second for supporting XSLT 2.0 transformations in the browser.

The in-house development mainly comprised modules for the implementation of a core/project specific architecture including elements of configuration, frames and buttons layout/actions, XSLT transformation and transcription rendering.

A simplified diagram of the decisions points in the first development cycle of the Transviewer is shown in Figure 4.

As illustrated, the prototyping process can imply multiple iterations. Once a functional prototype is built, the decisions on further development may reiterate similar phases of conceptualisation, search for solutions, implementation, evaluation and decision making. In this respect, our theoretical approach could be framed at the crossroad of “iterative prototyping” (Buxton and Sniderman, 1980; Buchenau and Suri, 2000; Lucena and Astua, 2012), “user-centered design” (Shneiderman and Plaisant, 2009; Warwick et al., 2009; Gibbs and Owens, 2012), and scholarly digital editions (Pierazzo, 2011; Rosselli Del Turco, 2011).

![Figure 3. BookReader. Fragment (Don Quixote de la Mancha)](image3)

![Figure 4. Transviewer. Decision points (diamonds) in the first prototyping cycle](image4)
Evaluation

Although partial evaluation had been carried out throughout the prototyping cycle, a more formal testing and evaluation phase has been conducted on the first functional version of the Transviewer. Several facets of assessment have been taken into account:

<table>
<thead>
<tr>
<th>Facet</th>
<th>Short description</th>
<th>User group/stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>Technical issues have been identified and worked upon (e.g. non-uniform support for Saxon-CE in different browsers and the use in BookReader of an older version of the jQuery library). Another evaluation aspect, related to argument 2, consisted of proving the scalability of the framework by testing it with different projects samples.</td>
<td>CVCE’s development team</td>
</tr>
<tr>
<td>User</td>
<td>The prototype functionalities and argument 1 have been evaluated via usability tests (Nielsen, 2000; Lund, 2001) mainly enquiring on the ease of use, ease of learning, usefulness and user satisfaction (on a scale from 1 to 5), and on suggestions for potential improvement.</td>
<td>Internal/external researchers as end-users of the Transviewer</td>
</tr>
<tr>
<td>Impact</td>
<td>Beside the impact on the final product (e.g. how many/in what proportion the functionalities/features/arguments of the prototype are reflected in the final product), another point of interest concerns its impact on other products, in particular, the initial models having inspired it.</td>
<td>Cooperation partners, research infrastructures</td>
</tr>
</tbody>
</table>

Table 3. Transviewer evaluation facets

Discussion

As an outcome of the analysis on the first prototype cycle, a new iteration and development reassessment is currently ongoing. The analysis helped us to: (1) identify and amend technical (see Table 3) and design issues (e.g. functionalities not quickly accessible or requiring extra-effort, unclear terminology or functionalities hierarchy, simplification); (2) adapt the encoding to support a larger variety of objects to be visualised (e.g. transcription only, facsimile only, transcription and audio/video); (3) better understand the needs of the users while dealing with historical documents (e.g. “trust” and “contextualisation” seem to play an important role).

Moreover, the development of new technical tools poses not only challenges to the process itself and the methods it introduces or refines but it also raises the question of sustainability: project based funding stimulates the development of new tools between different entities but far too often, this development stops once funding runs out. In the context of the informal and not project-funded cooperation between the CVCE and the EVT team, we therefore want to explore the trials and tribulations of building and maintaining a shared codebase that would be beneficial for both entities even though our specific use cases differ. As a result of the experiences made in this ongoing process of building the new version of the EVT framework, we will take the opportunity to discuss the practical challenges, opportunities and limitations of open-source development models for digital humanities projects as an approach to achieve sustainability.

In other words, we are not just testing an application but a development framework which implies considering complex theoretical-practical elements: Human-Computer Interaction (HCI) aspects, Information Technology (IT) methods and tools, specific types of documents to be published, projected audience, collaborative strategies and sustainability, etc.

Conclusion

The article proposes an analytical approach to the prototyping of a visualisation framework for historical documents. Its main assumption is that a critical perspective can be applied not only to a finished digital artefact but also to the process of its creation. In line with more traditional methods of criticism from the Humanities, a “thinking through making” viewpoint may bring into light theoretical and practical aspects related to the construction of digital tools and to the mechanisms of the “laboratory”. A prospect that, by its nature, positions itself at the crossroad of the old and the new, of the past and the future.
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The division between quantitative and qualitative approaches is fundamental to the study of the past. Quantitative approaches are predominantly used to study statistical sources in fields such as historical demography and economic history where large numerical databases are available. These approaches are well suited to situations where large volumes of digital statistics are available and are very good at finding relationships between variables. They can be criticised on two levels: firstly, while good at identifying relationships they are poor at establishing the causal mechanisms that cause them. Secondly, and more fundamentally, most information about the past is not in numerical form and thus cannot form part of a traditional quantitative analysis, thus many relevant factors cannot be included within the analysis. Qualitative sources, particularly texts, are richer in both the range of material available and in the amount of detail it provides. They are more complex to work with and traditionally required close reading which is slow and selective. Digital technologies offer the potential to overcome this divide and make use of the combined advantages of both types of source, making use of statistical sources to identify patterns and relationships, and textual sources to help explain the patterns found. This paper presents an example of this based on infant mortality in Victorian and Edwardian England and Wales.

Infant mortality refers to deaths before the age of one, usually expressed as an infant mortality rate (IMR) of infant deaths per thousand births. An orthodox story is that infant mortality decline was brought about by government action on sanitation (Szreter, 1991; Woods et al., 1988; Woods and Shelton, 1997). More recently Gregory (2008) used a GIS database and demonstrated that infant mortality decline actually started before the Public Health Acts, that decline...
was earlier and steeper in rural areas of the south and east of England than anywhere else, and that rural parts of the north, Wales and the West Country had among the lowest rates of improvement. He was, however, unable to explain this variation with the data available. This paper uses a combination of statistical and textual sources to attempt to provide explanations for infant mortality decline with an emphasis on rural areas.

In the quantitative stage, as many geographically disaggregate independent variables as possible were assembled to explore what other factors seemed to be associated with infant mortality decline. Analysing change over time and space for multiple variables is difficult. A technique called Latent Trajectory Analysis to do this but combine it with the use of GIS (Nagin, 1999). Figure 1 shows how this techniques was used to group districts into seven clusters based on their temporal characteristics, and then map where rural districts with similar trajectories are found. This confirms that there was a clear geography to infant mortality decline. The biggest improvements occurred in rural areas in the south and east in the clusters described as ‘Fenland’ and ‘Mercia.’ Areas showing the lowest declines, which in some cases actually got worse, were in the north and west in the clusters described as ‘Upland’ and ‘Heath and Moor.’

Further analysis reveals statistically significant relationships between infant mortality change and rates of female TB and a less strong relationship with female literacy. These relationships have been shown elsewhere in the literature, however our findings show that these factors were important in rural areas as well as in urban ones. Interestingly convincing relationships could not be found with population density or fertility, these would be expected from the literature. The other striking finding was that the most important independent variable in every model was ‘decade,’ in other words, change over time that none of our other variables could account for. Fundamentally this tells us three things: first that there are some very interesting geographical patterns to infant mortality decline, second that this is related to some other factors, particularly female health and education, and third that even though we have assembled what we believe to be as many quantitative independent variables as it is practical to use, these are unable to account for much of the change in infant mortality over this period.

The relative lack of explanatory ability by the quantitative analysis is hardly surprising given the lack of variables on a whole range of topics that may be associated with improving infant health, including: sanitary conditions, access to midwives and healthcare, attitudes towards breastfeeding, access to safe cows’ milk, and so on which have never been captured in statistical form. Thus, if we are going to improve our understanding we need to explore non-quantitative sources. Of particular interest here is the British Library’s Nineteenth Century Newspapers collection, a corpus of over 50 newspapers, most of which are available for series that cover most of the century. The corpus is at least 30 billion words although, to date we have been working with individual newspaper series which are usually hundreds of millions of words.

Figure 1: Temporal trajectories and geographical locations of the seven latent classes
Figure 2: Crude death rates from disease classes and frequency of instances of these diseases in the Era

Figure 2 shows the use of one newspaper, the Era, to explore the relationship between interest in a variety of diseases associated with the young, classed according to whether they are respiratory diseases, food and water-bourn diseases, and diseases associated with crowding (Woods, 2000). The frequency with which these diseases are mentioned in the corpus is compared with the death rates from the diseases. Different disease types show quite different results. Interest in diseases of crowding follows the decline in these diseases, particularly associated with the decline of scarlet fever and typhus. Food and water death rates rise overall while interest in them seems to fall, while deaths from respiratory diseases are broadly flat but there is a major increase in interest in them in the 1880s and 1890s. We can then explore the collocates to these terms, the words that are found close to them. This shows four major classes of collocates: first, other words associated with disease, included other disease names, and words such as ‘died’, ‘attack’ and ‘epidemic’. Second there are symptoms of disease, third are brand names of medicines typically found in advertisements, and fourth there are military terms which are found in the 1850s and are related to the Crimean War.

To allow us to explore the geographies within themes within the newspapers we have developed a technique we call concordance geoparsing (Rupp et. al., 2014). This involves firstly extracting concordance lines around the search-term. These concordance lines are then geo-parsed using the Edinburgh Geoparser (Grover et. al., 2010) which identifies place-names and matches them to a gazetteer to allocate them to a grid reference. The results are then explored to check for errors which are corrected with the corrections added to an updates file. In this way we can cumulatively remove geoparsing errors and have confidence in its results.

Figure 3: Locations associated with disease instances from the Era

Figure 3 shows the place-names associated with the diseases in the Era. It is noticeable that these are concentrated in urban areas but there are exceptions to this. We will present comparisons between the number of references to a disease and the number of deaths from it in a district, showing how media interest was not related to disease severity.

Taking this work further, we will take regional newspapers from rural areas that experienced the highest and lowest declines and explore these for collocates and places that are associated with diseases themselves and a wide range of potential causal factors that may be related to them. In this way we will be combining the descriptive strengths of statistical data with the explanatory power of textual sources, using text to work around insufficiencies of data and making use of the temporal and geographical detail in both.
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**Introduction**

Increasingly, scholars have access to large, heterogeneous collections of information such as those provided by the Digital Public Library of America, Europeana, or Canadiana as well as more targeted thematic research collections like the Whitman Archive. In additions to purpose-built humanities projects, scholars commonly make use of general-purpose resources such as Flickr, Google Search, HathiTrust Digital Library and many other services.

Traditional search interfaces allow scholars to rapidly search for specific items and to explore a collection via faceted search interfaces and other techniques. Search, however, is only one part of a complex ecosystem of behaviors associated with information seeking (Toms and O’Brien, 2008; Buchanan et al., 2005). In practice, scholarly information seeking is not characterized by a single search event or interaction with a single system. Rather, it is a process that takes place over an extended period of time and involves searching different sources for potentially relevant material. As material is found, scholars organize, annotate and make notes about the retrieved material; activities that lead to more questions and more seeking. These tasks serve a dual purpose of cataloging material for re-discovery, use and interpretation as well as engaging the participant in a process of sensemaking and internalization. The fundamental purpose of this work is not merely the discovery, consumption or indexing of information or even the production of a concrete research output such as a paper. Instead, scholarly information seeking serves to help the seeker develop an internalized, systematic understanding of a body of knowledge and cultivate a distinctive interpretive voice (Audenaert and Furuta, 2010).

We are developing the Visual Workspace for Information Seeking and Exploration (vWise) to support these tasks. This paper introduces the key features and capabilities of the vWise platform and discusses how those features and capabilities reflect and build on a theoretical framework for designing systems to support open-ended information seeking and exploration.

**System Overview**

vWise is an extensible Web-based application framework that allows scholars to search for content from different data providers and bring the resulting information together into a single display. Once resources have been added to the workspace, they can then organize and re-frame that information, for example by culling unwanted results or juxtaposing digital surrogates for newly discovered relationships.

Panels are the primary way people interact with content in the vWise interface. They are used to display different types of information drawn from different sources in a single workspace. Users can organize this information by rearranging panels within the workspace and add visual annotations by setting properties such as background color, border style, font properties and drop shadows. The panels themselves support user interactions tailored to the types of content they display. For instance, users could read a book from HathiTrust, watch a video from YouTube, explore metadata from DPLA or manipulate manuscript page images to improve readability.

Users have several options for adding content panels to a workspace. A basic search service allows them to execute searches using pluggable content providers. Alternatively, custom panel implementations may provide advanced searching capabilities or allow users to drag composite content such as pages from a manuscript onto the workspace to create new panels.
Workspaces provide a site for both individual and collaborative work. To enable collaboration, a user can share a workspace with others. Modifications to this shared workspace are reflected on all users’ display simultaneously. This allows both synchronous and asynchronous collaboration.

As a framework, vWise is designed to be customized and configured by an application developer prior to being deployed. This customization allows the basic application to be extended in four major ways:

**Integration with external data sources.** vWise provides a pluggable architecture for defining interfaces to external data sources such as a digital library or search service. For instance, we provide data sources that allow users to load videos from YouTube videos, search Wikipedia and display web-pages.

**Custom panels for working with data objects.** Individual units of content are displayed using panels that provide basic support for moving, resizing and styling. Extensions support rich interactions tailored to specific types of content. For example, an image annotation tool could allow the creation and storage of annotations.

**Ad hoc panels for interacting with underlying search services.** The core use-case for panels is to display and organize individual content elements. Panels can also be used to implement other application services. For example, we envision implementing a search service panel that will display basic and advanced search options, display facets from the currently active search, maintain a history of recent search and display search results as panels in the main workspace.

**Integration with server-side workspace persistence.** vWise runs in a browser and stores workspaces and workspace configuration information via a well-defined RESTful interface. Application developers can use the default implementation that comes with vWise or provide a custom implementation. For instance, we developed a custom data storage implementation to connect the vWise interface with a proprietary system used to train emergency responders.

**Supporting Information Seeking and Exploration**

Information seeking and exploration in scholarly research is an intensive, creative activity. Supporting these activities require tools that go beyond merely helping scholars find resources to provide environments that reflect and facilitate the creative process. vWise is based on ideas that have emerged from the literature in hypermedia systems, digital libraries and creativity research, including the following core concepts:

**Information Triage:** The process of information seeking requires people to rapidly assess the utility of various information resources, discard those that aren’t relevant and prioritize those that show promise (Marshall and Shipman, 1997). vWise goes beyond traditional search interfaces by allowing users to remove individual results, prioritize the remaining objects and combine the results from multiple searches in a single workspace.

**Incremental Formalization:** One aspect of open-ended information seeking tasks is sense-making—the process of gaining a broad understanding of the structure of ideas within a domain. During sense-making, the emerging organizational framework is partial, provisional and implicit (Shipman and Marshall, 1999). vWise facilitates incremental formalization of knowledge by allowing users to express an emerging organization framework implicitly via the spatial arrangement and visual properties of the panels displayed on the workspace. Within this environment, user can rapidly form and reform organizational structures by manipulating the visual characteristics of the display.

**Representational Talkback:** The visually expressed knowledge structure serves as an externalized representation of a user’s internal, evolving mental models. Creating and interacting with this content supports representational talkback (Schön, 1983; Nakakoji et al., 2000). Representational talkback occurs when material externalizations of an internal mental model initiate a “reflective conversation” in which they talk back to their creator to inform subsequent stages of the sense making process.

**Heterogeneous Sources and Material:** Complex information seeking tasks rarely involve one-stop shopping. vWise allows people to integrate, analyze and synthesize information from different sources, by bringing content into a unified information organization space. Manipulation of spatial and visual properties (border color, drop-shadows, backgrounds, etc.) provides a lightweight and open-ended interface manipulating this content. Domain-specific panel implementations allow users to engage in content-specific interactions.

**Summary**

vWise provides support for the complex information seeking needs of scholars and other professionals that goes beyond the capability of traditional search systems. It allows people to gather information from multiple sources and to work either independently or collaboratively to organize and analyze that material using a workspace metaphor.

To date, we have demonstrated prototype implementations of vWise in two different settings. While initially conceived and designed to support the needs of scholars in the humanities, we have integrated a version of vWise into the Emergency Management*Exercise System (EM*ES). EM*ES is a simulation tool used by Texas A&M Engineering Extension Service (TEEX) to train incident managers, supervisors, and jurisdiction officials in the management of a large-scale crisis (TEEX, 2016). We have
added vWise as a component to support the training of communication and coordination between emergency managers and cyber response teams. vWise is currently in use in a series of training exercises starting in January of 2016 and running through September 2017. During this period we will investigate options for more widespread use within the EM*ES application.

Our second deployment of vWise was a demonstration prototype for use in wall-sized display of the Humanities Visualization Space (HVS) at Texas A&M University’s Initiative for Digital Humanities, Media and Culture (IDHMC). While vWise is envisioned primarily for desktop-oriented use, when working on knowledge organization tasks, bigger is often better. The HVS provides just such a space and opens intriguing possibilities for scholars to work with this class of interfaces both as individuals and in collaborative settings.

Moving forward, we continue to develop the core implementation of vWise framework and to add additional content provider connections and panel implementations for displays. We are specifically interested in developing integrations with major content providers for humanities and cultural heritage scholars and are working to pursue such collaborations.
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1 vWise builds on key concepts and findings of a previous project, CritSpace (Audenaert et al., 2010) and provides a new implementation and enhanced capabilities.

From Index Cards to a Digital Information System: Teaching Data Modeling to Master’s Students in History
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For the last five years I’ve taught a course on “computer science for historians” at University Lyon3 Jean Moulin. The course includes 20 hours in ten sessions and has at-
tracted twenty to forty students each year. It addresses history students during the first semester of their master studies: they start at this stage with information collection in archival sources and bibliography, which they can later exploit to write their master’s thesis. Thus, the aim is to provide them with methods and digital tools for modeling and storing information, and then for subjecting it to interrogation, visualization and analysis. This is a great challenge because many students still use paper for taking notes when they analyze historical sources and are not used to working with software that is not completely self-installing. Furthermore, students will receive from their tutors all kinds of research subjects, from Ancient to Modern history, and they often want to analyze quite complex information which one cannot store in a simple spreadsheet. For this reason, the pedagogical challenge is also a challenge for the digital humanist: how can the students be provided with a generic and flexible information system of ready use for their research but sophisticated enough to store any sort of data?

In this paper I will treat some theoretical and practical aspects of the digital information system I devised to cope with this problem, and will present some issues raised by recourse to the information system that concern both students and teacher. The manuscript of the course is publicly available on a dedicated website: anyone interested can download the tools I developed and test the methods proposed to the students, or employ them for their own teaching. As I teach in French the documentation, interfaces, etc. are written in this language. The information system I propose in the course combines the experience acquired in developing the symogih.org project, a collaborative platform for storing and sharing structured historical data, with the method of semantic annotation of texts adopted in our platform for digital editions in accordance to the Text encoding initiative’s guidelines (TEI). These data production practices, both as structured data and encoded texts, must be radically simplified to cope with the pedagogical need exposed above and this requires working on a high level of abstraction.

The first component of the information system provided to the students is a relational database designed using a generic data model. In the center of the model (Figure 1), the object class, having the same sense as the “Endurant” class in DOLCE, or the “Persistent Item (E77)” class in CIDOC-CRM, comprises individual actors, institutions, places, concepts, etc. about which students will be collecting information. The function of this class is to provide an identifier for each individual, in turn characterized by one or more names, a time span of existence, a type and an accurate textual definition. The database also allows treatment of some basic associations between objects defined in a class “system parameter” – a typical component of a generic data model – whose instances are predefined by the teacher. This simplifies the use of the database by students and guides them in their first steps of data production, but if needed parameters can be extended to other kinds of relationships. A simple PHP interface is added to facilitate data capture.

The database is implemented using PostgreSQL because this open-source database provides extended features in datatype treatment (namely XML) and comes along with a procedural language (PL/pgSQL) allowing data treatment in a SQL context without having to learn a different programming language. The teacher can thus write predefined functions to help the student prepare, transform and code the data before further treatment. A spatial extension is also available (PostGIS) which permits working with geo-referenced data if needed. PostgreSQL is therefore a kind of “Swiss Army knife” for historical data storage and treatment.

If the “Objects” (“Endurants” or “Persistent items”) are identified in the database, where then is collected information about them? According to the symogih.org semantic data model, a “Knowledge Unit” is an atomized portion of information that expresses a relationship among objects situated in space and time, established on critical analysis of documents. The class "Knowledge Unit" is therefore equivalent to the "Temporal entity (E2)" class in CIDOC-CRM or 'Perdurant' class in DOLCE: An endurant lives in time by participating in some perdurant(s). For example, a
person, which is an endurant, may participate in a discussion, which is a perdurant. In former years, “knowledge units” were also stored in the database, as the “objects” are presently. Pedagogical experience has shown that the degree of abstraction required for modeling information in form of structured data is generally too steep for training digital historians, although some students used this method with ease. The newly proposed information system comprises therefore a second component which consists in a text encoding method using some specific TEI tags and attributes. These allow semantic text encoding: “knowledge units” can be directly annotated into the text, thus marking up named entities with the database identifiers of the related objects and then encoding their properties and relationships in the text with specific tags and attributes.

But this method raises the question of the XML editor to adopt for text semantic encoding, meaning the addition of a further software component to the workflow of data production providing XML schema validation and also tools for querying the encoded text. XML text encoding is more suitable and I prefer it for PhD student and researcher training, but this demands a supplementary specific instruction that it impossible to provide in the limited master’s course time. I therefore conceived a way of semantically tagging the text in a simple text editor or word processing program using curly brackets instead of angle brackets and replacing XML-attributes by predefined codes. This method is described on the course wiki that also furnishes instructions for using regular expressions for proper encoding. Regular expressions are then used in a PL/pgSQL script in the database to transform the curly brackets and their content into real XML tags and attributes: the encoded tag “{en2ai_10}Johannes Kepler{/en}” becomes “<en type="ai" ref="2" ana="10">Johannes Kepler</en>” (belonging to a course-specific namespace). This transformation allows storage of the encoded text in a PostgreSQL XML field and consequently benefit of the full power of the XPath and SQL queries, and programming capabilities of PL/pgSQL, to extract information from the texts.

The workflow of data production and treatment ends with the phase of data analysis and visualization. For this purpose I adopted the R software that can be directly connected to a PostgreSQL database and provides many useful libraries. For instance, a former student produced data about relationship between persons attested by medieval charters that can be used for network analysis (Figure 2).

The students can send the teacher a dump of their database and formulate the research questions that the latter will transcribe into SQL, XPath or procedure language queries for extracting data, before sending this back to the students. Building upon these examples the students can themselves adapt the queries and scripts to new research questions. A wiki dedicated to each student’s project can be created to document the specific workflow of each research project: it is not public but it is accessible to all other students participating in the process of data production and analysis. The students can use the results of data analysis and visualization to formulate new research hypotheses or they can integrate them into their master’s thesis.

In this paper I will present the essential conceptual and technical aspects of the whole workflow and consider three major advantages of this pedagogical approach for the disciplinary domain of digital history. First, students gain the experience of managing a workflow going from installation and personal practice on a solid community maintained open-source software, to reflection on data modeling concerning their own research agenda, to collaborative data and project management through a wiki, to an introduction in data mining and visualization techniques. Secondly, the abstraction level of the data model and text encoding practice proposed to the students implicitly introduces them to knowledge management and data production according to present-day standards like CIDOC-CRM and Text encoding initiative: from this perspective historical knowledge is modeled as a graph of objects situated in time and space and linked to the texts from which they derive. Thus—and this is the third advantage—the course acquaints students with the basic principles of linked data and of semantic text encoding, introducing them to the concepts and practice of resource sharing and data curation: the datasets I use for the exercises come from the French national library (BNF) SPARQL endpoint and DBPedia, and the texts from Wikipedia. In a final part, I will discuss the issues that this pedagogical approach raises for master’s students in history.
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This paper presents work on documenting text reuse of fragmentary authors and of extant works. By fragmentary authors whose texts are lost and known through quotations and references by other authors. Within ancient Greek literature 60% of authors is preserved only in fragments, showing the challenge of working with innumerable pieces of reuse scattered in our textual heritage. This work is necessarily prior to any specific research questions. Even if such editorial workflow has produced invaluable results for reconstructing lost authors, and texts are extracted from their contexts and reprinted in separate collections. Even if such editorial workflow has produced invaluable results for reconstructing lost authors, the concept of textual fragment is problematic: It includes different kinds of text reuse and implies a certain degree of originality, which is difficult to assess and represent because the original text from which the reuse derives.
is hidden by the *cover text*, i.e., by the intention of the quoting author and the characteristics of the preserving context (Most, 1997; Schepens, 2000; Berti, 2013).

Our data model defines taxonomies of text reuse for representing references to authors and works not as separate chunks of text but as contextualized annotations, expressing their nature of reuse of textual evidence. These annotations include not only the portion of text classifiable as a reuse, but also biographical and bibliographical data preserved in the source text.

Text reuse of fragmentary authors presents the challenge of documenting text aligned with no extant exemplar. Text reuse of extant works presents additional challenges of aligning as precisely as possible (but no more precisely than is possible) two or more extant passages of text that may differ in small ways or large. Our data model documents uniquely instances of text reuse and it is developed on the Canonical Text Services (CTS), which is a protocol for identifying and retrieving passages of text based on concise, machine-actionable canonical citation. It is founded on the assumption that a “text” can be modelled as “an ordered hierarchy of citation objects” (Smith and Weaver, 2009). CTS URNs can identify passages more grossly or more finely; they can identify a range of passages at various levels of specificity; by the addition of an indexed substring, a CTS URN can identify a particular string within a passage of text (Blackwell and Smith, 2012). CTS is one component of a larger digital library architecture, developed for the Homer Multitext project and called CITE (Collections, Indices, Texts, and Extensions): http://www.homermultitext.org/hmt-doc/cite/.

In order to produce citable analyses of text reuse in their context, we have been working with the *Deipnosophists* of Athenaeus of Naucratis, which is the account of a banquet where learned men quote authors and works of Greek literature concerning a wide range of topics related to dining and food. The *Deipnosophists* is significant because it is a very rich collection of many different kinds of text reuse of fragmentary authors and of extant works (Braund and Wilkins, 2000; Lenfant, 2007; Jacob, 2013).

Our data model specifies four subjects of analyses:

1. **Authors**: enumerate and identify authors reused by Athenaeus;
2. **Works**: enumerate and identify works reused by Athenaeus;
3. **Mentions**: catalog every mention of authors and works in the text of Athenaeus, including his vocabulary for identifying them. For example, Athenaeus may mention that a work by Archestratus of Syracuse was known by four different names (i.e., *Gastronomy*, *Life of Pleasure*, *Science of Dining*, or *Art of Cooking*); this would generate five entries in this list: one mention of Archestratus, and four mentions of the same work.
4. **Reuses**: uniquely identify instances of text-reuse in the text of Athenaeus.

A fifth analysis will also include the twenty-two learned men who take part in the banquet described by Athenaeus and who are actually the *characters* who quote and reuse a huge amount of authors and works.

We need seven records to produce citable analyses of the above mentioned subjects:

1. **Analysis Record URN**. Every documented instance of text reuse (authors, works, mentions, reuses) has a CITE URN uniquely identifying this instance in a CITE collection.
2. **Sequence Number**. The collection of instances of text reuse is an ordered collection; each item has a sequence number, reflecting the item’s sequence in the text of Athenaeus. This value is programmatically generated by a CTS-aware script before publishing the collection.
3. **Analyzed Text**. A CTS URN defining, as precisely or imprecisely as necessary, the span of text in the *Deipnosophists* that is the subject of this analysis of text reuse. The scope of the Analyzed Text is determined by the nature of the text reuse. In the case of authors and works, this CTS URN identifies a passage in the *Deipnosophists* that serves to justify the inclusion in the respective list. When an author or a work is reused often, the passage should be a clear, unambiguous reference (e.g., “Homer says …”).
4. **Reused Text**. While the Analyzed Text identifies a coherent and contiguous span of text, as it appears in the edition being analyzed, the Reused Text is a string identifying only the text being reused. The Analyzed Text provides context and a basis for alignment, while the Reused Text gives us the flexibility to call out non-contiguous text, to normalize text, or even to promote morphological forms determined by indirected statement to those appropriate for direct speech, without doing violence to our source-edition. The Reused Text record allows us to represent different interpretations of the same text reuse, especially in the case of non-verbatim quotations.
5. **Alignment URN**. This collection documents reuse of extant authors and works, for which we have extant editions with canonical citation. The Alignment URN is a CTS URN pointing to the quoted extant author (identified with a CtsGroupUrn) or to one specific edition of the reused work (identified with a CtsWorkUrn) that (a) justifies our claim of text reuse, and (b) is the basis for attaching a citation of a still extant work to this analysis.
6. **Analytical Edition URN**. The collected instances of text reuse of extant work in the *Deipnosophists* represent a new edition of these works, whose text-content is based on our analysis of our project’s edition of Athenaeus. The Analytical Edition URN is a CTS URN to an Athenaeus Edition of these works; the citation-value is based on that of the Alignment URN; the text-content of this edition is the Reused Text in Athenaeus. The Analytical Edition gives us an orthogonal view of the text reuse of extant authors in Athenaeus.
7. CITE Collection of Lost Works. For text reuse of lost authors and works, there is no citation scheme, nor any inherent order to the text. For these, we produce a collection of text-reuse. This Collection can be cited by CITE URNs.

Initial work on documenting text reuse has been focused on references to Homer’s Iliad in the Deipnosophists (data available at http://digitalathenaeus.github.io/). The aim is to extend our data model including the categorization of different kinds of text reuse and further concrete examples of references to fragmentary authors and extant works in the Deipnosophists of Athenaeus of Naucratis.
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Preamble

The goal of the study is to show links between lexical and social diachronic change. The study is conducted in the culturomics framework (Michel et al., 2011). In contrast to the Big data approach the study promotes the idea of medium data, i.e. amount of data which allows both to make quantitative and qualitative analysis (Bonch-Osmolovskaya, 2015). The main characteristics of the medium data are:

- The reliability of sources, which metadata can be filtered manually
- The sufficiency of the data amount for reliable statistical measures
- The possibility of additional semantic mark-up

The research is based on the data from Russian National Corpus (ruscorpora.ru) (see Plungian, Sitchinava, 2003). The study pursues changes of context frequencies for the lexeme road in the period from 1800 till 2000, and correlates the observations with social and economic progress as well as change in conceptual language space

Choice of concept

Russia is a big country, so transportation has been traditionally a critical problem. The choice of the word road for culturomics study is based on our expectations of the concept’s centrality for the economy, society and culture in Russia of the 19th-20th centuries. Road appears to be a productive sign in terms of semiotics of art (Tchepanskaya, 2003), that’s why I expected to collect numerous relevant contexts both in fiction and nonfiction. At the same time road in Russian has several meanings, the nature of its polysemy has been treated a lot in previous works (Arutuinova, 1999). We can distinguish three basic meanings which are contrasted by the position of Observer (Paducheva, 2006) – the one that percepts the road. The first meaning is road as a physical object, a line on the ground the observer sees while standing on it. It can be characterized by the quality of its surface or surrounding landscapes (i.e. dirty road). The second meaning is road as a vector, a line on a map, that connects two points (i.e central road). The observer operates in this case with the abstract idea of the road’s topology. The third meaning is metonymical and it stands for the travel-event the Observer experiences while moving
along the road (i.e. tedious road). Finally due to semiotic abundance road is frequently used in metaphorical sense (i.e. life path = “road of life”). At the same time, the first three meanings present the most important parameters that determine mobility of population: quality of roads, connectedness between localities and time and quality of journey. Therefore, it seems insufficient to track frequency change of road occurrences in the corpus in general, but it is important to distinguish how the frequency of different meanings has been changing.

Method

Different meanings of road can be captured by attributive constructions as adjectives usually refer to only one sense. The corpus has been divided into 7 time periods from 1800 to 2000. To make the sub-corpora comparable the 19th century has been divided into two periods of 50 years and the 20th century into five periods of 20 years. The contexts, containing constructions of adjective plus road has been extracted from every sub-corpus. The noisy entries has been removed, the data has been lemmatized and normalized as ipm. As a result, I obtained a database with 15000 constructions, containing more than 1500 unique adjectives.

On the next step, all the adjectives have been categorized by 20 semantic domains. The domains correlate with four basic meanings of road defined below but render more specific characteristics of different road parameters. The most frequent construction “zheleznyaya doroga” (literary metal road, meaning railroad) has been selected in a separate category.

Then I applied hierarchical clusterization to the data of 20 categories, see Figure 1

![Cluster Dendrogram](image)

Figure 1: Clusterization of semantic categories for adjectives describing road

The data of the categories in one cluster has been summarized and then plotted on the graph (see Figure 2)

![Graph](image)

Analysis

The data allows plenty of research scenarios, comparing different domains, such as, for example:

- sources of domain contents and diachronic change of the distribution of sources (for example, fiction or nonfiction)
- widening or narrowing of the category through time (how many adjectives are in the category), as a well as persistence of the content to time and economical or social changes
- substitution of one adjective to another (for example, all the changes connected with replacement of horses to cars) and its time frame
- migration of an adjective from one adjective to another

In this abstract, I will focus on the most prominent changes of cluster graphs. As Fig 2 shows the railroad (RR) cluster and the direction and centrality(D and C) cluster are the most distinctive in their behavior. In the beginning of the 19th century, the existence of big central roads from one town to another completely determined mobility opportunities of Russian population. We see that more than 50% of all the occurrences of road are associated with D and C attributes (Warsaw road, big road – as a specific term of central road). In the 1851, the railroad between Moscow and St.Peterburg has been open and this fact nicely correlates with the crossing of the RR and D and C graph in the period of the 1850s. The intensive growth of the RR cluster in the second half of the 19th century reflects not only the growth of railroad communications in Russia but also great conceptual influence of the railroad innovation, which can be also traced in numerous literary pieces of this period such as Tolstoy’s Anna Karenina or Dostoevsky’s Idiot. The intriguing fact about RR cluster is its consistent fall in the 20th century that may of course correlate with developing automobile transportation. The sharp fall of
RR cluster in the 1960s corresponds to the growth of civil airlines; see Figure 3 that demonstrates quite the opposite trend for air transportsations starting from the 60s.

Figure 3: Graph of air transportation, line with triangles marking passenger traffic.

The most important generalization that arises from the observations above is that in the 20th century the topological (vector) meaning of road is consistently fading while the reference to a road as a physical object on the contrary increases in frequency. In other words, while economic and industrial growth results in diversity of mobility means, road as a concept in lexical space has changed the balance of its meanings reducing the connection idea. At the same time the metonymic usage of road as a journey has been increased in the 20th century as well as the metaphorical usage, the both categories are very similar in their data values so they have formed one common cluster. In 1960s, the connection idea is transferred from direct usages of D and C cluster to figurative usage of Journey and Metaphor cluster. This means that we can document the moment when the idea of connection is separated from the physical movement along the road. The tedious road now is sitting in the airport for many hours waiting for your flight.

Bibliography


Plungian, V. A., Sitchinava, D. V. (2004). Natsionalny korpus russkogo jazyka poured sozdaniya korpusov sovremen- 

Ancient Maya Writings as High-Dimensional Data: a Visualization Approach

Gulcan Can
gcan@idiap.ch
Idiap Research Institute and EPFL, Switzerland

Jean-Marc Odobez
odobez@idiap.ch
Idiap Research Institute and EPFL, Switzerland

Carlos Pallán Gayol
pallan.carlos@gmail.com
Abteilung für Altamerikanistik und Ethnologie, University of Bonn, Germany

Daniel Gatica-Perez
gatica@idiap.ch
Idiap Research Institute and EPFL, Switzerland

Introduction

The ancient Maya civilization flourished from around 2000 BC to 1600 AD and left a great amount of cultural heritage materials, in the shape of stone monument inscriptions, folded codex pages, or personal ceramic items. All these materials contain hieroglyphs (in short glyphs) written on them. The Maya writing system is visually complex (Fig. 1) and new glyphs are still being discovered. This brings the necessity of better digital preservation systems. Interpretation of a small amount of glyphs is still open to discussion due to both visual differences and semantic analysis. Some glyphs are damaged, or have many variations due to artistic reasons and the evolving nature of language.

Signs following ancient Mesoamerican representational conventions end up being classified according to their appearance, which leads to potential confusions as the iconic origin of many signs and their transformations through time are not well-understood. For instance, a sign thought to fall within the category of ‘body-part’ can later be proven to actually correspond to a vegetable element (a different semantic domain). Similarly, several signs
classified as ‘abstract’, ‘square’ or ‘round’ could actually be pars-pro-toto representations of a larger whole.

Figure 1. A stone inscription found in Pomona, Tabasco (Mexico), Panel 1 from 771 AD (Photograph by Carlos Pallán Gayol for AJIMAYA/INAH Project© 2006, Instituto Nacional de Antropología de Historia, Mexico)

Figure 2. Maya glyph samples from several categories (according to Thompson’s catalog) that illustrate the within-class variety and between-class similarity

Fig. 2 illustrates the challenges to analyse Maya glyphs visually. Adding functionalities that take context (i.e., co-occurrence statistics, characteristics of the data) and part-whole relations (i.e., highlighting diagnostic parts) into account would bring guidance during decipherment tasks. The tools we envision are different from existing almanac-by-almanac visualization systems (Vail and Hernandez, 2013). They are also more engaging for users (i.e. visitors in museums), and offer promising perspectives for scholars.

This motivates the study of data visualization. In this paper, we built a prototype for visualization of glyphs based on visual features. We introduce (1) an approach to analyse Maya glyphs combining a state-of-the-art visual shape descriptor, and (2) a non-linear method to visualize high-dimensional data. For the first component, we use the histogram of orientation shape context (HOOSC) (Roman-Rangel et. al., 2011a; Roman-Rangel et. al., 2011b; Roman-Rangel et. al., 2013) which has similarities to other descriptors of the recognition literature (Belongie et. al., 2002; Dalal and Triggs, 2005; Lowe, 2004), but is adapted to shape analysis (Franken and van Gemert, 2013).

For the second component, we use the t-distributed Stochastic Neighbourhood Embedding (t-SNE) (Van der Maaten and Hinton, 2008), which is a dimensionality reduction method from the machine learning literature that has value for Digital Humanities (DH), as it can highlight the structure of high-dimensional data, i.e., multiple viewpoints among samples.

As analysis of DH data is often based on attributes like authorship, produced time, and place, observing these variations as smooth transitions with t-SNE becomes a relevant feature.

We show that the proposed methodology is useful to analyse the extent of spatial support used in the shape descriptor and to reveal new connections in the corpus through inspection of glyphs from stone monuments and glyph variants from catalogue sources. In particular, we hope that the presentation of our use of t-SNE can motivate further work in DH for other related problems.

Methodology

The analysis process is illustrated in Fig. 3. First, for each glyph, a standard visual bag-of-words representation (BoW) is computed from the HOOSC descriptors. Second, dimensionality reduction is performed on the BoW representation of a glyph collection to generate the visualization. The main steps are described below.

Datasets

We analyse our visualization pipeline on two individual Maya glyph datasets.

Monument data

We use a subset (630 samples from 10 classes, Fig. 4) of
hand-drawings (Roman-Rangel et. al., 2011), corresponding to syllabic glyphs inscribed in monuments. These samples are collected by archaeologists (as part of Mexico’s AJIMAYA project) from stone inscriptions spread over four regions (Peten, Usumacinta, Motagua, and Yucatan). As an additional source, around 300 glyph samples are taken from existing catalogues (Thompson and Eric, 1962; Macri and Looper, 2003).

**Thompson catalogue**

Secondly, we use 1487 glyph variants cropped from the Thompson’s catalogue. These variants belong to 814 categories and divided as main sign and prefix/suffix groups in the catalogue.

**Visual feature representation**

The HOOSC is a shape descriptor proposed in our research group for Maya glyphs (Roman-Rangel, 2011b). It is computed in two main steps (Fig. 5). First, the orientations of a set of sampled points are computed. Secondly, for a given sampled position, the histogram of local orientations are computed using a small number Na of angle bins forming a circular grid partition centred at each point. The HOOSC descriptor is obtained by concatenating all histograms, and applying per-ring normalization. Basic parameters are the spatial context sc defining the extent of the spatial partition; the number of rings Nr and the number Ns of slices in a ring. With Na = 8, Nr = 2, Ns=8, HOOSC has 128 dimensions. We have used HOOSC for usual retrieval and categorization tasks (Hu et. al., 2015).

**Dimensionality reduction: t-SNE**

Proposed in (Hinton and Roweis, 2002), SNE is a non-linear dimensionality reduction method. It relates the Euclidean distances of samples in high-dimensional space to the conditional probability for each point selecting one of the neighbours. In t-SNE (Van der Maaten and Hinton, 2008), these distributions are modelled as heavy-tailed t-distributions. t-SNE aims to find for each data point, a lower-dimensional projection such that the conditional probabilities in the projected space are as close as possible to those of the original space (measured with KL divergence (Kullback and Leibler, 1951)).

In our application, first, we project the BoW representation to a 30-dimensional space using PCA, then applied t-SNE to these projections to get 2-dimension mapping. t-SNE keeps track of the local structure of the data as it optimizes the clusters globally.

**Results and discussion**

The full-scale visualization of the glyphs are available at https://www.idiap.ch/project/maaya/demos/t-sne.

**Glyph monument corpus structure**

![Figure 6. Monument data: t-SNE plots with visual representations obtained at four different spatial context levels](image)

Fig. 6 shows the monument corpus. The region encoded in the visual descriptor varies from almost whole glyph (sc=1/1) to small local parts (sc=1/8). One question is how spatial context influences visualization of the representation. Regarding the visual clusters, with the most global representation (sc=1/1), our method extracts more distinct clusters, e.g. T229 and T126 in Fig. 7 (navy and magenta in Fig. 6 and 9). Please see Fig. 9 for roughly-coloured clusters of the glyphs. As the descriptor gets more local, the categories with common patterns mix up (Fig. 6). Yet, our method is able to capture meaningful common local parts and maps the samples based on these elements, i.e. parallel lines, hatches, and circles.

For Maya epigraphers in our team, a more neatly differentiated grouping of signs, e.g. obtained by HOOSC with sc=1/1 is preferable. However, work on the effects of parameter choice is required to obtain groupings that make more epigraphic sense. Clearer ‘borderlines,’ less ‘outliers,’ and less ‘intrusive’ signs (e.g. T25 and T1) within each cluster would be desirable. Our results in this regard are preliminary, but they open promising research questions.
Another important epigraphic point is that we observe interesting visual transitions between samples of the categories. Fig. 8 shows examples from category T59 and T116, which illustrate a smooth dilation of samples in one direction. These kind of observations are interesting for archaeologists, since they might correspond to modification of the glyph signs over time or place.

From the visualization of glyph variants in Thompson’s catalogue with the largest spatial context level (sc=1/1), we observe that visually similar categories are grouped together, while exhibiting smooth transitions. These transitions may correspond to some characteristics of the data. Fig. 10 shows a cluster of personified main signs in which degree of visual internal detail decreases in the indicated direction. We also observe separate visual clusters for hatched, horizontal and vertical glyphs.

Conclusion

Our goal in this study is to help DH scholars to visualize data collections not as isolated elements, but in context (visually and semantically). Even though early catalogues are built based on visual similarities, i.e., (Thompson and Eric, 1962) or (Zimmermann, 1956) relied on graphic cards to study similar patterns, the categorization methods were poorly understood and were not easy to reconfigure. Furthermore, due to the limited knowledge at the time about semantics and sign variants, these catalogues turned out to be inaccurate or outdated. Similarly, Gardiner’s list (Gardiner, 1957) is insufficient to elucidate sign variability in the ’Book of The Dead’ (Budge, 1901).

With the proposed tool, however, considering details at different scales as semantic/diagnostic regions in the visualization can help archaeologists to discover semantic
relations. In this way, overlapping notions such as ‘colours’, ‘cardinal directions’ and specific toponyms from earthly, heavenly or underworld realms can be studied in greater detail.

Finally, illustrating all variations with different visual focus in a fast and quantitative manner brings out the characteristics of signs. This also helps experts match samples from various sources (i.e. monuments, codices, and ceramic surfaces) to corpus data more efficiently; and trigger the decipherment of less frequent and damaged signs. Hence, our work is a step towards producing a more accurate and state-of-the-art sign catalogue.
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The Evolution of Virtual Harlem: Bringing the Jazz Age to Life

Bryan Wilson Carter
bryancarter@email.arizona.edu
University of Arizona, United States of America

Imagine being faced with the choice of remaining in your hometown, living in what you have known all of your life in harshly oppressive conditions, or leaving, along with a number of your family and neighbors, headed North or West toward a land of promise and opportunity. This was the basic choice that many African Americans had in increasing numbers after 1865 when the emancipation proclamation was signed and a flurry of legislation passed in an attempt to equal the playing field for recently emancipated African Americans. By the early 20th Century, the Great Negro Migration was well underway, as African Americans were being driven off the land by the violence and intimidation of the Ku Klux Klan, natural disasters, and increasing levels of legal and extra-legal oppression and inequality in all sectors of life. They were also being pulled to the North and West by the perceived promise of increased opportunities in many aspects of life, the receipt of letters and communication from friends and relatives who had already made the move, and the perception of less racism in the North and West.

By the end of World War I, The Great Migration had reached flood proportions with hundreds of thousands of African Americans moving to urban centers in the north such as Chicago, Il, Harlem, NY, the steel belt and the auto industry in the midwest, as well as out towards the great promise of the West. Those who left the south for the urban North knowingly or sometimes unknowingly became a part of the New Negro Movement, known later as The Harlem Renaissance, of the 1920s, and The Chicago Renaissance of the 1930s and 40s. Understanding the cul-
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American history and culture will be connected through Virtual Harlem, New York, as it existed during the 1920s Jazz Age, in 3D space, where objects such as buildings, interiors, automobiles and more are constructed using 3D modeling applications. This project is one of the earliest full virtual reality environments created for use in the humanities and certainly one of the first for use in an African American literature course. Virtual Harlem was originally conceived by Dr. Bryan Carter as part of his graduate work at the University of Missouri-Columbia in 1996, and developed by the Advanced Technology Center there who assisted him in designing it as a collaborative Virtual Reality (VR) environment and learning simulation in which participants learned about and experienced the Harlem Renaissance to supplement real world courses about the subject. The Harlem Renaissance/New Negro Movement was a unique period in American history that occurred in the 1920’s, just after the end of World War I.

It was a time when Langston Hughes, Eubie Blake, Marcus-Garvey, Zora Neale Hurston, Paul Robeson, and countless other African Americans made their indelible mark on the landscape of American and international culture. This is a time when African Americans made their first appearances on Broadway; chic supper clubs opened on Harlem streets; riotous rent parties kept economic realities at bay while the rich and famous, both white and black, attempted to outdo each other with elegant, integrated soirées (Lewis), and African American artists and entertainers were the toast of European Cafe Society.

Time Machine: Bronzeville has been in-development as a multi-modal recreation and immersive experience of the vanished and historically significant Bronzeville section of Chicago’s South Side, during The Chicago Renaissance period (1930–1950). Components of this project include a computer game treatment, online immersive web destination, and augmented reality gallery installation.

Through the use of digital 3D image creation and animation, game and web technologies, the visitor can explore the history, lore, and legends of Bronzeville during the defining events of the 20th century: The Great Migration, The Great Depression, The Chicago Renaissance, Jim Crow Segregation (American Apartheid), World War II, and the emergence of The Black Metropolis.

Intuitively navigating the avenues, alleys and interior spaces of Bronzeville, and interacting with its residents, the visitor discovers the genius, ingenuity, and invention in all the arts and humanities, from painters’ studios and recital halls, juke joints and storefront churches, to lecture halls, theater stages and street corner soapboxes that distinguishes the vibrant and creative period of The Chicago Renaissance.
The Vision: An Expanded Harlem/Bronzeville World

The immersive cityscapes of Virtual Harlem and Time Machine: Bronzeville are historical simulations and interpretations of the vanished Harlem and Bronzeville of the 1920s, 1930s and 1940s, recreated from extensive research of the photo and graphic records, the African American press archives, personal memoirs, oral histories and statistics.

The richly detailed environments will be deeply embedded with informing and contextual media. The visitor’s movements and interactions with animated characters and objects will trigger radio broadcasts, phonograph recordings, ambient soundscapes, and links to other resources. The visitor will be able to interact with and manipulate objects in the environment to access the archive of historical photos, print documents and media clips that illuminate the events, persons, and significance of the creative, cultural, social and commercial engines that were Harlem and Bronzeville in these periods. Extensive use is made of documentation gleaned from African American press, radio and film archives.

The projected Harlem/Bronzeville complex will enable the visitor to explore 3D simulations of the vanished Harlem and Bronzeville communities. With a click/touch, select locations can be viewed through decades of change, allowing the visitor to witness the evolution of the neighborhoods, and to compare the historical views with the contemporary cityscape. 3D animated scenes and tableaux depict historical events, persons and places significant in understanding this period and its arts movement. In-world interactive maps and guides aid the visitor in navigating the terrains and times.

Featured historical figures, locations, and significant events of Harlem and Bronzeville include: artists’ profiles and portfolios for Langston Hughes, Richard Wright, Arna Bontemps, Margaret Walker, Gwendolyn Brooks, Inez Cunningham Stark, William Edouard Scott, Charles White, Archibald John Motley, Jr., Eldzier Cortor, William MacBride, Elizabeth Catlett, Gordon Parks, Horace Cayton, John Johnson, the Jones Brothers (Policy Kings), The Apollo Theater, the Cotton Club, Connie’s Inn, The Theresa Hotel, The Dark Tower, The South Side Community Art Center, Parkway Community House, South Side Writers’ Group, the American Negro Exposition, Louis Armstrong and Chicago Jazz, Thomas Dorsey, the “Father of Gospel Music”, blues artists, Contralto Mahalia Jackson, Katherine Dunham and Ballets Negres, the Beaux Arts Ball, The Skyloft Players, The Bud Billiken Parade, Artists’ and Models’ Ball, Savoy Ballroom, Regal Theater, Rhumboogie, Club DeLisa, among many others.

Timeline, Maps, and Infographics

Through the Graphical User Interface Unity3d overlay (GUI), the visitor will be able to access a Timeline, maps and other infographics, presenting a multimedia chronology of The Great Migration, The Harlem Renaissance, and The Chicago Renaissance. Images and text, media clips and animations pop up as the cursor rolls over key points on the graph. Hot spots on the graph link to other components of the environment, enabling visitors to travel quickly around the space. The Timeline, maps and infographics also present contextual information about national and international events, as documented in the African American press and other media sources. This prototype GUI will also enable users to save information, take snapshots and submit suggestions for integration of their own research for approval or suggestions to improve the experience.

Community-Of-Interest

Another of our challenges will be to create a forum for a community-of-interest, encouraging inquiry and making connections, and a host site/server for live presentations, teaching/learning experiences, performances and discussions. We envision an expanding archive and repository for Humanities research and scholarship (Implementation Phase). The start-up phase will include the design and samples of supplemental materials and guides to aid educators, and researchers in making full use of the evolving technology components and capabilities of this multi-modal compendium of reference materials, image archive, bibliography, repository for and curation of visitor contributions, and library of, and portal to, essays and lectures by scholars.

The immersive Harlem/Bronzeville complex presents an unprecedented contribution to the historical representation and interpretation of African Americans, uniquely enabled by current and emerging technologies. The design of the content and interactive engagement will make the Harlem/Bronzeville destination attractive to a wide spectrum of visitors, with international reach.

Enhancing the Humanities

The evolution of video games, the excitement surrounding virtual reality with the launch of a number of VR headsets, the increased graphic and processing power of currently available personal computers and gaming consoles, the rise of low cost and accessible virtual environment and game development tools, and the focus on increased engagement in the classroom makes this a perfect time to consider ways that both these projects might focus on a much larger and unifying aspect of African American culture and transformative period of American history, The Great Migration. The nationwide observance of the centennial of The Great Migration begins in 2016, and our project is intended to contribute to this multi-year observance.
The Larger Discussions

This project, in addition to it representing an innovative use of emerging technologies to teach Africana content, also introduces three parallel discussions; digital preservation, lack of diversity in Digital Humanities and the pedagogy of Digital Africana Studies.

Lack of Diversity in Digital Humanities

So what exactly is the Virtual Harlem/Bronzeville project? Since its inception, the Virtual Harlem Project has been called a variety of things to include a virtual learning platform, a collaborative learning network and a digital humanities project. Although it is most likely one of the oldest VR environments focused on African American life and culture, more specifically, that of the 1920s Jazz Age/ Harlem Renaissance, until recently, Virtual Harlem has rarely been discussed as an example of diversity in Digital Humanities. This is rather odd given that the project is particularly focused on African American life and culture, that it was conceived by an African American scholar and that it was initially intended to be used in an African American literature course. Yet, discussions of Virtual Harlem tend to center on the project as a good example of advanced visualization, technology in the classroom, or even a digital humanities project, without much mention of it having an emphasis on diversity. There are a variety of reasons why this may be the case. One is that there are so few VR projects that deal with diverse topics that those that are tend to be discussed with regards to the technologies used, not necessarily the nature or content of the project. Virtual Harlem also represents the use of interactive technologies where students are encouraged to become active contributors to a much larger landscape that is accessible by other members of the class and by limited numbers who are not enrolled. Contributions to the environment are done in non-traditional ways, to include performance, 3D body scanning and motion capture. It is just this sort of non-traditional teaching, learning and use of advanced technologies that some, particularly within the Africana Studies scholarly community, sometimes tend to view with a level of scepticism. Possible reasons for this are complex and may in part be related to how traditionally, scholarly respect for the discipline has been connected to knowledge and experience of its scholars. When the focus is shifted towards the technology used, there may be a fear of losing part of that respect. Tara McPherson suggests that “politically committed academics … engage technology and its production not simply as an object of our scorn, critique or fascination but as a productive and generative space that is always emergent and never fully determined” (McPherson 155). Virtual Harlem represents one of the myriad of technologies that are and can be used in the humanities to address the learning styles of this generation of students, to encourage students to make use of the variety of tools they have at their disposal to express their understanding of humanities content, and to help us deal with increasing amounts of data and information directly and indirectly related to the humanities. There are, however, a number of exciting projects by a diverse set of scholars that are flying under the radar simply because these scholars tend not to publish their work in digital humanities journals, many are dealing with tenure and promotion and focusing their publishing efforts on that which those evaluating their dossiers are more familiar instead of pushing projects that some fear may call their scholarship into question simply because evaluating digital humanities projects is not always fairly done in every discipline. These scholars are caught in a catch 22. Their projects are an amazing example of the use of technology in the classroom, yet evaluators have a fundamental lack of understanding of what digital humanities is or how to deal with it for tenure and promotion. So underrepresented scholars typically have to publish in traditional venues while working on their digital humanities projects as side projects until tenure and promotion are earned. Funding for digital humanities projects dealing with diverse topics is also difficult. Statistics are difficult to come by, but judging from the articles published in the most difficult popular digital humanities journals and books, there are very few pieces published that document projects dealing with diverse topics, created by underrepresented scholars. That is a problem. So what can be done to diversify the field? What can be done to encourage young minority scholars to contribute their ideas to the growing body of digital humanities scholarship in an effort to strengthen the field? Answers to these questions are not easy, nor will they be addressed in the very near future. However, there are efforts being made to introduce underrepresented scholars to digital tools and projects that, in time, may filter into the classroom and eventually into scholarship of these groups. These activities include workshops funded by the National Endowment for the Humanities and the Mellon Foundation along with pedagogies being developed that inherently incorporate technology as a part of the teaching and learning process.

Digital Africana Studies

Digital Africana Studies closely parallels Digital Humanities in that it encourages scholars to use a variety of technologies to teach and research within their fields and seek connections to the outside world in an effort to understand the human condition. Furthermore, Digital Africana Studies, also encourages students to use a variety of digital tools to express their understanding of course content and find relationships between what they are learning, their lives and the world around them. Digital Africana Studies is a direct outgrowth of Afrofuturism, which is a theory that explores how people of African
descent are represented in conversations of the future, whether that future be depicted through science fiction, the entertainment industry, popular culture or education, as well as a way of looking at the world, a canopy for thinking about black diasporic artistic production, a way of considering the presence of people of African descent within past, present and future Western society, as well as an epistemology that is thinking about the future, the subject position of black people, and about how that is both alienating and about alienation. So when I am asked, “what is Virtual Harlem?”, I find it simultaneously strange, curious and sometimes insulting that some would try to categorize, label and subsequently only see it through a relatively narrow lens, thus missing the larger, experiential aspect of the project. Digital Africana Studies is the pedagogical and practical application of Afrofuturism in that it seeks to explore how advanced technologies may be used in the classroom to support a more experiential environment, one that creates memorable encounters with the culture and content of the course.
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Jonathan Edwards (1703-1758) is generally considered the most eminent and versatile thinker in early American history. His impact on the shaping of the theological thought and the preaching tradition of the colonial period was profound and long-lasting. Today he remains one of the best studied figures of the American past and different elements of his impressive output are continually reprinted by both academic and commercial publishing houses. Over his life Edwards authored more than a thousand sermons, hundreds of letters and a number of theological treatises. The Jonathan Edwards Research Center at Yale University edited and published most of these texts in their complete form as The Works of Jonathan Edwards, led by Harry Stout as general editor and Kenneth Minkema as executive editor. The series of almost thirty volumes is described by Phillip Gura, a former editor of Early American Literature, as the “most important editorial project in American cultural history in the past 50 years” (2004, 149). Edwards’ life is so well documented that there are hardly any stones unturned in the life of the Northampton divine. Especially, his relevance for the events of the Great Awakening, a powerful social-religious movement of colonial America, underwent close scrutiny and the most notorious sermon of America, “Sinners in the Hands of an Angry God” which he authored, has been the studied linguistically, rhetorically and stylistically.

Like most people of his age, Edwards was a diligent diary-keeper and an avid letter-writer. His private texts offer a comprehensive insight into his daily struggles and ambitions – in consequence, the very writing and publishing process of his texts is relatively well documented. Yet, surprisingly – in spite of such extensive research conducted upon Edwards – the relationship between him and Thomas Foxcroft (1697-1769), his editor and literary agent has not been extensively studied.

Foxcroft was a minister at First Church in Boston, Massachusetts and Jonathan Edwards’s ally in the pro-revival debate. Their collaboration began most probably in 1749; Edwards had great trust in his erudition and skill to carry out the authorial intent expressed point-by-point in his commentaries to the suggestions of corrections. Foxcroft sometimes included Edwards’s correction verbatim, exactly as indicated by the author, at other times, he paraphrased them, while preserving the author’s thought. Edwards entrusted Foxcroft with the editing, the correction and the publication process – as he writes in a letter sent from Stockbridge – a small mission he was sent to after the dismissal from his own parish of Northampton: “I should be glad that you would endeavor that this book may be printed in a pretty good paper and character, and may be printed correctly, and that particular care may be taken that the printer don’t skip over a whole line as they sometimes do. And if the bookseller can be agreed with to let me have a number for the copy, it would be pleasing”. (30 June, 1752). Edwards also consulted Foxcroft about the correctness of his interpretation of other authors: “(…) it is very difficult, and almost impossible, for another to enter into all the views of a writer, or to know everything he has in view in all that he says; and therefore a little variation of sentiment, may much thwart and disappoint his design, insensibly to another. But this I should take as a very friendly part and much desire, that if you observe, that in any instances I have mistaken Mr. Williams’ meaning, and misrepresented him, or in any respect injured him (…)” (30 June, 1752). The extent to which the style of the editor (whose idiosyncratic style can be described on the basis of
numerous publications he himself authored) permeated the author’s writings in this case has not been determined. The influence of Foxcroft’s thought and style in Edwards’s writings seems to be potentially very strong and demands close investigation and the stylometric approach seems a most fitting tool to be employed for such a study.

The analysis was performed with two quantitative methods: frequencies of most frequent words were compared between the texts using the Delta procedure (Burrows 2002); then, an analogous procedure (this time using Support Vector Machines) was used to look for traces of the editor’s signal in consecutive segments of several treatises by Edwards (“rolling.classify,” Eder 2015a). The analyses were performed with stylo (Eder et al. 2013), a package for R, the statistical programming environment (R Core Team 2014), postprocessed with Gephi network analysis software (Bastian et al. 2009).

A general view of stylometric similarities and differences between the writings of Edwards and Foxcroft is presented in the network diagram in Fig. 1. It shows, above all, a good separation of the signal of the two preachers, especially when Edwards’s spiritual texts; sermons, treatises and Biblical comments are concerned, these, in turn, exhibit a degree of separation by subgenre – as opposed to Foxcroft’s generally more uniform stylometry.

In the more detailed search for the editor’s signal with the “rolling.classify” method, longer texts by Edwards, i.e. his treatises, were compared against his own signal averaged over the rest of his oeuvre and against that of Foxcroft, bearing in mind the suggested caesura of 1749. Sure enough, consecutive segments of Edwards’s works written before that date exhibited no traces of the editor (as exemplified by Fig. 2), and then surfaced in a series of works (as visible in Fig. 3). Interestingly, the editor’s signal disappears again in 1758, the year of Edwards’s (not Foxcroft’s) death.

These results have two significant consequences. The first is that we have now produced a quantitative confirmation of the extent of collaboration between two major colonial authors. But the fact that the quantitative agrees so well with the qualitative (or historical) evidence also shows that editorial traces can indeed be found with stylometry, perhaps to a greater degree than we might have anticipated.
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Il distant reading e l’interpretazione

Come noto le tecniche di topic modeling rientrano nell’insieme più generale di metodi e approcci all’analisi computazionale dei testi letterari che Mario Moretti, con una formula di notevole successo coniata in antinomia con il metodo critico tradizionale, ha definito “distant reading” (Moretti 2013b: 48):

what we really need is a little pact with the devil: we know how to read texts, now let’s learn how not to read them. Distant reading: where distance, let me repeat it, is a condition of knowledge: it allows you to focus on units that are much smaller or much larger than the text: devices, themes, tropes— or genres and systems.

Tra i numerosi ricercatori che, con interesse se non addirittura con entusiasmo, hanno adottato questi metodi si nota talvolta una specie di atteggiamento riduzionista secondo cui i fenomeni letterari possono essere ridotti senza residui a fenomeni quantitativi misurabili e analizzabili in virtù di metodi puramente numerici e statistici (Jockers, 2013):

Close reading is not only impractical as a means of evidence gathering in the digital library, but big data render it totally inappropriate as a method of studying literary history […] massive digital corpora offer us unprecedented access to the literary record and invite, even demand, a new type of evidence gathering and meaning making.

A questo atteggiamento ovviamente si oppone una posizione che rivendica la radicale irriducibilità della letterarietà e/o dell’ermeneutica letteraria, la loro natura qualitativa. La tesi che intendo difendere in questo paper è la seguente: un metodo quantitativo o computazionale riveste interesse come strumento critico letterario nella misura in cui fornisce dati osservativi che possono essere correlati a termini o nozioni teoriche rilevanti per la teoria e la critica letteraria. In particolare, ritengo che le teorie semiotiche del testo letterario rappresentino una fonte di modelli e teorie di enorme utilità in ambito computazionale.

L’interpretazione di un testo letterario consiste nella creazione ed elaborazione di una serie di nozioni intenzionali adottate per spiegare il funzionamento: nozioni come quella di storia, personaggio, eroe, autore e lettore, descrizione. Possiamo dire che la scuola semiotica nella teoria e nella critica letteraria ha adottato verso queste nozioni la stessa strategia che la corrente funzionalista nella teoria della mente ha avuto verso i termini della psicologia del senso comune: ne ha fornito una spiegazione in termini di concetti (come quella di attante, funzione narrativa, fabula, intreccio, isotopia) e modelli formali più rigorosi. Questi concetti non negano la natura intenzionale dell’interpretazione, ma non la intendono come un fenomeno irreducibile, bensì ne tentano una spiegazione al livello del progetto, per usare i termini del filosofo Daniel
Dennet (Dennet, 1990). Lo stesso Eco ha descritto questo doppio livello esplicativo introducendo la distinzione tra interpretazione semantica e interpretazione critico/semiotica (Eco, 1990: 29):

L'interpretazione semantica o semiosica è il risultato del processo per cui il destinatario, di fronte alla manifestazione lineare del testo, la riempie del significato. L'interpretazione critica o semiotica è invece quella per cui si cerca di spiegare per quali ragioni strutturali il testo possa produrre quelle (o altre alternative) interpretazioni semantiche.

D'altronde è lo stesso Moretti (che in questo mostra una accortezza teorica e una conoscenza del campo letterario non riscontrabile in altri autori) a suggerire questa via in uno dei suoi migliori saggi teorici adottando la nozione epistemologica di “operazionalizzazione” come processo di traduzione di un termine teorico in una procedura sperimentale (Moretti, 2013a):

Operationalizing means building a bridge from concepts to measurement, and then to the world. In our case: from the concepts of literary theory, through some form of quantification, to literary texts.

**Topic model e loro possibili interpretazioni**

Accettando il suggerimento metodologico di Moretti, quale nozione teorica della teoria letteraria viene operazionalizzata dal concetto statistico di *topic model? O per usare un linguaggio più caro ai praticanti delle tecniche di text mining, di quale fenomeno letterario funge da “proxy” un topic model?*

Dal punto di vista tecnico il *topic modeling* è una tecnica di text mining non supervisionata. Esistono diversi algoritmi di topic modeling, ma ad oggi il più diffuso è quello noto come Latent Dirichlet Allocation (LDA), basato su un approccio probabilistico bayesiano. In modo intuitivo possiamo dire che alla base di LDA vi è un semplificato modello generativo del testo: quando un autore scrive un testo in prima battuta sceglie l’insieme degli argomenti (topic) di cui vuole parlare e poi determina la proporzione con cui ciascun argomento sarà presente. Ammettiamo ora che ogni possibile topic possa essere caratterizzato come un insieme di parole con una data distribuzione: una specie di sacchetto di parole dove le parole possono essere ripetute in ragione diversa a seconda delle loro rilevanza rispetto all’argomento. Il nostro autore dunque potrà “pescare” in modo casuale dai vari sacchetti che corrispondono agli argomenti di cui intende scrivere ed estrarre da ciascuno un numero di parole proporzionale al peso che intende assegnare a ciascun argomento. Alla fine non dovrà fa altro che mettere in sequenza il suo mucchietto di parole ed ecco che avrà ottenuto il suo testo, in cui ovviamente le parole avranno una distribuzione determinata dalla rilevanza degli argomenti/sacchetti da cui sono state estratte. In termini tecnici si dice che in LDA un testo è una distribuzione di probabilità su un insieme di topic e un topic una distribuzione di probabilità su un insieme di parole. La cosa interessante di questo semplice metodo modello generativo è che può essere invertito: otteniamo in questo modo un algoritmo che è in grado di estrapolare i topic prevalenti in un insieme di documenti, ovvero la lista delle parole che co-occorranno con frequenza notevole e la loro distribuzione di probabilità.

I problemi tecnici dell’applicazione immediata di questo metodo (come di altri simili) in ambito letterario, sono diversi (Sculley and Pasanek, 2008). Ma qui ci interessa soprattutto il fatto che la nozione di topic non ha un chiaro statuto in ambito letterario: che cosa è quella lista di parole che costituisce un topic? E che cosa è la lista di topic (il topic model) nel suo insieme?

Le risposte possibili a questo quesito sono diverse: Ted Underwood ha proposto di interpretare i topic prodotti dagli algoritmi come LDA come “discorsi”, ovvero “kinds of language that tend to occur in the same discursive contexts” (2012a). Ma questa proposta da un lato richiede che lo statuto del concetto di discorso sia meglio definito; dall’altro nella formulazione di Underwood sembra dare adito a circolarità, poiché è proprio la natura e la funzione letteraria di quel particolare insieme di parole che va spiegata. Altri possibili candidati come correlati teorici della nozione di topic sono le nozioni di tema e motivo, che hanno avuto una lunga storia teorica nella teoria letteraria del secolo scorso; ma anche in questo le varie accezioni di possono assegnare ai concetti di tema e motivo possono avere poco a che fare con i risultati di un algoritmo come LDA. Temi e motivi sono entità di contenuto che possono manifestarsi in specifici sintagmi o enunciati, ma che possono altresì essere manifestate in vaste porzioni di testo (a limite un testo nella sua interezza) senza avere nessun correlato linguistico immediato (Segre, 1985). Si identificano in quanto temi e non generici contenuti concettuali in virtù della loro natura di stereotipi culturali che risiedono nella memoria culturale collettiva a cui autori e lettori attingono, pur mutandone nel tempo e nello spazio i valori semantici connotativi. Altrettanto problematica la interpretazione di un topic model come *isotopia* nel senso definito da Greimas (1985), intesa come classe paradigmatica di caratteristiche testuali discorsive che presentano una omogeneità semantica: infatti l’isotopia non è un fenomeno lessicale e soprattutto è il prodotto della cooperazione interpretativa del lettore, come la nozione di *topic discorsivo* adottata da Eco in nel suo *Lector in Fabula* (1979).

**Conclusion**

La discussione delle possibili interpretazioni semiotico-letterarie della nozione di topic modeling e la constatazione della difficoltà teoriche che esse presentano ci porta ad
affermare che in effetti non è possibile trovare un unico e soddisfacente correlato teorico-letterario dei risultati di questi metodi di analisi quantitativa. La conseguenza di questa difficoltà nella definizione teorica, ovviamente, non deve essere il rifiuto di queste tecniche di analisi come metodi utili alla conoscenza dei testi letterari. Occorre tuttavia essere consapevoli che di volta in volta il ricercatore dovrà individuare, sulla base dei testi che ha sottoposto ad analisi, quale siano i fenomeni letterari che i risultati intendono spiegare. Ne consegue inoltre la fallacia dell’idea di adottare nella ricerca letteraria le strategie di analisi esplorativa tipiche dei metodi della Big Data analytics. La natura intenzionale degli oggetti letterari rende impossibile individuare fenomeni rilevanti senza avere un modello o una ipotesi critica che orienti e regoli l’indagine.
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Introduction

This paper presents the results of an effort that our research team has done in order to develop an OWL 2 ontology to formally define the semantics of the Text Encoding Initiative markup language. The preliminary steps of this research project have already been presented at the TEI Conference in 2014 and 2015 (Ciotti and Tomasi 2014, Ciotti et al., 2015). We believe that our work has reached a satisfactory level of development, both on the theoretical side and in the practical implementation.

Why an ontology for TEI

The reasons to have a formal and machine-readable semantics for TEI are manifold. In the first place we can set forth a list of pragmatic and technical benefits that have been already pointed out in many previous works dedicate to this topic, that dates back to the mid-90s (Di Iorio, Peroni and Vitali, 2009; Ciotti and Tomasi, 2014). Here is a brief summary of those arguments:

- enabling parsers to perform both syntactic and semantic validation of document markup;
- inferring facts from documents automatically by means of inference systems and reasoners;
- simplifying the federation, conversion and translation of documents marked up with different markup vocabularies;
- allowing users to query upon the structure of the document considering its semantics.

The advantages envisioned in this list are not specific to the TEI or aim to facilitate the relationships between different markup languages; but some of the issues have special relevance for TEI and for the usage of TEI inside its reference community.
Take for instance the query issue: we all know that there are many ways of expressing one and the same textual feature in TEI markup, so that it is very difficult to query heterogeneous TEI corpora and text archives. Having a set of ontological definitions of the conceptual level behind markup, that is, a set of shared formal definitions of the textual features to which any single encoding project could bind idiosyncratic markup usage, could help solve this problem. The same argument could be made for a far more adequate management of interoperability of TEI text collections between different repositories or applications.

But we believe there is also a deeper theoretical and foundational advantage in the idea of an ontological semantic model for TEI. It is a commonly acknowledged notion that the very core of digital methods application in humanities research is the notion of model/modeling. The pair of terms “model/modeling” is deplorably understood in many different ways in the community. We think that, as far as we are using Turing machine like device for computation, the only workable notion of modeling is a formal one: model we should be interested in are formal models. Where formalization is to be understood as a series of semiotic processes that generates an algorithmically computable representation of one (or more) phenomenon/object.

It is widely recognized that the TEI is not only a markup facility but first and foremost a conceptual model of textuality. In fact, the Guidelines (TEI Consortium, 2015, chap. 23) explicitly introduce the notion of a TEI Abstract Model. The fact is that the notion of an abstract model is used in many formal procedures but this very notion is not formally defined. This ends up in a lot of problems and circularities. We think that we need to have a formalized account of the quasi-formal notion of TEI abstract model, if it has to be of any use other than a sort of regulatory principle.

We do not advocate going back to a monist theory of textuality. Our suggestion to adopt contemporary Semantic Web formalisms to build this abstract conceptual model give us the possibility to have a “foundation” of TEI in a well-defined data model that is not dependent on the notion of a single hierarchical “ordered hierarchy of content object” (OHCO, DeRose et al., 1997), and that can accommodate, at least to some extent, the “pluralities” of textuality.

Structure of the ontology

TEI as a whole is very complex, and its usage is governed by pragmatics and contextual requirements. We acknowledge that it is impossible to reduce to a unique formal semantic definition this fuzzy cloud. Though, we can identify a subset of shared assumptions, a common ground of notions about the meaning of TEI markup and the nature of documents like object: we think that this subset can be the object of an ontological formalization. For various reasons we have adopted the TEI Simple customization (Cummings et al., 2014) as an acceptable approximation of this common ontology. This is not an opportunistic ad hoc choice, as it may seem. TEI Simple in fact has been defined by a group of domain expert that have analyzed the actual usage of TEI markup in some big textual repositories and have selected and organized a set of one hundred or so elements that can describe all the textual features represented by the markup in those documents. This fits perfectly in the definition of a formal ontology development process.

The main design requirements for building our ontology have been the following:

- the ontology must express at the same time an abstract characterization of TEI Simple elements’ semantics and an ontological definition of their structural role;
- the ontology must define a precise semantics of the elements having a clear characterization in the official TEI documentation (e.g., the element <p>), while it should relax the semantic constraints if the elements in consideration can be used with different semantic connotations depending on the context (e.g., the element <seg>);
- it must be possible to extend the ontology, reuse it and define alternative characterizations of elements semantics without compromising the consistency of the ontology itself;
- where possible existing ontologies or meta-ontologies must be reused.

In accordance with these overall principles we have decided to implement a complex architecture using some pre-existing meta-ontology frameworks to express the meaning of TEI element set by the way of the classes and properties they define. In particular we have adopted:

1) LA-Earmark (Di Iorio, Peroni, Poggi, Vitali, 2011; Peroni, Gangemi, Vitali, 2011), a markup metalanguage, that can express both the syntax and the semantics of markup as OWL assertions, and an ontology of markup that make explicit the implicit assumptions of markup languages. LA-EARMARK is an extension of EARMARK with the Linguistic Act module of the Linguistic Meta-Model that allows one to express and assess facts, constraints and rules about the markup structure as well as about the inherent semantics of the markup elements themselves.

2) Structural Pattern Ontology (Di Iorio, Peroni, Poggi, Vitali, 2014), whose goal is to identify a small number of patterns that are sufficient to express how the structure of digital documents can be segmented into atomic components.

The specification of markup semantics for the various TEI Simple elements is done by means of LA-EARMARK class and properties. The general Earmark class for any markup element is earmark:Element. The <abbr> element is defined as follows:

Prefix earmark: <http://www.essepuntato.it/2008/12/earmark#>
Prefix co: <http://purl.org/co/>
one concerning the structural behavior of markup
that is described by means of the Pattern Ontology (PO);
the other regarding the intended semantics of an
element (e.g., the fact that an element is a paragraph
rather than a section, a personal name reference rather
than a geographical reference), that is described by TEI
Semantics Ontology or by a combination of already exist-
ing ontologies.

TEI Semantics Ontology is the core component that
gives the actual semantics of TEI elements. Its definition
is based on a categorization of the elements of the TEI
Simple, based on a refactoring of the TEI model Classes.

The link between the class describing kinds of ele-
ments and their related semantic characterization is pos-
sible by means of the property “semiotics:expresses”. The
associations of semantics to markup elements can be
contextualized according to a particular agent’s point
of view, in order to provide provenance data pointing
to the entity that was responsible for such specification.
This is possible by means of the Linguistic Act Ontology
included in LA-EARMARK that allows one to consider
all these markup-to-semantics links as proper linguistic
acts done by someone.

Conclusions

The work we have done so far is limited to the Simple
subset of TEI. We envison some further development:
• Refine the TEI Semantics Ontology component.
• Extend to some other areas of TEI that are suitable
for formalization.

We think that in the long term this ontological formal-
ization could become the primary formalization of the TEI
encoding schema, independently of any serialization for-
mat. Today XML is still the better strategy to encode digital
texts in real word projects for many practical reasons. But
there is no reason for the TEI to be strictly based on it, as it
is de facto now. Technical issues should not determine the
choice of a formalization language. In the end, we believe
that our effort can give a substantial contribution to the
TEI to envision the shape of its own future.
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Compared to the tradition of analytical palaeography
it builds on, how is digital palaeography transformative?
In this paper I will reflect on the emergent meanings
and possible research directions of digital palaeography
by analysing the last twelve years of approaches and con-
ceptualisations in the field. Moving between a formal
and an historically situated analysis, I will show how digital
approaches relate to the scholarly tradition of the study
of handwriting and writing systems as a whole. Digital
palaeography will emerge well positioned to represent
the complexity of handwritten objects from an unfamiliar
perspective by departing from the structure of the expres-
sion of handwriting (text as shape).
Words in context

The adoption and development of digital tools and resources for palaeography and manuscript studies are intertwined with fluctuating cultural attitudes (Busa, 1961; Morando, 1961; McCarty, 2014b; Nyhan et al., 2015). The convergence towards the use of digital coupled with humanities — digital humanities — and therefore palaeography — digital palaeography — denotes the methodology of research being enabled rather than the symbolic form of its objects of analysis or of its outcomes. The scope within which I propose to discuss digital palaeography is hence mainly methodological.

<table>
<thead>
<tr>
<th>Terms</th>
<th>Semantics</th>
<th>Overall emergent meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational (e.g. Computational Palaeography)</td>
<td>Process-ability of data</td>
<td></td>
</tr>
<tr>
<td>Digital (e.g. digital vs. analogue)</td>
<td>Representational form of data</td>
<td>Digital Palaeography ⊂ Computational Palaeography</td>
</tr>
<tr>
<td>Digital + (e.g. Digital Humanities; Digital Palaeography)</td>
<td>Research methodology</td>
<td></td>
</tr>
</tbody>
</table>

A formal knowledge of handwriting — e.g. about scripts morphology or terminology used to describe it — is not only palaeography as a discipline — from the 1930s with Bischoff at least, onwards — has subscribed to analytical methods, but more in general the perception of text as divisible entity in opposition to the notion of the ungraspable composition of images has prevailed in humanistic enquiries with few exceptions (e.g. semiotics of art). Computer sciences and image processing techniques offer an addendum, a perspective that suits nicely methodological traditions and inclinations of the classificatory minds of palaeographers. Yet, my aim in this paper is to identify any transformative aspects (table 1). So, even if digital palaeography follows a long tradition of analytical approaches to handwriting and an even longer human wish to control writing systems, does it actually affect our conceptualisation of handwriting? How is digital palaeography transformative (in the sense of digital +)? or is there a digital + palaeography?

Projects rationales and self-narratives

I will summarise some 2004 onwards projects and activities (Ciula, 2004a, 2004b, 2005a, 2005b, 2005c, 2009; DigiPal, 2011-14; Exploratory Workshops, 2011) which witness a critical engagement with digital technology, informed by diverse modelling processes and a constructive discussion of the limitations of computational tools. These approaches challenge the notion of palaeography as an auxiliary discipline towards a renewed return to an “integral” (Boyle, 1984) perspective which places palaeography within a wider multi and interdisciplinary framework, linking it with philology, linguistics and even cognitive sciences. The analysis on terminology as well as an overview of practices put the emphasis on a self-reflective approach around the analysis of handwriting beyond strictly computational concerns.

Creating and deflating models

In addition, I will reflect on the potentially productive dilemma digital palaeography approaches suffer from; a dilemma that is made more acute in recent practices compared to the already vivid debates in the 1970s between the historical and “Cartesian” approach (Gumbert, 1976) and in the 90s (Costamagna et al., 1995, 1996). On one hand, palaeographers engaged with the digital are busy building things, what Godfrey-Smith (2009: 108) would call a specific type of models or “imaginary concreta” (creatures in between reality and fiction, between the schematic and the concrete); on the other hand, they are engaged in reflecting about their own practice and in so doing deflate the same models they build. In a paper questioning the connections between a scriptorium and its products, Ganz states: “searching for the distinctive details of letter forms shared by scribes may risk the application of an over rigid positivism to the study of manuscripts.” (Ganz, 2015)

Not to dismiss this warning against positivism in digital humanities, I will claim that what a digital palaeography approach as contextualised earlier on brings to the fore is precisely this awareness and hence the questioning of the ‘mechanics’ of a topographical or taxonomical analysis. By asking “what is the unit of handwriting? what we considered it to be?,” a digital palaeographer is aware that even by getting closer to the supposed materiality of the artefact — e.g. through high resolution images and microscopically segmented image features — she does not lose the lenses palaeographers have been using for interpreting such artefacts in the past, but can consciously decide to put them to test. In this lies one of the paradoxes of the digital and of modelling more in general: it brings perceptual materiality to our scrutiny while taking us away from it. The digital models are used to analyse the objects they are models of, but are also self-reflective tools to question those same models.

Semantics and materiality

Palaeographic research with its focus on the perception of handwriting in morphological terms is a reminder that the handwriting manifests itself as an artefact that is rationalised and divided (hence constructed) only after it is given. By bringing to the fore the picture of writing
or the writing as picture (cf. “text as shape” vs. “texts as meaning” in Hassner et al., 2012: 193), palaeographical studies live on the intermedia dimension of handwriting. By this I intend the crossing of the analytical media border between the sensorial and the conceptual qualities of handwriting, form and meaning, visible and invisible, between token and type, langue and parole. An adapted Hjelmslevian semiotic model of language exemplifies this intermedia dimension of writing.\textsuperscript{13}

Figure 1. Interplay between the substance of the expression (the physical medium, the ink on the parchment) and the form of the content (the semantics of the text, its meaning)

These reflections will allow me to sketch the intermedia borders where I think digital palaeography sits. I will build on an unpublished paper (Ciula, 2006) where I used McCloud’s (1994) triangular map of visual iconography to represent the relationships between cultural textual objects and their digital (visual) representations both in graphical and in textual forms.\textsuperscript{14}

Figure 2: McCloud’s Big Triangle or a map of visual iconography (http://archive.is/Vg6OQ)

The visualisation of encoding is an example of structure-oriented visualisation which shows how a graphic rendering of the text does not have to relate unequivocally to features of the textual object as expression (whether form or substance of the expression) but can rather represent one or more supposed structures of the textual content. When made explicit and visible, the structure of the content on the textual-symbolic side can play a fundamental role in the implementation of a thoughtful connection between the image-iconic representation/s of the text and the textual-symbolic content representation/s of a cultural object.\textsuperscript{15}

Figure 3. By following the analogy to McCloud’s triangle, in Ciula (2006) I showed how the variety of ways of representing a textual object in visual terms can assume both the form of more or less resemblant representations—images of the physical object bearing the handwriting—or their textual counterparts

Figure 4. Digital paleographic methods as enhancers of iconic representations of textual artefacts

Following this analysis, digital paleographic methods (inclusive of image processing, image annotation and conceptual models blending morphology and semantics) will be theorised as enhancers of iconic representations of textual artefacts. They can bridge the sensorial/perceptive and structural/conceptual interpretations of handwriting, material and mental knowledge of text, visual and textual, spatial and temporal.

In my 2006 paper, I concluded that for a digital resource to be inspired by and to promote research based on the material/perceptual aspects of a cultural object, a
high quality graphical representation of the cultural object is essential but not sufficient. In specular terms to what Buzzetti (2006)¹⁶ says about the symbolic components of textual objects, this paper will argue that the scope of digital palaeography lies in anchoring the structure of the expression of image-texts to the structure of their content, in other words in bridging the “semantic model” of a handwritten source to at least some of the material aspects of the artefact.

Conclusions

Digital palaeography builds on the tradition of analytical palaeography. How is it then transformative or is there a digital + palaeography? Some digital palaeography projects and initiatives, including my own doctoral research, claim to be transformative by advocating for “integral” palaeography and by distancing themselves from a purely computational approach. Some also adopt a self-reflective perspective on the modelling of handwriting in a digital environment, for instance, by testing ontological commitments, categories, classifications of handwriting; in so doing they deflate the models they build. Further, when contextualised within an analysis of the border between form and meaning of handwritten sources, digital palaeography approaches can be used to connect the structure of expression of handwriting with structures of meaning. A digital model which embeds both structure of expression and structure of content of the handwriting is then theorised as a unique contribution to reconstruct material textuality of cultural artefacts by bridging visual and symbolic elements of texts, spatial and temporal, perception and interpretation. Ultimately, digital palaeography can be transformative by bridging the semantics of written artefacts with their materiality.
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Notes

1 A preliminary version of this paper was presented at the international workshop Digital Paleography. Projects, Prospects, Potentialities (Università Ca’Foscari, Venice, April 10-11, 2014), by invitation of the organisers, Università Ca’ Foscari (Venice) and Digital Humanities Lab (DHLAB), EPFL (Lausanne).

2 My thanks to Willard McCarty for recommending and providing access to these two references.

3 On the cultural understanding of digital, calling for a wider semantic spectrum that transcends the opposition with analogue, see for example McCarty (2014a). The plus sign is a deliberate borrowing of Cecire’s reflections on the "problem of the plus" being addictive rather than transformative (McCarty, 2014b: 292): "it should not be possible to have the "plus" without the two terms—"digital" and "humanities”—themselves changing" (Cecire, 2011).

4 For a recent discussion on the first occurrence of the term digital humanities and its uptake in the first decade of 2000 see Faulhaber (2015).

5 My thanks to Peter Stokes for having pointed out to me another sense of digital paleography as attributed by Hirtle (2000), who talks about this new “speciality” as the ability to convert obsolete file formats containing digital information (e.g. HTML, JPEG) into current formats. For an overview on the term see Stokes (forthcoming).

6 Cf. the 15th century treatises on scripual typologies e.g. as described in Montecchi (1998: 119).

7 Modern art has exploited this cultural conflict between reading practices that put emphasis on symbolic aspects of written text as opposite to the morphological and sensorial aspects of other artefacts. See for example the works of Information as Material (Dworkin, C. et al., 2012) such as the exhibition Learn to Read Differently (Northern Gallery of Contemporary Art, Sunderland, August 10–September 23, 2013).

8 In addition, various events connected to research in digital palaeography took places towards the end of the first decade of 2000 in Europe; in particular, two dedicated symposia on
See for instance the ORIFLAMMS project blog (Stutzmann) where the connection to neurosciences is explicit (this project started in 2012).

For a broader adaptation of Godfrey-Smith's "deflationary view" (2009: 135) as a "deflationary account of modelling practices" in digital humanities see Ciula and Marras (in press).

This is a concern beyond digital palaeography with respect, for instance, to trends in distant reading; see for example Eyers (2013).

A similar point with respect to computational modelling of literary novels was made recently by Piper (2015: 68): "We not only gain insights into the specific subset of texts identified by the model, as the model provides the interpretive horizon through which these texts assume new meanings. But we recursively gain insights into the computational model itself through the detailed analysis of the texts it has identified."

While this model can be applied to handwriting and writing alike, the variety of grades of expressions as demarcated in handwriting are more diverse than, for instance, in printed documents.

An alternative circular graph representing the multidimensionality of text encompassing the whole spectrum from physical medium (substance of the expression) to semantics (form of the content) can be found in Sahle’s wheel of text (2006, 2013). See also Pierazzo (2013, 2015: 52) who drew two graphs collocating respectively editorial theories and editorial formats on a continuous axis with respect to their relationship with the materiality of text.

Visualisations of dynamic editions (Buzzetti and Rehbein, 2008) integrating textual expression (form or structure of the expression) and semantic model (form or structure of the content) could also exemplify this connection. A concrete example of a project which is attempting at revealing visually the deep connections between the palaeography of texts (handwriting styles of Scottish charters in this case) with the textual content (the representation of authority) is Models of Authority (2014-17).

My translation: "The challenge for the representation in digital form of any kind of information and for its adequately exhaustive and functional preservation is therefore given by the possibility of representing the text as a digital complex object and by the ability to reproduce in functional terms the forms of interaction between the structure of the expression and the structure of the content of textual information." (Buzzetti, 2006: 55)
HiPSTAS is to develop a research environment that uses machine learning and visualization to automate processes for describing unprocessed spoken word collections of keen interest to humanists.

This paper describes how we have developed, as a result of HiPSTAS, a machine learning system called ARLO (Adaptive Recognition with Layered Optimization) to help deal with the information challenges that scholars encounter in their attempt to do research with unprocessed audio collections.

**ARLO (Adaptive Recognition with Layered Optimization) Software**

ARLO was developed with UIUC seed funding for avian ecologist David Enstrom (2008) to begin exploring the use of machine learning for data analysis in the fields of animal behavior and ecology. ARLO software was chosen as the software we would develop through HiPSTAS primarily because it extracts basic prosodic features such as pitch, rhythm, and timbre that humanities scholars have called significant for performing analysis with sound collections (Bernstein, 2011; Sherwood, 2006; Tsur, 1992).

**Filter Bank Signal Processing and Spectrogram Generation**

ARLO analyzes audio by extracting features based on time and frequency information in the form of a spectrogram. The spectrogram is computed using band-pass filters linked with energy detectors. The filter bank approach is similar to using an array of tuning forks, each positioned at a separate frequency, an approach that is thought to best mimic the processes of the human ear (Salthouse and Sarpeshkar). With filter banks, users can optimize the trade-off between time and frequency resolutions in the spectrograms (Rossing, 2001) by choosing a frequency range and `damping factor` (or damping ratio), a parameter that determines how long the tuning forks 'ring.' By selecting these features, users can optimize their searches for a given sound. For these reasons,

**Machine-Learning Examples and the ARLO API (Application Programming Interface)**

In ARLO, examples for machine learning are audio events that the user has identified and labeled. Audio events comprise a start and end time such as a two-second clip, as well as an optional minimum and maximum frequency band to isolate the region of interest. Users label the examples of interest (e.g., “applause” or “barking”). Other control parameters such as damping factor are also provided for creating spectrograph data according to optimal resolutions for a given problem. The algorithm described below retrieves the features of the tag according to the user's chosen spectra and framing size (e.g., two frames per second, each 0.5 seconds) from the audio file through the ARLO API.

**ARLO Machine-Learning Algorithms: IBL (Instance-Based Learning)**

The ARLO IBL algorithm finds matches by taking each known classified example and “sliding” it across new audio files looking for good matches based on a distance metric. The average of the weighted training set classes determines prediction probability. The number of match positions considered per second is adjustable and is set to the spectral sample rate. In addition to simple spectra matching, a user can isolate pitch and volume traces, compute correlations on them, and weight the different feature types when computing the overall match strength. This allows the user to weight spectral information that might correspond to such aspects as pitch or rhythm. In the IBL algorithm, accuracy is measured using a simulation of the leave-one-out cross-validation prediction process described above.

**Use Case: Finding Applause in PennSound Poetry Performances**

Humanities scholars have identified the sound of applause as a significant signpost for finding patterns of interest in recorded poetry performances. Applause can serve as a delimitor between performances, indicating how a file can be segmented and indexed. Applause can also serve as a delimitor between the introduction to a performance and the moment when a performance has ended and a question-and-answer period has begun, both of which indicate contextual information such as the presence of people who might not appear in traditional metadata fields (Clement and McLaughlin, 2015). A means for quantifying the presence of applause can also lead researchers to consider more in-depth studies concerning the relationship between audience responses and a poet’s performance of the same poem at different venues as well as the differing responses of audiences at the same venue over the course of a poet’s career or perhaps as a point of comparison between poets. Examples of these results are described below.

For this use case, we ingested approximately 30,257 files remaining (5374.89 hours) from PennSound into ARLO. We chose 2,000 files at random, manually examined them for instances of applause, and chose one instance of applause per recording until we had an example training set of 852 three-second tags, including 582 3-second instances of non-applause (3492 0.5-second examples) and 270 3-second instances of applause (1620 0.5-second examples). Optimization for the IBL test went through 100 iterations. As a result of this optimization process, we used the following parameters for both tests: 0.5-second spectral resolution; 0.5 damping factor; 0.8 weighting power (for IBL); 600 Hz minimum frequency; 5000 Hz maximum
frequency; 64 (IBL) and 256 (Weka) spectral bands; spectral sampling rate of 2 (i.e., half-second resolution).

**Preliminary Results**

We first evaluated our models using cross-validation on the training data. Using the leave-one-out approach, the IBL classifier achieved an overall accuracy of 94.52% with a 0.5 cut-off classification threshold. After comparing 676 configurations, we found that the optimal approach was using IBL with Hann smoothing over 14 windows (7 seconds). The accuracy for this configuration was 99.41%.

In our initial analysis of classification data, we identified significant differences between measured applause durations for six poets, each with more than ten readings in the evaluation set. Table 6 presents the results of pairwise single-tailed Mann-Whitney (Mann and Whitney, 1947) U tests of applause durations that have been predicted by our IBL classifier. The alternative hypothesis states that the performer in the left column tends to receive more applause than the corresponding one listed in the top row. Results that are significant at the p<0.05 level appear in bold, with the counts and overall means of each set of observations provided in the right two columns. It appears, for instance, that the poet Rae Armantrout tends to receive more applause than either Bruce Andrews or Barrett Watten. These two differences remain significant when comparing ‘seconds of applause per minute’ instead of total applause duration.

![Table 1. P-values for Pairwise Directional Mann-Whitney U Tests Between Six Poets’ Applause Durations](image)

**Discussion and Future Work**

This is preliminary work in an ongoing attempt to create a virtual research environment for analyzing large collections of audio. These data warrant further scrutiny, however, since multiple factors might be skewing the results. First, recording technologies have changed over time and as a result some earlier recordings likely include more noise and thus more false positives. Second, editing practices and event formats can vary widely between venues and over time. Finally, recordings that are included in the PennSound archive represent curation decisions that may favor certain kinds of performers over others. Part of the challenge is to determine what use such analysis might serve for scholars in the humanities and in other fields. Some of the HiPSTAS participants have written about their experiences using ARLO in their research (MacArthur, 2015; Mustazza, 2015; Sherwood, 2015; Rettberg, 2015), but we are interested in feedback from multiple user communities including linguists and scientists who have recorded too much sound data for traditional forms of analysis and processing (Servick, 2014). Furthermore, the IBL algorithm produced promising results, but could be improved with more training data, for example. Or, in extended experiments in which users wish to increase the accuracy of the model, we could develop a voting mechanism on the predictions by comparing the models. Users could validate newly identified examples and include them as new training examples, building each model again on the new data. We are currently working on further testing the models and developing a means for these iterative approaches.
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The advent of digital infrastructures for arts and humanities research calls for deeper understanding of how humanists work with digital resources, tools and services as they engage with different aspects of research activity: from capturing, encoding, and publishing scholarly data to analyzing, visualizing, interpreting and communicating data and research argumentation to co-workers and readers. Digitally enabled scholarly work, and the integration of digital content, tools and methods, present not only commonalities but also differences across disciplines, methodological traditions, and communities of researchers. A significant challenge in providing integrated access to disparate digital humanities (DH) resources and, more broadly, in supporting digitally-enabled humanities research, lies in empirically capturing the context of use of digital content, methods and tools. This paper presents recent and ongoing work on the development of NeMO, an ontology of digital methods in the humanities, and its deployment for the development of a knowledge base on scholarly work.

Several attempts have been made to develop a conceptual framework for DH in practice. In 2008, a project funded by the UK’s Arts and Humanities Research Council, the AHRC ICT Methods Network, based at King’s College, London, developed a taxonomy of digital methods in the arts and humanities. This was the basis for the classification of over 200 digital humanities projects funded by the AHRC in the online resource arts-humanities.net. This taxonomy was subsequently modified by Oxford University as the basis for the classification of digital humanities initiatives at the University (Digital Humanities at Oxford). Other initiatives to build a taxonomy of Digital Humanities include TaDiRAH and DH Commons. From 2011 to 2015 the European Science Foundation funded the Network for Digital Humanities in the Arts and Humanities (NeDiMAH). This Network was established to develop a better understanding of the practice of DH across Europe, and ran over 40 activities structured around key methodological areas in the humanities (digital representations of space and time; visualisation; linked data; creating and using large scale corpora; and creating editions). Through these activities,
NeDiMAH gathered a snapshot of the practice of digital humanities in Europe, and the impact of digital methods on research. A key output of NeDiMAH is NeMO: the NeDiMAH Ontology of Digital Methods in the Arts and Humanities. This ontology of digital methods in the humanities has been built as a framework for understanding not just the use of digital methods, but also their relationship to digital content and tools. The development of an ontology, rather than a taxonomy, stands in recognition of the complexity of the digital humanities landscape, the interdisciplinarity of the field, and the dependencies that impact the use of digital methods in research.

NeMO was developed by the Digital Curation Unit (DCU), IMIS-Athena Research Centre, in collaboration with NeDiMAH, as a conceptual framework capable of representing scholarly work in the humanities, addressing aspects of intentionality and capturing the diverse associations between research actors and their goals, activities undertaken, methods employed, resources and tools used, and outputs produced, with the aim of obtaining semantically rich structured representations of scholarly work. It is grounded on earlier empirical research through semi-structured interviews with scholars from across Europe, which focused on analysing their research practices and capturing the resulting information requirements for research infrastructures. Its intellectual foundations lie in earlier work of the DCU on conceptualizing and modelling scholarly activity in the arts and humanities, conducted within the Preparing DARIAH, DYAS / DARIAH-GR, and EHRI projects, and manifested in the Scholarly Research Activity Model (SRAM), an ontological representation of scholarly information activity drawing from cultural-historical activity theory and process modelling, and compatible with CIDOC’s Conceptual Reference Model (CIDOC CRM, ISO 21127:2006).

Architecturally, NeMO adopts a three layer structure, spanning from abstract/general to concrete/special concepts, to provide a flexible framework suitable to the multidisciplinarity of DH. Its top tier concepts (Actor, Activity, Object) provide a general reasoning frame, and function as semantic links to reference ontologies such as CIDOC CRM. These abstract notions are specialized in the second layer by way of domain-specific concepts covering every aspect of scholarly work. Methods employed in activities of various degrees of complexity or taught in Courses, Tools used, Information Resources taken as input or produced as output, Groups/Organizations or Persons participating in various roles, Goals addressed, Topics covered, etc. Furthermore, in this second layer, several semantic relations capturing the context of the aforementioned core concepts allow for modeling scholarly work through four complementary perspectives: (1) Process-related, centered around the concept of Activity and capturing temporal and spatial aspects; (2) Methodological, centered around the Method concept and capturing “how” aspects; (3) Agency-related, centered around the Actor and Goal concepts and capturing “who” and “why” aspects; and (4) Resource-related, centered around the Information Resource concept and covering “what” aspects of scholarly work.

In the third layer of NeMO, fine-grained notions supporting domain-specific detailed descriptions are represented as specializations of second layer concepts. Respective vocabularies are organized as SKOS thesauri. More specifically, controlled vocabularies of lexical terms are structured hierarchically under the concepts of ActivityType, MediaType, InformationResourceType, TopicKeyword, ActorRole, SchoolOfThought and Discipline, which are specializations of the Type concept of the second layer, and are used for characterization/classification in parallel to ontological classification. The role of these taxonomies is, thus, twofold: (1) as a vocabulary of terms that can be used for flexible tagging of the objects of interest; (2) as entry points for the alignment, or mapping, of terms from NeMO to terms from other existing taxonomies. The latter enables integration with related work, as well as effective use of these taxonomies as documentation instruments or entry points for content in NeMO knowledge bases. For instance, the ActivityType taxonomy is organized in five hierarchies roughly corresponding to Unsworth’s “cholarly primitives”, and offers a flexible tagging system for modelling the intentionality of actors, scope adherence of activities, or purpose of use of tools and methods. On the other hand, mappings through broader/narrower term relations from the ActivityType terms to terms of other method taxonomies, including TaDiRAH, Oxford ICT and DH Commons, allow using those taxonomies transparently within NeMO.

The development of NeMO contributes to the work of the Digital Methods and Practices Observatory Working Group of DARIAH (DiMPO), as well as of Europeana Research within the Europeana Cloud project, providing an intellectual foundation for the analysis of evidence on arts and humanities scholarly activities and needs with regard to digital resource access across Europe. The relevance of the ontology to the DH community was validated through interviews and web surveys, to elicit information needs and patterns in working practices among humanities researchers, as well as two workshops in which these patterns were explored through use cases contributed by researchers. The evidence collected demonstrates that NeMO addresses adequately the knowledge representation needs manifested there. A variety of complex associative queries articulated by researchers in these workshops were also collected, demonstrating the potential of NeMO as an effective mechanism for information extraction and reasoning with regard to the use of digital resources in scholarly work; queries were encoded in SPARQL, a language appropriate for exploiting the serialization of NeMO in RDF Schema (RDFS), thus highlighting the benefits of its potential use as a knowledge base schema.
A prototype implementation of the above functionalities provides an easy to use demonstration of NeMO’s potential. Users can articulate queries in structured English, without prior knowledge of any specific query language, using an intuitive user interface offering dynamic feedback of suggestions based on the conceptual schema. Input to the knowledge base is also supported by the same mechanism, guiding the user according to relations and classes provided by the model. A use case will be presented by way of example.

In sum, NeMO offers a well-founded conceptualization of scholarly work, which can function as schema for a knowledge base containing information on scholarly research activity, including goals, actors, methods, tools and resources involved. NeMO can thus be useful to researchers by (a) helping them find information on earlier work relevant for their own research; (b) supporting goal-oriented organization of research work; (c) facilitating the discovery of yet uncharted paths with regard to resources, tools and methods suitable for particular contexts; and, (d) promoting networking among researchers with common interests. Additional benefits for research groups include support for better project planning by explicitly representing links between goals, actors, activities, methods, resources and tools, as well as assistance for discovering methodological trends, future directions and promising research ideas. Furthermore, for funding organisations, research councils, etc., NeMO can (a) provide a bird’s eye view of funded scholarly activities; (b) enable the systematic documentation of research projects; (c) support evaluation of proposals, monitoring and control of project work, and validation of project outcomes.

Planned improvements include the development of mechanisms for providing recommendations based on semantically related instances and for the semi-automatic population of the knowledge base, as well as specialization of core classes and addition of new terms in Type taxonomies to reflect developments in DH scholarship.
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1. Introduction

Computational stylistics now has thirty years or so of publications and has been celebrated as one of the success stories of Digital Humanities (McCarty, 2014: 289). It brings together statistical methods and literary analysis, inferring meaning from the frequency of literary features. In this paper I explore this connection between frequency and meaning, and consider some of the objections which have been made to the statistical approach to style.

Much research in linguistics focuses on individual sentence-level structures. Stylistics introduces a new dimension of extension and cumulation, placing a net of continuing co-occurrence over a language sequence. The added dimension of time, or extent, opens up the analysis of meaning not only in the instance itself but in the series that it forms with other instances of the same feature. Computational stylistics takes a routinely quantitative approach to this cumulative aspect.

Critics have laid down significant challenges to this frequentist approach. They have questioned whether language features are really countable, whether frequency matters in meaning, whether the inevitable choice of features to count undermines the objectivity of the results, and whether quantitative results can ever usefully relate the text to any wider context.

2. Are language features countable?

The first key enabling assumption of computational stylistics is that the language features being counted are homogenous. In his 1970s articles attacking stylistics, Stanley Fish argues that meaning is constructed by the reader at the moment of reading and concludes that stylistics is therefore an invalid practice. There is no meaning in the word on the page, so it is pointless to count instances of
the word, of combinations of words, or of any other language feature (Fish, 1973; Fish and Graham, 1979). John Frow, likewise, argues that in literary study features are not stable or commensurate but relational, so counting them is pointless (cited in Bennett, 2009: 287).

3. Is frequency meaningful?

Many would also question the relation between frequency and salience. It seems unwise to assume that an unusual accumulation of a feature is necessarily noticed by writer or reader. Fish in a recent online post critiquing digital humanities argues that only patterns intended by the author are worth discussing (Fish, 2012). Different frameworks influence the noticeability of language elements, and a single instance may be highly salient, and a cluster of instances may pass without any conscious reaction.

4. Function words

Considering function words as a basis for counting helps counter these objections. Computational stylistics has a natural alliance with function words. Function words lend themselves to computation since they are easy for a machine to recognise and appear regularly and in large numbers, offering opportunities for analysis by statistical methods whose power is well established in other domains. On the other hand, computation has a special benefit for function words analysis because counting on a scale not possible for the unaided reader makes it possible to reveal hitherto latent patterns in the behaviour of these words.

Function words do not have a semantics in the usual sense: if has a structural function rather than a meaning. The stylistic import of the word only becomes clear in repetition. By contrast, lexical words are rich in meaning in the individual instance and do not necessarily achieve any cumulative effect through a series. Function words bear traces of larger structures and hence, though not salient in themselves, their frequencies bear meaning as indexes to wider discourse orientations. They help show how a language feature can be sufficiently homogenous to justify counting, and how frequencies can have a literary dimension.

There are two other important objections to consider: the possible bias arising from the fact that a judgement has to be made about which features to count, and the difficulty of relating patterns found within a corpus to extra-textual factors.

5. Features have to be chosen, so results are arbitrary

Tony Bennett points out that researchers have to choose the units to count in – there are no “given units” – and argues that this choice has a necessary influence on results, which undermines any claims to objectivity (2009: 290, 291).

This is a fundamental critique of quantitative study, i.e. of any quantitative study. The logical extension would be that the choice of units always determines the results, so there can be no surprises and nothing new can be learned. It is easy to show that there are cases where this is not so. If we ask, do women write differently from men? - we have a way of validating the units: if the pattern of use of a given unit shows a significant difference in a balanced and commensurate sets of samples of the writing of women and the writing of men, then it does not matter how the unit was chosen. Here we have an external basis, the difference between two objectively based classes, on which to discard some units and accept others. Then there are cases of classification, e.g. by author and by date. We can seek markers of the classes, check them with known members of the classes, and then apply them to disputed cases. We have an objective way of validating the units, so we don’t care much about where they came from.

6. Formalism

Computational stylistics begins with textual features, focuses on finding patterns in their use, provides striking visualisations of the patterns, and then struggles to relate the patterns to extra-literary events. The textual data is well defined, easy to explore, and with the help of statistics it can be shown that there are robust structures within it. The world of possible causation beyond is hard to limit and hard to quantify. If there is (say) a consistent and marked increase in the Shannon Entropy of the language of Victorian novels from early in the period to late, how could that be described in terms of the reading experience? And how could that be related to the forces acting on the novel? Computational stylistics is lop-sided: very well developed on the textual side, but weak - tentative and fragmentary - in relating statistical findings to the extra-textual world. Another way of saying this is to call computational stylistics formalist. In this sort of approach the evidential force of the explanation for a pattern will always be less than that for the pattern itself. However, it is only fair to point out that in this it is in the same situation as other literary methods. A literary effect may be demonstrable, but its genesis in composition, and the larger forces to which it relates, are always matters of judgement and selective contextualisation. The text is available, even if dauntingly complex, but the conditions which made it possible have to be painstakingly and always speculatively recreated. It is easier to show that Hamlet changes in the course of his play than that this observed change relates to Early Modern beliefs about the typical course of melancholia.

7. Conclusion

Computational stylistics has proved itself in the realm of classification. In this area the methods can be thoroughly
tested and success or otherwise can be demonstrated. There are some well-established and significant findings, leading to a reassessment of some commonplaces such as the downplaying of authorship as a factor in style (Egan, 2014). This presents a problem for those who think that counting literary features is inherently unsafe, that frequencies in language cannot have any real force, and that all feature choice is fatally arbitrary. Beyond classification, though, these objections still have some force, and a new one intrudes, the argument that computational stylistics is disablingly formalist. Computational stylistics now needs to produce findings in more properly stylistic areas of the same weight as its justly celebrated classification ones, findings which match the style within a corpus to the world beyond it. Only then will we be confident that frequency in literary language is linked to meaning, and that computational stylistics has the methods to do justice to this link.
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Introduction

This paper introduces the TEI P5 XML – EpiDoc corpus of inscriptions on stone for ancient Sicily, I.Sicily. The project is one of the first attempts to generate a substantial regional corpus in EpiDoc. The project is confronting a number of challenges that may be of wider interest to the digital epigraphy community, including those of unique identifiers, linked data, museum collections, mapping, and data conversion and integration, and these will be briefly outlined in the paper which will concentrate on the conversion and technical development of the project.

Technical Background of I.Sicily

I.Sicily is an online, open access, digital corpus of the inscriptions on stone from ancient Sicily. The corpus aims to include all texts inscribed on stone, in any language, between approximately the seventh century BC and the seventh century AD. The corpus currently contains records for over 2,500 texts, and when complete is likely to contain c. 4,000. The corpus is built upon a conversion from a legacy dataset of metadata in MS Access to EpiDoc TEI XML. The XML records are held in an eXist database for xQuery access, and additionally indexed for full-text search using SOLR/Lucene. The corpus and related information (museum list, bibliography) are published as Linked Data, and are manipulated through a RESTful API. The records are queried and viewed through a web interface built with AngularJS and jQuery javascript components. Mapping is provided in the browser by the Google Maps API, and ZPR (Zoom, Pan, Rotate) image-viewing is provided by the IIIP image server.

At the time of writing, the main conversion routine is being refined, and the epigraphic texts are being collated for incorporation into the records. An ancillary database of museum collections in Sicily has been constructed and bibliography is held in a Zotero library. Extensive search facilities will be provided, including map-based and bibliographic searching. Individual inscriptions and individual museums will both be provided with URIs, as will personal names and individuals; places will be referenced using Pleiades, epigraphic types, materials, and supports using the EAGLE vocabularies.

The motivations for I.Sicily

The existing epigraphic landscape in Sicily is extremely diverse in two primary regards: on the one hand, the island has a very mixed cultural and linguistic make-up, meaning that the epigraphic material is itself extremely varied,
with extensive use throughout antiquity of both Greek and Latin, as well as Osca, Punic, Sikel, and Hebrew; on the other hand, the publication of this material has a very uneven record and despite an excellent pre-twentieth century tradition, the existing corpora are far from complete and the ability of key journals such as SEG or AE to keep pace with local publication has been limited. A limited number of museum-based corpora have been published in recent decades (for Catania, Palermo, Messina, and Termini Imerese, as well as the material from Lipari), but this has not greatly improved the overall situation. The combination of these two factors already means that locating, identifying, or working with a Sicilian inscription, or its publication record, is extremely challenging for anyone without extensive experience of the material. I.Sicily has been conceived in the hope of improving the situation in all these areas.

**Multilingualism**

Sicily is traditionally described as a ‘melting pot’, the ‘crossroads of the Mediterranean’. The situation created by basic technologies such as Unicode and TEI P5 EpiDoc XML mean that there is now no reason not to be language agnostic in the inclusion of material. The opportunities and possibilities offered by these technologies are considerable, since, for example, searching can be made language specific or language neutral. One obvious area where Sicilian studies are currently hampered by this disciplinary partitioning is in the study of onomastics. The Lexicon of Greek Personal Names records most instances of Greek names for the island, but Sicily is no less rich in non-Greek names (Latin and others), and at present there is no onomasticon for the island. Simply by the marking-up and indexing of all names in the island’s inscriptions, I.Sicily will have generated a powerful tool for future study.

**Identification and Bibliography**

The PHI database of Greek inscriptions has a rich record of Greek texts, but again is text only and limited in outputs. SEG references are available for 733 inscriptions on stone and AE references for 328 (data taken from the I.Sicily database and based upon comprehensive manual trawls of SEG and AE). One major aim of I.Sicily, therefore, is to generate unique identifiers for each inscription - the I.Sicily number, in the form ISic 1234 maintained as URIs, of the form: http://sicily.classics.ox.ac.uk/isicily/inscriptions/1234. I.Sicily is well placed to do this since its initial dataset is primarily a bibliographic concordance of the lapidary inscriptions of Sicily. One of the associated outputs of the project will therefore be an online bibliography for Sicilian epigraphy, and an online Zotero library has already been created with over 700 records which are referenced in the EpiDoc. A locally cached version of the bibliography will be presented at the I.Sicily site to facilitate detailed bibliographic searching (including the identification of inscriptions by publication) and to allow the generation of customised concordances.

**Location, location, location**

I.Sicily is actively generating rich geo-data for the individual inscriptions, both for the original findspot/provenance and the current location (whether museum-based, on-site, or elsewhere), and we aim to provide map-based searching for inscriptions, as well as text-based searching by ancient and modern place names. In addition to full listing wherever possible of both ancient and modern place names for epigraphic provenance, we are working to provide detailed location information for each find-spot and current location, through a combination of library and map-based research and the use of autopsy and GIS recording. At present geo-data is being recorded in two forms, both through the use of explicit geographical locations in the form of longitude and latitude records in decimal degree form, and through the use of Pleiades URI references wherever possible. We are committed to the long-term use of Pleiades as our primary reference for ancient places, and to that end we aim to update and improve the Pleiades data for Sicilian locations, in particular name data and sub-locations, in conjunction with the editing of the I.Sicily records.

**Translations**

The creation and availability of translations is a major goal of the EAGLE project and its collaborators, and I.Sicily is no less committed to that ambition. Translations are very rarely available for any of the published Sicilian inscriptions. It is obvious that the inclusion of translations will make the material much more accessible to a wider audience both of students and the general public. Equally, provision of translations will add to the value of the database as a resource for museums and others curating the inscriptions recorded in the database. To that end, a long-term ambition of I.Sicily is to include translations wherever possible in both English and Italian. We see this as one obvious area where public contribution (‘crowd-sourcing’) will be invaluable.

**Limitations and future ambitions**

The scale of the enterprise, and the available resources, mean that in its current form the project has limited itself to inscriptions engraved on stone (the coverage of rupestral inscriptions/graffiti and of inscriptions painted on stone/plaster is regrettably uneven). However, there is no reason in principle not to extend coverage in future to include inscriptions on other materials. Similarly, although the current project does not include a programme to mark up linguistic features of the texts, the commitment to the
long-term maintenance of the corpus and the open availability of the underlying XML records means that such a project would be entirely possible in the future.

It is our long-term ambition that I.Sicily might become the default location for the publication and dissemination of Sicilian inscriptions; in the shorter term, we hope that it will serve as valuable portal in the world of Sicilian epigraphy and of ancient world open linked data, greatly improving the accessibility of Sicilian epigraphy and so enriching the study of the ‘crossroads of the Mediterranean’.
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1 The corpus will be mounted at http://sicily.classics.ox.ac.uk/isicily by the time of DH2016, but is currently on a development server.
2 Recent overview of much of the linguistic tradition in Tribulato 2012; and of the epigraphic material in Gulletta 1999.
3 See http://www.lgpn.ox.ac.uk/
4 See http://noapplet.epigraphy.packhum.org/regions/1156
5 See http://pleiades.stoa.org/
6 See Orlandi et al. 2014: Part II.
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After decades of building digital resources for humanities research, such as Digital Scholarly Editions (DSE), and making them available to researchers and the broader public, we are at the point where many of these resources can be connected to one another and are more and more accepted by the scholarly community. However, we also experience the challenge to maintain all the various Digital Scholarly Editions which were built on a diverse base of different technologies. This is especially complex as Digital Scholarly Editions are “living” objects. On the one hand that means that the content can be extended and refined continuously. Hence they are never finished. On the other hand the technological basis must be kept accessible, secure and running. Those two processes can be summarized under the term “data curation”.

If we assume that a Digital Scholarly Edition not only consists of the marked up texts, mostly XML documents, but also of another layer on top of the XML documents, the functionality layer – all the interactive parts, the visualizations and the different views on the texts, indexes or other research material, such as images or audio documents – it is obvious that data curation can become an unlimited complex task. This functionality layer provides an enormous additional benefit to the texts. A Digital Scholarly Edition can be seen as a tool which is used to analyze the XML documents, thus as part in the research process which must be preserved to reproduce research results which often cannot be achieved without the functionality layer.

A Digital Humanities resource usually undergoes a typical life cycle and is built by a team of team members with a variety of competences that are needed for each task:

1. Analysis of the sources to be edited (humanities scholars)
2. Requirement Engineering (the whole project team)
3. Design of the data or document model, choosing what standards to use (scholars, database-, markup-, metadata-specialists)
4. Choosing, adopting, and/or developing software tools for transcription, editing and publishing (software developers, scholars)
5. Installing and maintaining development servers and web servers (system administrators)
6. Conceptual design and implementation of the web publication of the Digital Scholarly Edition (web designer, web developer, scholars)
7. Preparation for long term access and archiving (document- and metadata-specialists)
8. Service support and maintenance after project finished (data curators)

At each step of this life cycle decisions are made which have impact on the subsequent steps. The first two steps of the list constitute the foundation on which the whole Digital Scholarly Edition is built on, from the data model over the choice of software tools until the publication as well as data curation.

Digital Scholarly Editions are sufficiently described from a methodically point of view regarding the docu-
ment and text modeling (Pierazzo 2015, Sahle 2013). An analytical description from the technological point of view still is a desideratum. To make a comprehensive data curation possible a technological publishing concept which uses standardized components is needed. Such a concept can consist of standards for a formal project documentation, a description of the used technologies, the provided interfaces and APIs, a design paradigm for typical user interaction tasks, and many more. Standards on the data- and metadata-layer are broadly accepted and in use – one example are the Guidelines of the Text Encoding Initiative (TEI – http://www.tei-c.org) – but they are still missing for the functionality layer.

A high standard critical Digital Scholarly Edition can only be built in a sustainable way and be maintained when it follows technological standards which still have to be developed. The paper will present a first tiny step of a proposal for a minimal standard from the technological point of view of a Digital Scholarly Edition. It focuses on experiences made during the last ten years working on XML-based Digital Scholarly Editions built with certain tools, such as eXistdb (http://exist-db.org). Hence the proposed solution cannot be valid for all the different kinds of Digital Humanities scholarly resources.

A possible next step towards such a formal description could be to package those XML-documents together with the source code of the functionality layer in a standardized self-descriptive format. An option for this task could be the EXPath Packaging System (http://expath.org/modules/pkg/), which works well for XML-based Digital Scholarly Editions and is widely used by Digital Scholarly Editions which are published using eXistdb. The main purpose of such a packaging system is not connectivity or interoperability rather than maintenance and data curation. The packaging system can be extended gradually to a technological publishing format which incorporates the aforementioned aspects such as a project description format.

A possible formal project description format for the documentation will consist of the following information:

- The name of the project and all involved institutions and persons.
- The status of the project: planned, work in progress, published, or finished.
- The applied technologies and standards.
- The licenses, which are used for research data, source code and other components such as fonts, audio or video documents.
- Information about where to find the source code, if the source code is available under an open source license.
- Information about provided APIs and other interfaces to retrieve the research data and metadata in various formats (XML, JSON etc.) or get structured information about persons or places to be processed further in other contexts (In case of a correspondence edition metadata about the letters should be prepared in the Correspondence Metadata Interchange Format (CMIF) to be reused by http://correspsearch.bbaw.de).

- Contextual details about the data producers, how data are collected etc. (More at Faniel 2015)
- Canonical citation rules and instructions for persistent referencing of current parts and older versions of the research data.
- A standardized change log, which can be evaluated by other services.

Of course this list can be just a first suggestion and does not provide all the information that can be given about a project. The project description must be accessible under a standardized URL (e.g. http://home.of.project/api/projectdescription) and can be serialized in different formats, such as XML or JSON, for further processing. That would allow a Digital Scholarly Edition to be registered at a central directory where all information and updates of various Digital Scholarly Editions which follow the same publishing model are collected automatically. Such a central directory does not exist yet. Currently existing directories collect information manually and describe projects externally, so changes and updates are harder to track.

The success of such a publishing model depends on pragmatic usage possibilities and a critical mass of Digital Humanities scholars and projects who publish their Digital Scholarly Edition using this publishing model. It is difficult to find a standardized, generic approach in the world of Digital Scholarly Editions as every project encounters a different set of problems and a different set of uses. Thus it is important as developers to not make too many assumptions about the nature of a project and further the development of a technological publishing standard in continuous exchange with the scholarly community and in very small steps which take into account the diversity across the Humanities.
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The digitization of large databases of works of arts photographs opens new avenue for research in Art History. For instance, collecting and analyzing painting representations beyond the relatively small number of commonly accessible works was previously extremely challenging. In the coming years, researchers are likely to have an easier access not only to representations of paintings from museums archives but also from private collections, fine arts auction houses, art historian photo collections, etc. However, the access to large online databases is in itself not sufficient. There is a need for efficient search engines, capable of searching painting representations not only on the basis of textual metadata but also directly through visual queries. In this paper we explore how convolutional neural network descriptors can be used in combination with algebraic queries to express powerful search queries in the context of Art History research.

Context and Method

This project is part of project called Replica, conducted in collaboration with the Cini Foundation in Venice. This project is based on two parallel developments, the digitization of the Cini Foundation’s photo library, a collection of about a million photographs of paintings, engravings, plastic arts and architecture (1300 - 1900) and the creation of a dedicated search engine allowing for searches for visual patterns in this database. As the digitization is currently ongoing, the results reported in this paper are performed on a subset of only 39 000 paintings. However, the progressive densification of the database, including a large set of so-called minor painters, should, in the coming months, unfold the full discovery potential of this search engine.

The field of visual pattern recognition has been recently transformed by the surprising performances of so-called deep learning approaches using Convolutional Neural Networks (CNN). CNN are multi-layers architectures used for supervised learning, especially for object classification. Each layer is representing an operation on the previous layer: convolution layer, fully-connected layer, pooling layer, regularization layer, etc. These networks have many parameters (filter parameters, fully-connected weights) that can be learned via backpropagation in a supervised manner. Traditionally, the input (first) layer is a full raster image and the output (last) layer is a vector representing the score of the input image for each class. By showing the network some labeled images and comparing the network’s output to the desired label, one can update the parameters of the model.

The theory of deep neural methods have been known for decades, and were already successfully applied with the first convolutional neural networks in the 90s to digit recognition (LeCun et al., 1989). However, their computational complexity and the necessity of important amount of training data have seen them being ignored for a long time. With very large datasets available like ImageNet, and GPU computation being more accessible, there has been a sudden surge of interest in deep methods (Deng et al., 2009).

In 2012, a convolutional neural network shattered the competition in a difficult 1000 class object recognition challenge, attaining the impressive result of a top-5 error of 15.3% compared to 26.3% for the runner-up (Krizhevsky et al., 2012). Ultimately, this work had an important impact on the machine vision community starting the so-called deep learning revolution. A clear manifestation of this trend was that just a year later at the next iteration of this object recognition challenge, almost every entry was based on CNNs as well.

Despite being trained to recognize a precise set of classes. It has been observed that some of the learned parameters of the CNNs will most likely be similar across different datasets. For instance, the first convolutional layer usually learns various edge detectors and basic filters. Some researchers have evaluated the representative power of CNN trained for a specific task to other problems. Using a model that outperformed the others in 2012 on the ImageNet data, results seemed extremely promising, suggesting that task transfer is possible (Donahue et al., 2014).

To calculate the descriptors of our search engine, we use a pre-trained Convolutional Neural Networks similar to the one described in (Donahue et al., 2014). Each painting of our database is associated with 1000 features, corresponding to the last convolutional layer of the pre-trained Convolutional Neural Network. These features are thought to represent high-level characteristics directly usable for the classification tasks. Through this process each painting is associated with a single point in a high dimensional space. When a single image query is sent to the search engine, the results are simply shown, ranked by their distance to the query.

However, similarity between paintings could not be the results of single homogenous distance. To enable the users to specify the kind of similarity they want to explore, a more refined language has been introduced. Searches take
the form of algebraic formulas in which the user can add or subtract examples. For performing such searches, we use a binary support vector machine (kernel Radial Basis Function). In the cases where no negative examples are provided, a one-class-support vector machine is used (in the case of a query with a single image, this corresponds to a simple nearest neighbor algorithm). The rest of the paper shows examples of such algebraic queries and the corresponding results.

**Examples of queries and results**

The classic principles for classifying visual similarities in Art History include various dimensions like recurrence of particular pictorial patterns or common compositional structures. As a query illustration, the first criteria of classification chosen is the search for common ‘dominant and multiple pictorial motif’ in the composition. One classic example in this typology is the *Still life*, featuring for instance only a large bouquet of flowers. The development of this subject has a long history, from the late sixteenth century, before arriving at its codification during the seventeenth-century. The results of a query with Juan de Arellano’s *Still life of flowers* (Fig. 1) include other famous interpreters of the genre, almost identical in composition and also close in terms of chronological and pictorial influences: de la Corte, Snyders, Casteels. However, there are also seventeenth-century painters, Gentileschi, Régnier, Bonito, Vouet, who, while not painting Still lifes, are characterized by the same tonality of *chiaroscuro* typical of this precise moment in history of art. Without further information the similarities found by a single image query include various families of resemblances combining pictorial patterns and color tones.

To focus only on the pictorial motif of flowers excluding any paintings with figures, we subtract one of the paintings by Gentileschi to the initial query (Fig. 2). We obtain all the ‘key painters’ in this genre including for instance Daniel Seghers. He does not paint a real Still life but flowers around a sacred figure, the Virgin, one of the first subjects, probably invented by Jan Brueghel the Elder. It is probably from this initial subject that evolves the *Still Lifes with flowers*. So, in this case, the algebraic query recovered the evolution of a specific pictorial motif with its significant variations during the Seventeenth century.

Another criteria of classification in Art History are structural analogies between compositions (Gombrich, 1960). Structure of the composition is understood here in a geometrical sense, with the reoccurrence of similar geometrical patterns in various paintings. The formal analysis of paintings have classically focused on such kinds of structural similarity (Focillon 1964; Didi-Huberman 1996).

The *The Gallery of Archduke Leopold* painted by David Teniers the younger, in 1639, is also known to have four different variants. This painting is considered a reference of a long tradition of paintings subjects featuring cabinet of art lovers and collectors, a well studied genre (Findlen 1996; van der Veen 1993). A single query returns variations of the same painting (Staatsgalerie Schleissheim, Münich; Prado, Madrid; Kunsthistorisches Museum, Wien), but also painting featuring squares within squares (Fig. 3). For instance on *The Ambassadors depart by Vittore Carpaccio* and *Baptism of St Libertus by Colijn de Coter*, squares are on the floor or on the wall. To refine further our search and find the “good neighborliness” (Warnke 2000; Freedberg 1989) of David Teniers structure, we can try to exclude these two examples by subtracting them to the initial query. Results of such a query exclude now interior scenes featuring geometrical squares but now include various scenes of the *Passion of the Christ* organized as sequences of “squares”, non featuring any elements in perspective (Fig. 4). In a third attempt, we can now exclude those by subtracting them to the initial query and reinforce the focus on search by adding variant of the first painting by Teniers. Indeed, all the first results feature now paintings...
with galleries of collectors with examples of the most important authors of the genre, thus facilitating the study of their mutual influence (Fig. 5).

Perspectives

Pattern recognition methods have made extremely impressive progresses in the recent years, thanks to the advances of convolutional neural network and the advent of very large databases of images. As Art History deals with the study of the migration of patterns, this is surely a great opportunity for designing new tools to search through large databases of paintings photographs. This paper is a first examination of the typologies of search use cases that could be envisioned combining convolutional neural network features and simple algebraic formulas. This initial study illustrates that this new way of expressing queries allows for the incremental definition of various kinds of “similarities” between paintings. Convolutional neural networks features manage to capture many dimensions of similarity between paintings, including composition, colors and also common iconographic elements. Combined with a simple language for expressing the specificity of the traits that the user looks for, it could enable new powerful search tools that may in turn have important impact on history of art studies.
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In this paper, we focus on media (and multimedia) production as a spatial practice of ni-Vanuatu youth. We explore the contexts and practices of youth media production in a contemporary postcolonial urban society and how organizational forces shape these practices. Articulation theory is used as a framework for thinking about the way that young urban ni-Vanuatu are negotiating community, institutional, and professional obligations as well as leveraging opportunities for producing media that demonstrate new modes of relating to place. The authors draw on long-term coactivity and co-performance (Conquergood and Johnson, 93) via participant engagement with artists and producers from Vanuatu. Both authors have lived and worked in Vanuatu for over five years and much of our engagement with the young producers is through our roles with Further Arts – an NGO based in Port Vila. We employ a radical empiricism that blurs the boundaries between observer and observed – a form of dialogic performance that embraces and complicates diversity, difference, and pluralism (Conquergood and Johnson, 93). Madison describes it as living in “embodied engagement of radical empiricism, to honor the aural/oral sounds that incorporate rather than gaze over” (168, emphasis in original). A range of visual media productions is analyzed, principally video productions. We also draw on interviews conducted with members of Nesar Studio – a community access media production studio located at Further Arts – who constitute an emergent social category in Vanuatu, that is: young independent media producers or the ‘youth media crew’.

The contemporary inflections of the precolonial ni-Vanuatu relationship to place reveal contingent openings for indigenous people to transform their world through ontologically liberating participation in media production (and consumption). From another perspective, multi-national companies in the resource extraction (mining, forestry, fishing), agriculture, tourism, and creative industries, operate in ways that diminish Oceanic ontologies and subjectivities through processes that undermine local agency, knowledge, wisdom, value systems and biocultural diversity. But a dualistic framing such as this reinforces tired false binaries. It sets us a dangerous path to navigate through essentialism, exceptionalism and reductionism that, even if successfully negotiated ultimately leads to intellectual dead ends. There needs to be another way of understanding the: dynamic trajectories of visiting and returning, assembling and reassembling; the pluralism of Oceanian actuality, beyond the static divisions of rural villages and urban towns. In this paper we extend Clifford’s reading of Hall’s articulation theory (Hall; in Grossberg "On Postmodernism and Articulation: An Interview with Stuart Hall"), and demonstrate ways that “the partial entanglements of indigenous and local societies in global structures are not simply the world system’s unfinished business. They have their own roots and trajectories.” (Clifford, 475).

We explore these roots and trajectories through – “a praxis of spatial articulation” (Tawa, 49). Dick has documented elsewhere forms of ni-Vanuatu cultural production and expression that reflect a chorographic engagement with place (Tawa; Olwig; Maxwell; Dick).

In this paper, we extend these ideas exploring the performatif inflections of media production in a praxis of youth participation and spatial articulation. We will make visible the roots and trajectories of ni-Vanuatu youth and “the forces (the articulations) that create and maintain identities that have real concrete effects” (Slack, 126). Recognizing the joining and the un-joining, the assembling and the reassembling, the creating and the recreating, the articulating and re-articulating, imbues this approach with its efficacy (Slack; Clifford) and interdisciplinary approaches can converge to refine the way that we understand the contemporary media world (Horst, Hjorth and Tacchi).
The paper begins with a description of the major historical and cultural forces and tensions that influence the locative identities of people in urban Vanuatu, integrated with a contextualization — a re-articulation — of the Vanuatu mediascape from the perspective of young urban ni-Vanuatu producers. We explore the specific case study of the establishment of Nesar Studio and how this studio is facilitating the emergence of young independent (and interdependent) producers, or the ‘youth media crew’ (henceforth YMC), as differentiated from the category 55-56). Thus we have integrated discussion and analysis of contemporary indigenous engagements with media and place and multilateral strategies of articulation and de-articulation. Working in this radically empiricist way, it is often difficult to balance the requirements of the academy and the expectations of the community; it is difficult to “shape the data”, as it were, when one is both in and part of the data (Grossberg We Gotta Get out of This Place: Popular Conservatism and Postmodern Culture 55-56). Thus we have integrated discussion and analysis into the presentation of data to which it directly relates.

Despite major challenges, the young producers at Nesar Studio assert the importance, and indeed their ownership, of the structure and its organizational relationships — in particular with FA. This is evidenced in the extent to which they worked to maintain their momentum after massive damage from Cyclone Pam. ‘Nesar’ means ‘nasara’ in a local language — nasara is the Bislama term used throughout Vanuatu to talk about the ceremonial meeting place of a village for the intergenerational transmission of kastom knowledge and wisdom (through song, dance, art and other practices) is transmitted. Taking on this word and its connotations, Nesar Studio becomes a digital urban nasara in Vanuatu is not a simple process. Stakeholders must navigate divergent interests and compete for resources within an environment where the digital media and creative industries are poorly understood by state mechanisms and supported in an ad-hoc fashion by development partners at both national and regional levels. The bodies that do exist to advocate for and stimulate this sector, including the Vanuatu Cultural Centre, Secretariat of the Pacific Community, and the Pacific Arts Association (amongst others) have not been overly influential or consistently effective. This means that the role of shaping and nurturing the capacity of young media professionals rests in the hands of civil society actors, either in cooperation with, or struggling alongside, the dominant media and communications companies.

Functions, processes, and forces historically familiar to ni-Vanuatu communities are deployed in the articulation of youth (id)entities through media production practices in urban settings. Only a small number of the more talented and adept media crew members of Nesar Studio have been able to penetrate the industry in an independent and professional capacity, acquiring employment in other cultural and media agencies or as contractors for national and international organizations. While these opportunities are few and far between, they require a certain level of application and assertiveness on the part of the media producer, something that Nesar Studio aspires to for its members, but perhaps does not emphasise enough since its media work is based foremost on the principles of collaboration and teamwork. Achieving this requirement for astuteness is furthermore hindered by social and cultural factors in Vanuatu that implies doing things communally and for the common good rather than outshining others for personal benefit.
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When TEI P5 version 2.0 was published in 2011, scholarly editors who are interested in the writing process of literary works gained an important instrument for encoding their genetic Digital Scholarly Editions in TEI-conformant XML. After a long process of deliberation, this version of the TEI's encoding schema incorporated a large number of modifications proposed by the TEI MS SIG's Workgroup on Genetic Editions that aimed to re-evaluate the existing TEI tagset in order to facilitate the encoding of genetic phenomena (TEI Consortium, 2011). The Workgroup's "Encoding Model for Genetic Editions" (2010) reveals two major points of interest in this proposal: (1) the need for the ability to encode features of the document rather than those of the text; and (2) the need for the ability to encode time, sequintiality and writing stages in those documents' transcriptions.

The main answer to the first point of interest was the introduction of the <sourceDoc> element (as well as its <surface> children), that was allowed to exist on the same hierarchical level as the <teiHeader>, <facsimile>, and <text> elements. Since the Text Encoding Initiative has (as its name implies) historically favoured 'text' over 'document', this can be regarded as a powerful statement to the TEI community that documents are as valuable as texts in textual scholarship, and that it should be possible to transcribe them as such. As a result, this encoding model has been gratefully adopted by editors who are taking a more document-oriented approach to the transcription of their materials – like those of the Shelley Godwin Archive (S-GA) for instance (Shelley, 2013). The question remains, however, whether the use of this vocabulary is enough to classify a Digital Scholarly Edition as a 'genetic' edition. While the document will take up a central position in any genetic edition, the use of the 'Genetic Editions' document-oriented transcription model is not a distinctive feature of the genetic edition in itself.

The Workgroup's second point of interest (the encoding of 'time') is much more central to genetic criticism. In 'The Open Space of the Draft Page', Daniel Ferrer makes a compelling argument that 'the draft is not a text [...] , it is a protocol for making a text', comparing it to a musical score that, though by itself inherently mute, can be interpreted as a set of instructions for a future performance (1998, 261). Likewise, a draft document leaves the writer with a set of instructions that help her transport the unfinished text from one writing stage to the next. The interpretation of these instructions, and of the distinction between different versions and writing stages, is one of the most important tasks of genetic criticism. This is what makes sequentiality such a key aspect of genetic editing: only by interpreting the draft materials as an interconnected sequence of writing acts can we expose the dynamics of the author's writing process.

There are many ways of encoding this sequentiality in the transcriptions of draft materials, across varying levels of granularity. The Workgroup's suggestion to use the <change> element to highlight distinct revision campaigns, for instance, effectively differentiates between individual versions of the same text when they are found within a single document. As Pierazzo and André's 'Proust Prototype' demonstrates, this method can even be employed to sequence individual stages within a single version (2012). Going even further, projects like the CD-ROM edition of Willem Elsschot's Achter de Schermen (2007) and the Melville Electronic Library's TextLab software (2009-) analyze what John Bryant has called the internal 'revision sequences' of individual sentences (Bryant, 2008). The danger of analyzing the writing process on this small a level, however, is that the mechanics of the writing process may start to interfere with the dynamics of that writing process. From a genetic perspective, it is more important to expose the dynamic relation between the textual elements involved in a modification (e.g. 'this is a substitution') than the mechanical order in which that modification was made (e.g. 'first this word was deleted, then this other word was added'). Since the exact writing sequence of such a modification is often impossible to reconstruct with any degree of certainty, consistently analyzing and sequencing all the work's revision sites may introduce a number of hypotheses in the edition that the editor is not necessarily comfortable with committing to.

On the other side of the spectrum, analyzing larger macrogenetic processes across documents, the 'Encoding Model for Genetic Editions' refers to the TEI's 'Graphs, Networks, and Trees' module, suggesting to encode the relations between documents as the <arc>s between <node>s in a <graph> element. Depending on the complexity of the writing process, this <graph> may result in an intricate data structure that can be used to visualize the chronology of the writing process on a highly abstract level. For writing processes that are less complex on the macrogenetic level, however, this model may be too much pain for too little gain, as a manually designed timetable could also do the trick.

The Beckett Digital Manuscript Project's approach to encoding sequentiality into its genetic Digital Scholarly Edition of Samuel Beckett's works tries to seek a middle ground between these two extremes: rather than analyzing the way in which individual sentences were written, the BDMP's encoding model allows the user to discover how
those sentences were changed from version to version, across different documents. By linking related semantic clusters on the sentence level across versions, this model allows for the on the fly generation of a chronological overview of all the different versions of each sentence in the corpus. As such, this model combines the ability of comparing different versions of the same work of more macrogenetically oriented approaches with the higher granularity of more microgenetically oriented approaches.

After illustrating the challenges and opportunities of these different models of encoding sequentiality in genetic editions, this paper will demonstrate how the BDMP transcribes its genetic materials in view of visualizing their sequentiality in the edition’s ‘Synoptic Sentence View’ (see ‘Figure 1’). The paper will conclude by presenting an example of how this encoding model may also be used to interpret the macrogenetic writing sequence of individual documents by means of an animated visualization of the writing process of the first draft of Beckett’s *L’Innommable*.

![Figure 1: BDMP Synoptic Sentence View](image)

**Figure 1: BDMP Synoptic Sentence View**
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Letters are an important historical source: First, they may contain comments from contemporaries about the most different events, persons, publications, and issues. Second, letters allow insights about connections and networks between correspondence partners. So, questions occur which can only be answered across the borders of scholarly letter editions due to the fact that these editions are usually focussed on partial correspondences (of a certain person or between two specific persons). But this requires time-consuming searches across various letter editions. This has been a well-known problem for quite some time, now (Bunzel, 2013: 117) and has already evoked work on a few databases dedicated to correspondence, like e.g. “Early Modern Letters Online”. But these databases have
some limitations: firstly, they focus on specific research questions, time periods, geographic areas, or certain material. Secondly, they don't provide an open, standard-based and well-documented way to provide and update data. Furthermore, the data can be searched and displayed, but only on a simple website. In none of the existing databases dedicated to edited letters it is possible to query and retrieve the data via an Application Programming Interface (API) and under a free license for subsequent use.

The mentioned methodic problem has lead Wolfgang Bunzel, who works in the field of research about the Romanticism, to request:

1. the creation of a decentralized, preferably open digital platform, based on HTML/XML and operating with minimal TEI standards, which is extensible in different directions and allows for existing web portals and websites to contribute at the lowest possible cost. This doesn't request some kind of super structure which covers the entire amount of letters from the Romantic era (which could not be estimated exactly, anyway) but rather an intelligent linking system, which associates existing documents with one another. The creation of such nexus will naturally lead to research options reaching from searches for persons and places to specific keyword-based searches [...] (Bunzel, 2013: 123)²

With "correspSearch" (http://correspSearch.bbaw.de) this paper will present a web service, which takes a step in this direction by aggregating metadata of letters from various (digital or printed) scholarly editions and providing them collectively via open interfaces (Fig. 1). In doing so, it is independent from specific research questions as well as from temporal, geographic, or thematic limits.

The basis of the web service are digital indexes of letters provided by the editions in the "Correspondence Metadata Interchange Format" (CMIF), that has been (and will further be) developed by the Correspondence Special Interest Group of the Text Encoding Initiative (TEI).³ The CMIF format is based on the TEI Guidelines and allows to interchange metadata of letters, postcards etc. between scholarly editions by restricting and normalizing the essential elements of a communication act, namely sender, addressee, dates and places of writing and receiving. Besides the consistent TEI XML encoding, interchange will be enabled by usage of ISO dates and authority controlled identifiers. Sender, addressee, sender's place as well addressee's place are identified unambiguously using authority IDs, as e.g. provided by the Library of Congress.⁴ When reading the indexes of letters the web service retrieves the most common authority controlled IDs from the Virtual International Authority File (VIAF). This way, IDs from different authority files are mapped onto one another. Up till now, the web service supports VIAF, GND ("Gemeinsame Normdatei" from the Deutsche Nationalbibliothek) as well as the authority files of the Bibliothèque nationale de France (BNF), the Library of Congress (LC), and the National Diet Library (NDL) in Japan. As for place names the web service uses "GeoNames".

The scholarly editions themselves provide such digital indexes of letters in CMIF format, online and under a free license (CC-BY 4.0). For this purpose the CMIF format and its creation process is extensively documented on the correspSearch website including a FAQ section.⁵ After providing a CMI file online, it is only necessary to register its URL for the web service. After that the file is automatically retrieved by correspSearch periodically (and in that way updated, if necessary).

The aggregated letter indexes are searchable on the correspSearch website by correspondent, location, and date. Correspondent and location can be specified according to their role in the communication process. Search results are displayed based on the metadata of the individual letter, together with biographical details. Letters from digital editions are directly linked.

Apart from the website an API has been implemented which allows for automatic requests to the web service.⁶ In this scenario, the results are provided in TEI-XML in the described CMIF under a CC-BY 4.0 license, thus ensuring and facilitating further use and processing of the search results. Furthermore, the web service offers BEACON files as well as an experimental TEI-JSON output.

Thanks to the API it is possible to automatically refer or even link from one digital letter edition to related letters provided by other editions. This function was already implemented in a prototype for the digital scholarly edition "Schleiermacher in Berlin 1808-1834" (Fig. 2).⁷ This feature helps researchers avoid methodological problems when interpreting a piece of correspondence: When analyzing a letter they usually consider the preceding and following letters in the correspondence between the sender and addressee, as well. However, their interpretation often does not include the letters which the correspondents send to or receive from other persons. With this feature the background of historical correspondences can be easily explored.

Via the API scholars can also exploit the data basis by usage of their own innovative technologies as well as of technologies which the web service itself does not yet support technically. Therefore, with a sufficiently extended data basis and the suitable software it will be possible to perform research on e.g. social or correspondence networks based on correspSearch.⁸ Furthermore, the correspSearch API was connected with the web service "XTriples", developed by the Academy of Sciences, Humanities and Literature in Mainz (Germany). Thus the results can be converted into RDF and provided for further analyses with the help of semantic web technologies.⁹

The web service correspSearch and the CMIF are still under development. In the future it should be possible to search also for mentioned persons, events, publications etc. For this purpose the enhancement of the CMI file
is currently discussed (Dumont, 2015). Also additional authority files will be supported, e.g. the Getty Thesaurus of Geographic Names.

The web service correspSearch was granted the “Berlin Digital Humanities Award 2015” (First Prize, endowed with 1.200 €).

The digital scholarly edition queries the correspSearch API for other letters from and to August Boeckh around the date of the letter displayed (10 september 1810). If there is a result, the edition provides links to these letters.
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1 Early Modern Letters Online (EMLO), http://emlo.bodleian.ox.ac.uk/, is the one with the largest databases, but also includes data from other databases like “Circulation of Knowledge and

Fig 1: Operating principle of the web service correspSearch

Fig 2: Screenshot of the digital scholarly edition “Schleiermacher in Berlin 1808-1834” (published soon), which presents letters to and from the theologian Friedrich Schleiermacher
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Introduction

This paper presents first empirical analyses and visualizations of a large corpus of graphic novels – an increasingly popular form of book-length comics aimed at adults – that is currently in the process of being assembled and digitized. We introduce an XML vocabulary and visual editor that we have developed for the annotation of our corpus, and reflect on the challenges presented by a cultural form that is characterized by the complex interaction of text and images. Analyzing the specific narrativity of this and other multimodal cultural forms (including illustrated books and magazines, theater, film, television and computer games), we argue, calls for a combination of quantitative and qualitative methods drawn from such diverse fields as narratology, digital art history, and cognitive science. In contrast to corpus analyses of literary texts, which have made great strides in recent years, comparable work on visual narrative still remains in its infancy and at the periphery of the digital humanities. While this can be traced, in part, to copyright issues, such scholarship also faces a number of crucial technical and methodological hurdles – from image description, classification, and object recognition to the operationalization of narratological concepts. Given the dominance of visual storytelling in modern and contemporary culture, overcoming these hurdles will represent an important contribution to the further development of DH research.

The introduction presents our corpus and the wider research questions of our interdisciplinary group. This is followed by a brief overview over the “Graphic Narrative Markup Language” (GNML), which builds on TEI, and the visual editor developed for the annotation of graphic novels, but which is also applicable to other multimodal forms. A version of this editor will be available as open-access software by the time of the conference. Part two introduces a number of analyses and visualizations combining the study of text and images that make up graphic novels. The final part moves to the quantitative and qualitative analysis of graphic novels with the help of eye-tracking. This approach allows us to study the construction of storyworlds by empirical readers, and thus opens up an aspect of narrative that remains severely underrepresented in DH, and the humanities at large.

1. GNML-Editor: Tools for (Semi-)Automatic Annotation

Whereas the automatic analysis of text corpora has become feasible in many instances, such automation currently remains a pipe dream for multimodal narratives. In the case of comics and similarly hand-drawn, or otherwise non-perspectival, images, object identification depends on lengthy training efforts and registers a relatively high error rate. Similarly, standard OCR programs fail at recognizing the (quasi) hand writing that dominates comics. As a consequence, our corpus study presently depends on manual and semi-automatic annotation. For this purpose, we have developed the XML-language GNML, which builds on TEI and previous efforts by John Walsh (2012), to describe all textual and visual properties of graphic novels. To minimize errors during the annotation process, our visual GNML-editor supports annotators with integrated spell checking and auto-completion mechanisms. An automatic recognition of panels is complemented by a function that recognizes the borders of individual captions,
speech bubbles, and characters to accelerate annotation. Further automations, such as an in-built OCR for narrative text that conforms to standard fonts, are currently under development. As the conceptual basis of the editor (visual objects with graphic and textual characteristics) is not limited to comics but can be applied to other text-image combinations in visual culture (from illustrated manuscripts to film and TV), the editor will be generalized for the annotation of such formats.

2. Quantitative Analyses and Visualizations of Graphic Novels

Part two presents approaches that combine image and text analysis for a number of structural features of graphic novels. Methods developed for digital literary studies, such as topic modeling, are of limited value for the analysis of visual culture given the dominance of images. In contrast, studies of large-scale image sets have so far shown little interest in narrative analysis. To complicate matters further, most narratological concepts are drawn from the study of literary texts, and it remains questionable to what extent they can be successfully applied to visual narrative.

In a first analysis of the corpus, which is still in the process of being digitized and annotated, we look at the historical development of the visual and textual elements of about 150 book covers of graphic novels. This includes a grammatical and semantic analysis of their titles with the help of a statistical language parser, as well as the stylistic and visual attributes of their design and cover images. In a second step, we move to more detailed studies of a first sub-corpus that consists of the ten most-cited titles within our larger set of graphic novels. Such a small sub-set does not allow for genre comparisons or for studying historical developments within the form. However, we can consider the narrative features of representative texts within our corpus. In order to do so, we compare a network analysis of characters with their visual prominence and respective share of text, and complement this with a stylistic analysis of the latter.

3. Eyetracking Analysis of Multimodal Narrative

The experimental observation of eye movements has proven a reliable measure of the human processing of text and images, and allows us to form hypotheses about the construction of storyworlds by empirical readers. The final part of the paper aims to show the value of this method by considering excerpts from a first, explorative corpus of canonical graphic novels. In contrast to theoretical scholarship on comics, which has emphasized the primacy of images (Groensteen, 2009), our experiments demonstrate that readers focus most of their attention on the text. Not only is it usually read first, but many images are either not focused on at all, or analyzed purely in peripheral vision. Whether images are viewed depends, among other variables, on their informational content: if either visual aspects or the storyline continue from one panel to the next, it is much more likely that a panel will be skipped by the reader than if they are distinguished more clearly from its immediate predecessor. We also look at the interaction between visual and textual levels: do reading habits differ if text and images refer to distinct storylines? Finally, we report on experiments that focus on comic reading expertise, for which we propose a new empirical measure. In sharp contrast to the reading of text alone, where experience and reading speed are positively correlated, experienced comics readers focus on the visual aspects of the panels for an extended amount of time. This time appears to be invested wisely, since they are able to better understand the story, as shown by an empirical content test. Taken together, these results suggest that the text and image work together to transmit the narrativity of graphic novels, and that a specific type of expertise is required to understand multimodal narratives. This maps well onto the hypothesis that comics and other forms of sequential art use a particular kind of visual language (McCloud, 1993), which has been analyzed in psycholinguistic terms by Cohn (2013).

4. Summary and Conclusions

We present a new DH project aiming at collecting and analyzing a corpus of graphic literature, enriched by human annotations as well as by a corpus of eye-movement recordings to measure the momentary distribution of readers’ attention. First example analyses on both global and local levels demonstrate the potential of this approach. A toolchain for description, annotation, and analysis of these data is being developed, and is of potential use for a wider field of studies in cultural analytics of image-related and multimodal material. In perspective, the corpus will be further enhanced by automated description, using features developed in the field of computer vision (Farabet et al., 2013; Krizhevsky et al., 2012; Rigaud et al., 2015; Serre et al., 2007).
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Les sites de rencontres ont acquis depuis plusieurs années une place centrale dans nos pratiques sociales. L'idée de pouvoir utiliser des dispositifs algorithmiques pour rencontrer des personnes n'est plus une nouvelle et n'est pas née avec Internet. Il suffit de penser qu'en France, plusieurs plateformes de rencontres étaient déjà disponibles sur Minitel dans les années 1980. Mais la rapide diffusion des connexions Internet et la naissance du web dans les années 1990 ont rendu possible un développement impressionnant de ce type de service. Match.com a été fondé en 1995 et est probablement aujourd'hui le plus utilisé au monde ; d'autres plateformes comme eHarmony ou OkCupid ou Plenty of Fish sont apparues dans les années suivantes, proposant chacune sa vision de la rencontre amoureuse.

Comment analyser ce phénomène ? Comment le comprendre ? Plusieurs approches sont possibles et beaucoup a été écrit sur le sujet. La question que nombre de sociologues et psychologues se sont posé est : est-ce possible de trouver l'amour sur Internet ? Dans l'introduction du numéro spécial Sociologies et Société, Chiara Piazzesi note "la tension entre d'une part l'omniprésence discursive et sémantique de l'amour et d'autre part notre incapacité à savoir de quoi exactement il s'agit" (Piazzesi, 2014).

La question qu'il faut se poser par rapport aux sites de rencontre n'est donc pas tellement s'ils donnent lieu à des "vraies" rencontres, mais plutôt sur quel type de valeurs ils se basent et quelles valeurs ils produisent. En d'autres mots, il faut essayer de comprendre quelle idée de rencontre est proposée par ces services. Nous vivons de plus en plus dans une culture numérique : notre idée d'amitié est forcément conditionnée par la façon de concevoir l'amitié de Facebook, notre idée de pertinence est façonnée par Google, notre rapport à l'espace et au temps structuré par les dispositifs de vidéoconférence, les GPS, etc. Il est certain que notre idée d'amour est ou sera elle-même influencée par nos pratiques numériques.

Or les plateformes existantes proposent des types de rencontres très différents : certaines promettent de trouver rapidement des relations sexuelles (comme AdultFriendFinder, par exemple), d'autres promettent de trouver la personne avec qui se marier (eHarmony). Nous nous concentrons sur les sites qui sont explicitement axés sur l'idée d'amour : ce que ces plateformes visent est de rendre possible une rencontre de laquelle pourra naître une relation amoureuse. Deux exemples pertinents sont Match.com et OkCupid. Concrètement ces sites permettent la création d'un profil et mettent en place un algorithme qui relie les profils entre eux : comme tous les autres algorithmes de recommandation, l'algorithme des sites de rencontre est un ensemble de règles formelles qui permettent l'analyse des données d'un profil pour le mettre en relation avec un autre profil.

La question qu'il semble fondamental de poser est donc quelle conception de l'amour se cache derrière ces règles ? Qu'est-ce que l'amour pour une plateforme comme OkCupid ? Quelle est l'idée d'amour à partir de laquelle sont pensées les règles formelles qui constituent l'algorithme ? Cette question s'accompagne forcément de la question opposée ; car si d'une part les algorithmes se basent sur une idée de ce qu'est l'amour, en même temps, dans la pratique, ils ont un effet normatif : en d'autres termes ils produisent eux-mêmes une idée d'amour.

Commençons par une note méthodologique : il est nécessaire de préciser que nous n'avons bien évidemment pas accès au code source de ces algorithmes. L'ensemble du code est propriétaire et il n'est donc pas possible de l'analyser d'un point de vue mathématique ou informatique. On est dans la même situation quand on essaye de comprendre le fonctionnement de PageRank. Nous n'avons accès qu'aux textes avec lesquels les entreprises communiquent sur leur algorithme. Si cette limitation empêche une évaluation objective du fonctionnement des algorithmes, elle ne limite pas tellement le type de questionnement que nous proposons ici : il ne s'agit pas, en effet, de comprendre le réel fonctionnement des algorithmes mais d'analyser leurs bases culturelles, leurs valeurs. La communication publicitaire sur leur fonctionnement est donc déjà un excellent point de départ.

Les algorithmes peuvent facilement donner une réponse à la première : la plateforme va chercher dans les profils de millions de personnes et avec sa capacité de calcul l'algorithme sera capable de trouver la bonne per-
sonne, la seule bonne personne, au milieu d’un nombre immense de profils. La rencontre est donc nécessaire : les deux personnes qui se rencontrent ont été sélectionnées dans la totalité – ou presque – des personnes possibles. La puissance de calcul assume en quelque sorte le rôle du destin : grâce à la capacité de regarder dans une énorme masse de données, on sera capable d’aller au-delà des aléas qui pourraient empêcher une rencontre. Or dans les faits cette idée n’est pas du tout respectée par la pratique de ces plateformes, car les rencontres proposées sont très ciblées et, par exemple, très axées sur la proximité géographique. Mais la promesse est d’aller chercher dans l’ensemble des profils. Cette promesse permet de ne pas assimiler la nature du service offert à une pure démarche commerciale. Il ne s’agit pas de « vendre » le bon profil, mais d’identifier la bonne personne, la seule avec qui une relation amoureuse sera ensuite possible. Ce type de rhétorique caractérise la quasi-totalité de ces plateformes. Une analyse attentive de ce discours nous fait comprendre que ce que les sites de rencontres essayent de proposer – du moins dans leur discours – est vraiment une relation amoureuse, une romance.

Mais la puissance de calcul pourrait être un obstacle à la deuxième idée que nous venons d’évoquer : comment retrouver, dans le cadre d’une rencontre “calculée” par une machine la magie qui devrait caractériser l’amour? Comment ces plateformes peuvent-elles rendre possible le coup de foudre qui caractérise, dans notre imaginaire la relation amoureuse? Deux réponses sont possibles. D’une part on peut constater que plusieurs sites de rencontres essayent de réintroduire un élément de hasard ou de non calculé dans leurs propositions. C’est notamment l’exemple d’OkCupid qui proposa durant une période des “blind dates”. L’algorithme met en relation deux personnes de façon aléatoire et propose un rendez-vous sans dévoiler le profil de la personne qu’on va rencontrer.

Mais il y a un autre facteur qui peut relier l’amour calculé à l’amour magique : la complexité du dispositif technologique est très souvent perçue comme magique. Le fait qu’on ne connaît pas les algorithmes et que leur fonctionnement est mystérieux pour la plupart des usagers implique une sorte de rapport magique à l’objet technologique. Le fait qu’il y ait un calcul n’enlève donc rien à la possibilité de retrouver un côté de hasard et de magie.

De cette manière, les algorithmes essayent de ne pas mettre en danger l’aspect d’enchanted qui semble devoir caractériser une relation amoureuse. Cela pousse à penser qu’au lieu que transformer l’amour en une marchandise, ces plateformes essayent de récupérer un élément d’authenticité : en d’autres termes on pourrait affirmer que les sites de rencontres ont comme effet de promouvoir même auprès des sceptiques l’idée de la possibilité d’une rencontre amoureuse romantique. L’élément algorithmique se présente comme une sorte de garantie rationnelle de la possibilité de l’amour. Il nous semble que trois conceptions de l’amour influencent la notion qui se cache derrière les sites de rencontres : celle du Moyen-Âge, l’idée romantique et la conception du cinéma hollywoodien. Au Moyen-Âge on peut notamment retrouver le rapport étrôit entre amour et vision qui semble être un des piliers de l’amour proposé par les sites de rencontres : on peut tomber amoureux car on peut tout voir. Dans l’amour romantique et surtout dans une réinterprétaion main-stream hollywoodienne de l’amour romantique, on peut retrouver l’idée de la nécessité de la rencontre et celle de la magie. Une analyse de ces topoï littéraires accompagnée par une étude approfondie des textes qui présentent le fonctionnement des algorithmes pourrait nous aider à mieux cerner la façon qu’ont les sites de rencontres de concevoir l’amour. L’impact du numérique est culturel et les pratiques numériques façonnent nos visions du monde. Comprendre quelle est l’idée d’amour qui s’exprime à travers les algorithmes des sites de rencontres devient donc indispensable pour comprendre quelle est la conception de l’amour dans notre société.
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Background

In the last decades, quantitative linguistics (following exact and social sciences) has developed several statistical methods providing an insight into measurable phenomena of natural language. Although to a lesser extent, it also applies to the analysis of diachronic changes. Obviously, the so-called philological method in historical linguistics (unlike historical comparative and internal reconstruction methods) was always a kind of “corpus linguistics”, which means that a linguist studying a given period of a language investigated, via close reading, available written records. Consequently, the text was usually treated as a (mistrustful) informant. The implication of this attitude is that in principle, a single attestation of a linguistic fact in a text was considered a strong evidence. Paradoxically, it is synchronic corpus linguistics that changed the overly conservative approaches to diachrony. The most significant here is the shift from purely qualitative to quantitative argumentation. Certainly, the availability of machine-readable corpora allows for much more sophisticated quantitative analysis these days.

A significant drawback of many of the quantitative methods applied so far is a tacit assumption that the researcher knows in advance which elements of the language are subject to change. In other words: the method of, say, plotting and inspecting the trend for a given phenomenon may be applied only to verify hypotheses stipulated earlier by traditional (that is qualitatively oriented) diachronic linguistics. A real challenge, however, is to develop such a method that would allow to trace chronological change in the language without a prior knowledge which linguistic features are responsible for the change. Promising results may be expected using some of the stylometric techniques based on the statistical analysis of style, especially the so-called multidimensional methods. The combination of stylometry and historical linguistics is not an entirely new idea. The problem of automatic recognition of relative chronology of texts was recently addressed by Stamou (2008; 2009), Štajner and Mitkov (2011), Popescu and Strapparava (2013), Štajner and Zampieri (2013), Zampieri et al. (2015). We shall note, however, that the first who sought to solve the question of chronology of texts via their stylistic features was Lutoslawski (1897).

Stylometric methods are particularly efficient when applied to frequencies of function words (or, the most frequent words). However, an interesting question arises what if we disregard words and examine grammatical features instead? Obviously, the usage of archaic vs. modern inflected forms alone will differentiate texts written in two distinct (yet still close) periods. What is less obvious, however, is whether processing solely POS-tags, i.e. grammatical labels, can show the dynamics of language change. Note that the sequences of POS-tags are a good approximation of syntax, even if they cannot replace parsing (Hirst and Feigina, 2007; Wiersma et al., 2011). To scrutinize the above research question, we performed a number of stylometric tests using different (tailored) methods and different combinations of lexical and grammatical features’ n-grams.

Chronology at a glance

Standard stylometric methods are aimed at tracing differences between (groups of) texts. They proved to be successful in detecting a predominant stylistic signal, which in most cases is the authorial voice. However, when the number of analyzed texts is high enough, the emerging authorial groups (clusters) tend to form larger lumps reflecting the existence of other stylometric signals, such as genre, gender or chronology. This phenomenon can be observed very clearly when bootstrap consensus network – an enhanced version of cluster analysis (Eder, 2015) – is applied.

In Fig. 1, a network of an exemplary corpus of 333 English texts (De Smet, 2005) covering the period 1700–1930 is shown. The network was produced using most frequent words as predictors. One can notice a clear split into three distinct areas of the network that is due to a}
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strong genre signal. However, despite the overwhelming division into novels, non-fiction, and drama, an additional chronological signal – represented by a transition from green (the earliest works) to red (the latest works) is fairly noticeable within each of the three sub-groups. Networks for other style markers (word n-grams, POS-tag n-grams) showed a similar behavior.

**Modeling stylistic drifts**

Certainly, the general picture revealed by the above network is by no means satisfactory, at least from the perspective of historical linguists. In particular, one would like to know how to pinpoint the observed chronological transition, in terms of identifying interpretable trends and/or breaks. The idea discussed in this section addresses this problem by combining multivariate stylometry with linear regression models.

Multidimensional scaling is a way of compressing (or projecting) a highly complex space into its simpler, usually two-dimensional, representation. Even if such a procedure always involves some loss of information, it is believed to reveal actual differences between samples. Now, since the technique allows to reduce the original space into an arbitrary number of dimensions, one can squeeze the data into just one dimension. This single MDS score can be plotted against the timeline, in order to test if any correlation between the two variables exist. The more diagonal is the shape of the plotted points, the higher the correlation.

![Figure 2: Multidimensional Scaling of 333 English texts (250 most frequent word 3-grams), compressed into one dimension and plotted against the timeline](image)

In Fig. 2, some correlations between the timeline and the MDS values are fairly visible with a naked eye. However, when the results are scrutinized using a standard linear regression model \( y_i = x_i \beta_1 + \beta_0 + \epsilon \) (where \( \beta_1 \) and \( \beta_0 \) are parameters of the model, and \( \epsilon \) is a random effect), their correlations become even more obvious. The estimated model (a dashed line in Fig. 2), is formulized as \( \hat{y}_i = 0.272 \cdot d_i - 499.94 + \epsilon \), where \( d_i \) denotes the i-th text’s date of publication. In terms of the \( p \) value, the model is statistically significant (\( p < 0.01 \)); however, the goodness of fit as represented by the adjusted \( R^2 \) value is rather poor (\( R^2 = 0.06 \)), due to the overwhelming genre signal hidden in the dataset. When one splits the corpus into three genres and analyzes them separately, however, the explanatory power of the model is far higher.

**Supervised classification and the timeline**

One of the most interesting aspects of language development – overlooked in a vast majority of the existing studies – is the question of the dynamics of linguistic changes. Presumably, one should expect epochs of substantial stylistic drift followed by periods of stagnation, rather than purely linear trends.

![Figure 3: A sequence of Nearest Shrunken Classification tests on 333 English texts: cross-validated results for different vectors of most frequent POS-tag 2-grams](image)

To assess this issue, we apply an iterative procedure of automatic text classification. First, we formulate a working hypothesis that a certain year – be it 1750 – marks a major linguistic break. We divide the text samples into the ante and post subsets, according to particular texts’ publication date. Next, we randomly pick a number of train and test samples representing the both classes (ante and post), and we train a supervised classifier. We perform a standard classification, and record the cross-validated accuracy rates. Then we dismiss the original hypothesis, in order to test new ones: we iterate over the timeline, testing the years 1755, 1760, 1765, 1770, ... for their discriminating power. The assumption is simple here: any acceleration of linguistic change will be reflected by higher accuracy scores.
In Fig. 3, the classification accuracy rates for the aforementioned corpus of 333 English texts were shown (POSTag 2-grams, NSC classifier). As one can observe, the scores obtained for the period 1750–1850 are only slightly higher than the baseline, betraying no revolutionary changes in this period. Later, however, the stylistic drift accelerates, reaching 70% of correctly recognized test samples.

Conclusions

In this paper we used a set of tailored stylometric methods to assess the question of language change over time. Our chosen techniques proved to be useful indeed; the further research will focus on tracing the very linguistic features that were responsible for the observed change. However, an important question has to be asked here: is it a change of Saussurean langue what we track with our approach, or rather the change of parole? Obviously, if texts written earlier can be separated from texts written more recently, they must share some features common for a given stage of language development. However, it is not clear if an observed change is due to, say, literary taste or, if we face an actual change in the system here. Theoretically, the former and the latter are possible, as well as both answers together. It is also very likely that the change takes place in between: in the norm in the sense proposed by Coseriu (1958). Still there are no means to answer this question with any stylometric method, what for a linguist might be seen as a drawback. However, the proposed method informs the linguist about the fact of change, which takes place not only in lexis but also in syntax; about the speed of change and, above all, about the points where this speed accelerates.
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Even before Harper Lee’s “new” book, Go Set A Watchman, was published earlier this year (2015), rumors as to its authorship abounded. Alabama police looked into alleged abuse of Lee’s rights; suspicion suddenly (re) surfaced about the strange fact that one of the greatest bestsellers in American history was its author’s only completed work; Lee’s childhood friendship with Truman Capote (portrayed as Dill in To Kill A Mockingbird) and their later association on the occasion of In Cold Blood fueled more speculations on the two Southern writers’ possible, or even just plausible, collaboration; finally, the role of Tay Hohoff, Lee’s editor on her bestseller, was discussed. Desperate media turned to the usual front for stylometry,
Matt Jockers, who graciously ceded this opportunity onto us. A story about our early results appeared in *The Wall Street Journal* (Gamerman, 2015), and it echoed even in our native Poland, where the country’s major newspaper, Gazeta Wyborcza, also devoted a whole page to this international success of Polish stylometry (Makarenko, 2015).

The truth proved to be at once much less sensational than most of the rumors – and much more interesting. Stylometric evidence is very strong in this case: Harper Lee is the author of both *To Kill A Mockingbird* and *Go Set A Watchman*. The first method applied here was part of stylo, a stylometric package (Eder et al., 2013) for R (R Core Team, 2014): series of most-frequent word frequencies in a collection of texts were compared using Burrows’s Delta measure of distance (Burrows, 2002); Delta distances were compared for each pair of the texts in this corpus by cluster analysis, and the results of clustering were used to create a bootstrap consensus tree. The resulting Fig. 1 shows the two Harper Lee books as two nearest neighbors just as it does the other authors included for comparison here. More importantly, perhaps, Truman Capote is far away. Most importantly, her editor’s only available book, *Cats and Other People*, betrays no similarity to her charge. Since this sort of diagram is oriented at deciphering the strongest signal in word usage, authorship, the various rumors should be finally set at rest – the more so as the two Harper Lee novels have always been each other’s nearest neighbors in a whole series of rigorous machine-learning classification tests performed using stylo’s “classify” function.

It is no surprise that this diagram echoes the previous one as far as the strongest similarities are concerned. Lee is still Lee; now, Faulkner stands almost alone. But then the lesser forces, represented by the slightly narrower connections, also count. The first thing that strikes the eye in the Lee neighborhood is the *Watchman*’s affinity to *In Cold Blood* and a more heterogeneous pattern for *Mockingbird*: the book researched by Capote with Lee is still linked to her 1960 bestseller, but now only by the minutest of lines. This rephrases the Lee/Capote question in a more interesting way. Is there a drop of Capote in Lee? Perhaps not in the entirety of her work – perhaps just in a passage or two. This should be answered with a modification of the method: since it is difficult to see overlapping stylometric signals in an entire novel, one can see much more when the novel is split into equal and smaller fragments; then, the usual stylometric analysis is applied to the particular slices according to the “rolling, classify” procedure (Eder, 2015a).

Lesser affinities between texts are preserved in Fig. 2, which presents a network analysis of the same data treated with an enhanced version of the aforementioned consensus statistical method (Eder, 2015b) and produced with the Force Atlas 2 layout (Jacomy et al., 2014) in Gephi (Bastian et al., 2009). The degree of similarity is shown by the thickness of the curves that connect the particular texts: the thicker the line, the stronger the similarity. Additionally, the algorithm also spatially distributes the nodes (representing each text) to provide an additional visualization effect.
The most reasonable texts to be thus compared to To Kill A Mockingbird are Capote’s In Cold Blood (since Lee helped with the research for that book), Lee’s own Go Set A Watchman (to see how much of the Watchman might be found in the Mockingbird) and Tay Hohoff’s Cats and Other People (to find out how much of Lee’s rewriting of her original proposal might have been influenced by her experienced editor). This is presented in Fig. 3, and the result is quite interesting.

The signal in a little more than a half of the segments in To Kill A Mockingbird is that of the novel she originally brought to be published by Lippincott. It is highly significant that its longest stretch coincides with the trial that was only mentioned in the Watchman and became the focus of the book in the Mockingbird. This seems to suggest that while this refocusing of the book was made following the advice of the editor, the rewriting was indeed done by Harper Lee.

The rest of the Mockingbird is a veritable mosaic of her own and her editor’s hand. Tay Hohoff’s impact seems to be especially visible towards the end of the story, and it coincides with the novel’s climax in Chapter 28: Scout, dressed in her elaborate and cumbersome ham costume, is attacked by Bob Ewell, who, following the struggle with Jem and then with Arthur “Boo” Radley, is left with his own knife stuck under his ribs.

We will never know, of course, whether Tay Hohoff really wrote that scene (and the others that seem to bear her mark) for Lee. But it is sensible to argue that while To Kill A Mockingbird is obviously a novel by Harper Lee, traces of someone who helped her along the way for two whole years – and who, at one point, talked the author into running down to the street to collect the manuscript that had been flung through the window in frustration (Shields, 2006: 121) – must be there somewhere. The results produced by the different functions of stylo are not in conflict when they show the overall strength of the Watchman signal in the Mockingbird and the possible echoes of Hohoff (or even, at the very onset of the novel, of Capote) in selected segments. Rather, they seem to provide new insights into the traces of various people involved in the making of a novel – and into how some of these traces may be identified and discerned by stylistometry. It is equally sensible to find such traces in a work of a very particular kind: a novel that has been reprocessed almost beyond recognition in a long process of authorial and editorial collaboration; where the final version keeps the setting and the characters of the first, but changes its focus, its historical moment in time and, perhaps more importantly, its ideological message.

Bibliography


OVAL: A Virtual Ecosystem for Immersive Scholarship and Teaching

Bill Endres
bill.endres@ou.edu
University of Oklahoma, United States of America

Matthew Cook
mncook@ou.edu
University of Oklahoma, United States of America

Will Kurlinkus
wkurlinkus@gmail.com
University of Oklahoma, United States of America

Introduction

3D modeling is transforming scholarship and teaching. In 2004, when Taliban militia destroyed the Buddhas of Bamiyan (one, the tallest Buddha in the world), a team of researchers from the Swiss Federal Institute of Technology responded by generating 3D models of these lost Buddhas (Grün et al., 2004). Indeed, 3D and virtual reality (VR) have sparked scholarly interest because VR projects, such as the Buddhas and Rome Reborn (an international effort
to generate a virtual surrogate of the ancient city), allow for the modeling of inaccessible or lost historic spaces and objects and the interactive testing of scholarly hypotheses (Dylla et al., 2010).

Now, with advances in digital imaging and replication, 3D models have proliferated. They can be easily downloaded from sites such as SketchFab, Smithsonian X3D, and NASA 3D Resources. Moreover, scholars can publish them in a new journal: Digital Applications in Archaeology and Cultural Heritage. However, this proliferation raises questions about best practices for viewing, archiving, and interacting with these complex digital assets. The primary interface for 3D remains the flat, relatively small, computer screen—miniscule when compared to a 53-meter Buddha.

One solution is to provide an immersive experience through VR, enabling viewers to share space with 3D artifacts. Such an interface, however, presents further problems. VR systems tend to follow one of two models: 1. The model of Rome Reborn, in which a virtual system houses one surrogate of a physical space, or 2. A laboratory, such as Stanford University’s CAVE system, in which sophisticated and costly VR equipment is employed for research. Can a virtual ecosystem be developed that not only makes uploading, hosting, and viewing VR assets easy but also is cost efficient and yet provides a robust, flexible, and accessible environment to meet divergent needs across a university and beyond?

In this presentation, we will discuss our answers to these questions derived from building a VR ecosystem housed in the library of the University of Oklahoma: the Oklahoma Virtual Academic Laboratory (OVAL). OVAL is a fully functioning VR environment. It is designed to deliver ease in uploading and engaging 3D assets, especially for non-technical users. Through digital immersion, multiple scholars and students simultaneously encounter VR assets, moving through and around and rotating and resizing them. Such engagement represents a paradigmatic shift in the computer interface: scholars and students are no longer limited by a flat monitor and instead share the virtual space with their objects of study.

Furthermore, OVAL encourages enhanced experiential learning (Hermon and Kalisperis, 2011; 60–61). It gives students and scholars opportunities to engage digital materials beyond their normal reach (such as interacting with atomic structures or cultural heritage artifacts). And, when partnered with museums, medical centers and other stakeholders, OVAL makes VR accessible to a wide scope of people, institutions, and industries. Thereby, OVAL offers a new model of accessible VR.

**Challenges**

Building a VR ecosystem for a whole university poses daunting challenges. For OVAL, the overriding hurdle was cost. To accommodate scholars and students across the disciplines, building multiple, multi-million dollar VR labs was not feasible. Therefore, cost constantly reigned-in decisions but rarely reigned-in performance.

There were also challenges for choosing compatible hardware and software. To keep costs reasonable and minimize spatial requirements, we opted to have users seated while immersed in OVAL, with head, upper body, and hands tracked and imported into the VR environment. This reduces major challenges to selecting a software platform to develop the VR environment, graphics processing unit (GPU), head mounted display (and its software), hand-gesture sensor (and its software), computer, and chair assembly. When full-body sensing hardware and software become available at a reasonable price, we will explore incorporating them into OVAL.

For building the VR environment, perhaps the most important choice is selecting the software platform. Currently, game engines (software platforms for generating 2D and immersive 3D environments) are the best option. To select an appropriate game engine, we established five criteria:

1. Minimally priced or free during development of VR environment
2. Compatible with multiple platforms, including desktop, mobile, and Web
3. Compatible with multiple headsets, such as Oculus Rift, HTC Vive, Google Cardboard, Gear VR, and Microsoft HoloLens
4. Active and robust developer community
5. Extensive online documentation.

**Our solution**

Our criteria limited our choices to two main video game engines: Unity3D and Unreal. Although, since our initial choice, a number of major companies (Google, Amazon, etc.) have developed game engines, we still champion Unity3D because of its low cost and robust developer community, which attests to its capability and compatibility. Part of Unity3D’s appeal is one of our main criteria: strong cross-platform compatible. Currently, it is compatible with 21 different operating systems, including Apple, Windows, Linux, and a variety of mobile devices. Furthermore, Unity3D provides strong online documentation, including tutorials.

For software sub-systems, choices had their complexities, and we will discuss them more fully in the presentation. They included Photon Unity Networking for networking the headsets; Oculus runtime software to support a camera with two “eyes”; and the LeapMotion SDK for hand-tracked interactions. These choices allow OVAL to preserve embodied interaction with hand and upper body tracking (leaning in produces a closer look at an object, and hand movements control features such as scaling and rotating objects) (Shapiro, 2014).

Selecting hardware was less complicated. Available
headsets are surprisingly limited. Our only real choice was Oculus Rift. Another headset, the HTC Vive, is set for release soon. Most headsets are developed and sold as part of a complete VR system.

For the chair-assembly, a unique on-campus resource simplified our choice. The University of Oklahoma houses a high-powered physics fabrication lab. We worked with them to develop a custom railed-chair assembly (ergonomically designed for a 360° range of motion). This railed-chair allows the computer to reside under the chair and out of the way. For a robust virtual environment, the computer contains a GeForce GTX 980 graphics card. It delivers a 75-frames/second refresh-rate (the human eye generally resolves 25 frames/second), insuring an instantaneous visual experience when manipulating 3D objects or when turning one’s head.

Finally, by integrating networking software into OV AL, a shared VR experience can occur across a range of clients. All changes made on a master workstation—including scale, rotation, lighting, and background imagery—are immediately transmitted to all co-participants, regardless of their physical location. In a classroom environment, for example, this means that students automatically see what the teacher sees. But this also allows OV AL to become a worldwide network. To facilitate such a network, all 3D models are uploaded via a public Dropbox, which immediately syncs with all OV AL clients. This means that all uploaded 3D assets are available to all OV AL clients. For a shared VR experience, each client only needs a short set of instructions concerning file names and how to manipulate them during a session.

Research and teaching

In our presentation, we will also discuss ongoing uses of OV AL at the University of Oklahoma and explore their implications. Despite its recent completion, OV AL has already had extensive use. Undergraduate biology students have analyzed the atomic structure of hemoglobin and oxyhemoglobin. Architecture faculty has analyzed student projects for unseen flaws pertaining to safety and accessibility of interior spaces. The Sam Noble Museum of Natural History has uploaded their recently discovered *Aquilops Americanus* skull into the OV AL system for curators and researchers. Art History faculty has begun analyzing sculpturally significant 3D scans for preserving what was once ephemeral art. A budding partnership with the Medical Imaging Facility has demonstrated how CT-to-OV AL workflows facilitate mammographic research. Finally, Bill Endres has begun to develop guided, immersive tours of the St Chad Gospels, an 8th-century illuminated manuscript.

Conclusion

The rapid production of 3D models makes having VR systems available for their viewing a pressing concern. 3D models of massive structures, such as the large Buddhas of Bamiyan, highlight the limitations of interacting through a computer screen. OV AL provides one cost-efficient solution. In our next phase, we plan to add collaborators and make OV AL available. We are also interested in hosting 3D assets in an archive-quality database. However, the most effective and efficient means of doing these has yet to be determined. We are looking forward to presenting at DH 2016 and conversing about possibilities for OV AL and the wide-ranging opportunities for research and teaching through VR.
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The state of the art

Burrows’ Delta is one of the most successful algorithms in computational stylistics (Burrows 2002). A series of studies have proven its usefulness (e.g. Hoover 2004, Rybicki & Eder 2011). There are two essential steps in Burrows’ Delta. The first is to standardize the relative frequencies of words in a document-term-matrix through a z-score transformation. In the second step, the distances between all texts are calculated. For each word, the difference between the z-score of the word in one and the other text are calculated. The absolute values of the differences are added for all words taken into account. The usual interpretation is that the smaller the sum, the more similar two texts are stylistically, and the more likely it is that they have been written by the same author.

Despite the fact that Burrows’ Delta is as simple as it is useful, there is still a lack of a good explanation why the algorithm works so well. Argamon (2002) has shown that the second step in Burrows’ Delta is equivalent to taking the Manhattan distance between two points in a multi-dimensional space. He suggests, among other things, using the Euclidean distance instead. An empirical test of his proposals has shown, however, that none of them lead to an improvement in performance (Jannidis et al. 2015).

Hypotheses

Having discovered that impact of the normalization effect, we have developed two empirically testable hypotheses:

• (H1) Performance differences are caused by single extreme values, so-called outliers. These are particularly large positive or negative z-scores specific to single texts rather than all texts of a single author. As the Euclidean distance should be more sensitive to single extreme values than the Manhattan distance, this hypothesis would explain the comparatively bad performance of Argamon’s “Quadratic Delta” Delta Q. The positive effect of vector normalization originates from the reduction of outlier amplitudes (“outlier hypothesis”).

• (H2) The author specific “style profile” manifests itself more in the qualitative combination of word preferences, i.e. in the pattern of over- and under utilization of vocabulary, rather than in the actual amplitude of z-scores. A text distance measure is particularly successful in authorship attribution if emphasizing structural differences of author style profiles without being too much influenced by actual amplitudes (“key-profile hypothesis”). This hypothesis explains directly why vector normalization results in such impressive improvements: it standardizes the amplitudes of author profiles in different texts.

New insights

Corpora

For the experiments in this paper, we use three similarly composed corpora in German, English and French. Each corpus contains 25 different authors with 3 novels each, thus 75 texts in total. The corpora have been described in Jannidis et al. (2015). Due to space issues, the following section will only present our observations on the German corpus. The results for the corpora in both other languages show only small deviations and also support our findings.
Experiments

To further investigate the role of outliers and thus the plausibility of H1, we complement Delta Bur and Delta Q with additional variants based on the general Minkowski distance (for $p \geq 1$):

$$\Delta_F = \left( \sum_{i=1}^{n} \left| z_i(D_1) - z_i(D_2) \right|^p \right)^{1/p}$$

We generally name these distance measures $L_p$-Delta. The specific case $p = 1$ equals the Manhattan distance ($L_1$-Delta = Delta Bur), $p = 2$ the Euclidean distance ($L_2$-Delta = Delta Q). The higher the value for $p$, the larger the influence of single outliers on $L_p$-Delta.

Fig. 2 compares four different $L_p$ distance measures (for $p=1, \sqrt{2}, 2, 4$) with Delta Cos. The method of comparison is the same as in Evert et al. (2015): 75 texts are automatically clustered in 25 groups according to Delta distances; clustering quality is estimated with the adjusted rand index (ARI). An ARI of 100% signifies perfect author recognition whereas a value of 0% shows that the clustering is entirely random. The performance of $L_p$ Delta obviously decreases with increasing $p$. Additionally, the robustness of the measures also decreases with an increasing number of MWF used. As already reported in Jannidis et al. (2015) and Evert et al. (2015), Delta Bur ($L_1$) consistently outperforms Argamon’s Delta Q ($L_2$). Especially if many features, i.e. a large number of MWF is considered, high $p$ values result in low performance. Delta Cos is more robust than other variants and achieves almost perfect attribution success (ARI > 90%) over a wide range of the MFW.

Normalizing the feature vectors to length 1 improves the quality of all Delta measures significantly (fig. 3). In this case, Argamon’s Delta Q is identical to Delta Cos: the red line is completely covered by the green one. The other Delta measures (Delta Bur, $L_{1.4}$-Delta) now reach about the same quality as Delta Cos. Only $L_4$ Delta, which is especially prone to outliers, falls short considerably. These results seem to support H1.

A different approach to limit the influence of outliers is to truncate extreme $z$-scores. To do so, we set all $|z| > 2$ to $+2$ or $-2$, depending on the original $z$-scores’s sign. Fig. 4 shows the effects of various normalizations on the distribution of the feature values. Vector length normalization (lower left) produces only slight changes and practically does not reduce the number of outliers at all. pruning large $z$-score values only affects words with above-average frequencies (upper right).

Figure 2: Clustering quality of different Delta measures as a function of the number of the MFW considered

Figure 3: Clustering quality of various Delta measures with length-normalized vectors

Figure 4: Distributions of feature vectors for all 75 texts, using vectors of 5000 most frequent words. The table shows the distribution of the original $z$-scores (upper left), the distribution after length-normalizing the vectors (lower left), the distribution after clamping outliers with $|z| > 2$ (upper right) and a ternary quantization to the values $-1$, $0$ and $+1$ (lower right). The red curve in the lower left graph shows the $z$-scores before normalization; the direct comparison shows the normalization has only minimal effect and almost does not reduce outliers. The thresholds for the ternary quantization, $z < -0.43$ (–1), $-0.43 \leq z \leq 0.43$ (0) and $z > 0.43$ (+1), have been selected such that in an ideal normal distribution, a third of all feature values would fall into each of the classes –1, 0, and +1.

Figure 5: Cluster quality after clamping outliers, i.e. feature values with $|z| > 2$ have been replaced with the fixed values $-2$ or $+2$, depending on $z$-score’s sign
As Fig. 5 shows, this manipulation improves the performance of all \( L_p \) Deltas considerably. However, its positive effect is noticeably smaller than that of vector normalization.

With these differing effects of the normalizations on outlier distributions and Delta results, \( H_1 \) cannot be upheld. \( H_2 \) is supported by the good results of vector length normalization. However, on its own, it cannot explain why clamping outliers leads to a considerable improvement as well. To examine this hypothesis further, we created pure “key profile” vectors that only discriminate between word frequencies that are above average (+1), unremarkable (0), and below average (−1; cf. Fig. 4, lower right).

Figure 6: Cluster quality with ternary quantization of the vectors in frequencies that are above average (+1, \( z > 0.43 \)), unremarkable (0, −0.43 ≤ \( z \leq 0.43 \)), and below average (\( z < −0.43 \))

Fig. 6 shows that these key profile vectors perform remarkably well, almost on par with vector normalization. Even the especially outlier-prone \( L_4 \) Delta reaches a quite robust clustering quality of more than 90%. We interpret this observation as giving considerable support to hypothesis \( H_2 \).

**Discussion and perspectives**

\( H_1 \), the outlier hypothesis, has been disproven as the vector normalization hardly reduces the number of extreme values and the quality of all \( L_p \) measures is still considerably improved. On the other hand, \( H_2 \), the key profile hypothesis, has been confirmed. The ternary quantification of the vectors shows clearly that it is not the extent of deviation resp. the size of the amplitude, but the profile of deviation across the MFW which is important. Remarkably, the measures behave differently if more than 2000 MFW are used. Almost all variant show a decline for a very large number of features, but they differ in when this decline starts. We suppose that the vocabulary in those parts is less specific for an author than for topics and content. Clarifying such questions will require further experiments.
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Solche Drucke sind sehr selten, ausgesprochen fragil und deshalb meist in schlechtem Zustand erhalten. Ihre Oberfläche ist an vielen Stellen abgebrockelt. Auch der metallische Glanz ist nur noch an wenigen Stellen sichtbar. Darum fällt es schwer, sich eine Vorstellung vom einst so filigranen, kostbar schimmernden Relief zu machen. Aufgrund der Oberflächenkomplexität wirken Teigdrucke auf konventionellen Fotografien unansehnlich, obwohl sie in Wirklichkeit einiges von ihrer faszinierenden Materialwirkung bewahrt haben.

Um diese interessanten Objekte besser reproduzieren zu können, verbindet das Projekt "Digitale Materialität" Komponenten aus der Fotografie und der Computergrafik, welche es ermöglichen, die materiellen Eigenschaften der Originale so abzubilden, dass sie mit der beobachtbaren Realität in einem überprüfbaren Zusammenhang stehen. Um das ursprüngliche Aussehen in der digitalen Domäne zu repräsentieren, wird für die fotografische Aufnahme des sogenannten Reflection Transformation Imaging (RTI) eingesetzt (Malzbender, Gelb, Wolters, 2001; Mudge et al., 2008; MacDonald, 2015). Mit diesem Verfahren wird aus mehreren statischen Aufnahmen ein mathematisches Reflexionsmodell gerechnet, welches erlaubt die Reflexionseigenschaften der Oberfläche eines Objekts interaktiv darzustellen. So wird es möglich, die Reflexe unter sich verändernder Beleuchtung verlässlich zu simulieren. Die grundsätzliche Methodik von RTI besteht im systematischen Aufnehmen von Fotografien unter unterschiedlichen Lichteinfallswinkeln. Dieses Aufnahme-Set dient als Datenbasis, um eine mathematische Funktion so zu parametrisieren, dass sie die physikalischen Gegebenheiten für jeden Ort (jedes Pixel) möglichst exakt widerspiegelt. Das auf diese Weise generierte Modell kann anschließend am Computer betrachtet werden, wobei sich das Aussehen des Objekts unter wechselnden Lichtsituationen interaktiv simulieren lässt.

Die erreichten Ergebnisse zeigen, dass RTI die Oberfläche, ihre Reflexionseigenschaften und den aktuellen Erhaltungszustand von Teigdrucken aussagekräftiger dokumentieren und darstellen kann, als konventionelle Fotografien. Insbesondere das feine dreidimensionale Relief der Teigdrucke lässt sich an RTI-Modellen besser nachvollziehen.

laufend von kunsthistorischer Seite begleitet, um zu bewerten, wie die verbesserten Modelle im Vergleich zu den bislang verwendeten Verfahren als neues Analyseinstrument für geisteswissenschaftliche Forschungen genutzt werden können.


Hinzu kommt die Aufbereitung des Verfahrens für den Gebrauch in einer neuen, virtuellen Forschungsumgebung, die ihrerseits traditionelle Formen der wissenschaftlichen Vernetzung ergänzt. Dies geschieht unter anderem durch den Einsatz semantischer Technologien, die nur im digitalen Raum ihr Potential entfalten können. Die virtuelle Forschungsumgebung wird schliesslich in Kombination mit webfähigen Applikationen und Open Access-Schnittstellen zum Angelpoint für eine dauerhafte Sicherung der digitalen Daten, die zugleich nutzbar und archivierbar gemacht werden.
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Introduction

As Susan Schreibman (2014) points out, a digital edition, as opposed to a printed one, is never really complete as several layers of annotation may always be added to represent and enrich the original content. TEI (Burnard, 2014) allows for several types of information - textual, linguistic and semantic - to be layered and made explicit and retrievable by a machine. Such is the case for instance with what is commonly known as semantic tagging.

In this paper, we focus on Named Entities (NE), in particular names of Persons and Geographical Places. Adding
NE mentions is supported by TEI with appropriate tags (such as <persName> and <placeName>), whose addition in a digital critical edition has somewhat the same function that indexes of places and persons have in a printed one. As mentions may be ambiguous (same string for different people, same place with different names,...) some referencing and disambiguating identifiers are required. But digital editions allow for much more than simple internal referencing. By pointing to external sources, structured information contained in the form of linked data in the semantic web becomes available to scholarly research.

In this work we present REDEN ONLINE, a system that enables scholars to automatically add external references to annotations of persons and places. The system is a web interface taking TEI as input, where mentions are already marked up, and automatically disambiguates and links such entities to an appropriate linked data set using a graph based algorithm for disambiguation. Moreover, our system provides data aggregation and visualization facilities by using the information found in the reference sources.

Previous work and general context

Semantic tagging is a hot topic in the digital humanities. Tools for semantic enrichment are, such as Pudidit (Grassi et al., 2012, 2013), already available and allow for the interactive and intuitive annotation of portions of text. Automatic Named Entity Recognition and Linking techniques may be implemented to detect mentions and to suggest links to external knowledge bases.

Input formats to such systems may vary from plain text to html, but ideally a tool should process available standard formats, such as TEI-XML for text and RDF/OWL for information. Using linked data sources for disambiguation and enrichment is thus strongly recommended. By doing this, external sources of structured and regularly updated information can be made available to the scholar without having to be directly incorporated into the inline annotation, that can be left as simple as possible. This in turn allows for several customizable views, as linked data sources may be queried with the SPARQL query language to retrieve only the amount of external information that is necessary for a given task.

The treatment of spatial and temporal information is a typical task for which this approach is particularly effective; the availability of geographical databases and the complexity of the information are best accessed by pointing from within the digital edition to an external link. But also other types of semantic information seem to be particularly apt for connection to rich linked databases. So for instance bibliometric sources can be used to enrich texts with additional information on authors.

Typical targets for references are DBpedia and Geonames, that, for their genericity and connection to other sources, are at the heart of the linked data cloud. But they may be supplemented by more domain specific sources of information. For instance, Pleiades provides geo-historical information for ancient places.

Our project

REDEN ONLINE is set against the background of work carried out at LABEX OBVIL in Paris, where quality digital editions for French literary texts and criticism are produced and used in research and higher education. Recently a series of projects were carried out to semi-automatically annotate and reference places, organizations and authors. Gold standards were also produced, in close contact with researchers in French literature, so as to establish guidelines of annotation that best suit their ongoing research.

The general purpose is to provide tools for both:
- augmented close reading, to enable researchers to access more information on a specific text portion
- distant reading and data aggregation, so as to be able to detect trends in large portions of texts (Moretti, 2007)

OBVIL literary scholars are interested in plotting the distribution of the mentions of given authors over time in French literary criticism, in order to study the appreciation of Molière over the centuries, or in producing charts representing the distributions of professions in authors mentioned in given periods, to trace the influence of scientists and their ideas on art and literature in the age of positivism (Riguet, 2015). Other visualizations captured the emerging influence of foreign countries in the French literary panorama over time by combining the date of the publication of the essays with the detected toponyms.

NLP technologies are used to facilitate various aspects of the semantic enrichment of TEI editions, in an annotation echosystem where texts are first processed and then manually checked. The detection of mentions of places, authors (and also organizations) was tackled by using a Named Entity Recognizer and Classifier (UNERD, Mosallam et al., 2014).

Once the entities are correctly detected and classified, external references need to be added to disambiguate mentions and to connect them to additional information. To this purpose we developed REDEN¹, a Named Entity Linker that uses a graph-based algorithm and linked data sets to identify the correct referent for each mention (Brando et al., 2015, Frontini et al., 2015a, Frontini et al., 2015b for the technical details).

REDEN’s input consists of a TEI text with detected mentions and several parameters specifying among others the class of entities to be detected, the reference base to use and a set of pre-compiled indexes. REDEN is applied for each class of entities separately, and works at best when several mentions are disambiguated at the same time. It retrieves all candidate referents for each mention of a context (say a paragraph) and then all the available
information from the semantic web. It builds a sub-graph
of all candidates and chooses the correct referents for each
mention with the help of the formal relations between
them. From Figure 1 you can get an intuition of how
REDEN works.

Coordinates are retrieved from DBpedia when available
and the map can be zoomed in, up to the level of streets
(see Figure 3 where some places in Paris have been identified in the text by Apollinaire), when relevant.
For persons (see Figure 4), portraits of authors are
automatically downloaded and visualized.
Conclusion

Figure 1 The graph based algorithm disambiguates between different
possible referents for the mentions of "Victor Hugo" (unambiguous in this example), "Lamartine" and "Vigny" (both having several candidate referents) based on information found in DBpedia.
Correct referents (in grey) are chosen based on how well connected
they are within the context Here the crucial node is clearly that of
yago:RomanticPoets.

So far our efforts have concentrated on the production of a text annotation and referencing pipeline for the
production of such enriched TEIs with annotated and
referenced mentions. Their exploitation for data aggregation and visualization was carried out offline and with ad
hoc processing tools. With REDEN ONLINE we now want
to make linking technology available online while at the
same time providing users with some generic visualization of the results.
In what follows, we present the REDEN ONLINE
interface with some screenshots from an example where
two texts of the Labex OBVIL2 digital library have been
automatically linked to external sources, namely:
- L’Hérésiarque et cie, a collection of short stories by
Guillaume Apollinaire, published in 1910 - place mentions
linked to DBpedia entries.
- Réflexions sur la littérature a series of essays on French
literary criticism by Albert Thibaudet, published in 1936 author's mentions linked to entries in the linked data base
of the Bibliothèque Nationale de France (BnF).
The user (Figure 2) loads a TEI text with annotated
<placeName> or <personName> tags, chooses which class
of entities to process (places or nouns) and the system
runs the disambiguation and linking algorithm against the
given linked data base - here French DBpedia and/or BnF.
Then external information is extracted from the source
and used for generating a particular view of the text. The
result is a summing up of the disambiguated locations
(some place names may be non resolvable because they
are absent from the linked data base) and a visualization.
For locations the visualization consists in an interactive
map that also takes frequency of mention into account.

The conference presentation will demonstrate REDEN
ONLINE, a web based tool that enables researchers to
connect place names and person names in their texts to
existing linked data sources. The underlying technology
will also be explained, in particular its use of standard
formats, such as TEI and RDF for the linking algorithm,
and GeoJSON for the creation of the map. We will also
argue in favour of our economicity approach, namely the
choice of not embedding semantic information in the
TEI, which enables the use of different databases and the
production of ad hoc "views" of the document.
It is well known that aggregation and visualizations
techniques may "assist the critic in the unfolding of interpretive possibilities" (Ramsay, 2008) when analysing
texts. This tool has been particularly designed for the study
of literature and literary criticism; in the presentation
examples of use will be given using ongoing research on
Apollinaire, highlighting how the visual representation of
the itineraries contained in the stories may be considered
as a form of novel "digital reading" of the text.

Figure 2 The REDEN ONLINE interface, with a sample text from
Apollinaire. Place names results are visible as a map visualization.
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Figure 4 A visualization of authors mentioned in Thibaudet’s “Réflexions sur la littérature”, frequencies are displayed in parenthesis.
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1 REDEN is open source; you can find the code at https://github.
com/cvbrandoe/REDEN.
2 Find more information on OBVIL and ist digital library at
http://obvil.paris-sorbonne.fr/.
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The aim of this paper is to discuss how the new scholarly
publishing models proposed by the Digital Humanities, if
properly executed, may also serve to increase geopolitical
diversity in the field. If not, they may well replicate vicis-
situdes of the traditional scholarly system and perpetuate
the current deficiencies. The scholarly communication
and publishing system currently in place is a highly com-
plex and international structure that has over the past
few decades come under increasing criticism as scholars
debate its effectiveness, in particular in relation to new
possibilities enabled by digital technologies. At the centre
of these debates is the fact that scholarly publishing is both
a communicative and collaborative practice that is vital for
knowledge construction, as well as being an integral part of
the academic reward system and perpetuate
certainty of the traditional scholarly publishing system.
new forms of publishing, peer review and
certify them as valid outputs and forms of communicat-
ing career paths are part of DH literature as it challenges the
academic establishment is multifaceted and involves institutional
hurdles to doing interdisciplinary and collaborative work,
need for space and technological infrastructure, tenure
systems not adapted to digital production and publications,
and the need for non-faculty experts and correspond-
ing career paths (Svensson, 2012). In this sense Digital
HUMANITIES in on the periphery of academia, seeking
validation of the types of digital scholarship it is develop-
ing against established power structures and recognized
suitable forms of what is deemed ‘valid scholarship’.

DH scholarship is produced in a variety of formats
that are not necessarily monographs or journal articles
that make up the traditional scholarly publishing system.
Datasets, web pages, digital scholarly edition, textual
markup and visualizations, to name a few, are part of DH
production and the community has focused on how to
certify them as valid outputs and forms of communicat-
ing knowledge. New forms of publishing, peer review and
career paths are part of DH literature as it challenges the
traditional ways of producing, disseminating, validating
and certifying knowledge through the types of scholarly
output it is producing.

For the Digital Humanities the possibility of new modes
of communication and publishing have been fundamental
in its construction. Initial work concentrated on digitizing
and publishing texts online, what Davidson (2012) refers to
as Humanities 1.0. The first attraction of online publishing
is making available material that is of difficult access and/
or dispersed geographically (Priani, 2015). For others an important feature, with the relative low cost compared to publication on paper, was the possibility of making lesser-known materials available, such as non-canonical texts (Earhart 2012). From the periphery the possibility of electronic publishing offered a way of getting information published and noticed. Many Open Access projects, which focus on journal publishing, have worked towards this (Alperin, Fischman and Willinsky, 2008).

Since then however, it has become clear that the Internet provides the opportunity to change the way we think about publishing and what types of outputs can be considered valid forms of communicating knowledge. This in turn has led to discussion on how we can validate and certify this production. In order to change the system however, it requires “substantative rethinking (…) of the ways those faculty do their work, how they communicate that work, and how that work is read both inside and outside the academy” (Fitzpatrick, 2011). If we consider that the traditional scholarly publishing system has systematically excluded research from periphery countries, there is an opportunity, as we work towards new types of publishing and communication systems, to find ways of being deliberately inclusive. Although not referring specifically to periphery research Davidson (2012) idea of Humanities 2.0 which is “distinguished from monumental, first generation data-based projects not just by interactivity but also by an openness about participation grounded in a different set of theoretical premises, which decenter authority and knowledge”, can be applied.

Many (Fiormonte, 2012; Liu, 2012; Rodriguez, 2012; Clavert, 2013; Dacos, 2013; Risam, 2015) have argued that DH must reflect more on the nature of the digital medium and the technologies that are being employed as well as addressing issues related to geo-linguistic diversity in the community. At the same time Digital Humanities is also a community about building and creating (Ramsay, 2011). If DH is indeed a transformative motor of academia, then reflecting from a critical perspective on the new types of digital scholarship that we are proposing is indispensable. We could propose new models that adequately incorporate digital scholarly output from countries on the periphery that are left out of the global publishing system within the traditional scholarly publishing model. If DH is proposing and fighting for new types of scholarly publishing, then we should not seek to build a model that takes this into consideration?

It is not possible of course to resolve this in a single conference presentation. The aim of this paper is to bring this subject to the table and to initiate a discussion in the different ways that this can be addressed. It is important to invest more in understanding the effects of the new types of publishing that we are advocating for as well as the digital infrastructures, primarily publishing platforms that we are developing and/or using. Discussing the implica-
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Introduction

Doing comparative researches on a large literary corpus is often lengthy and demanding. With the digitization of contents, scholars have started using computers. Semantic information is essential for an appropriate understanding of texts and is an extremely important factor in cross-textual analysis. This is why we have developed a new semantic engine built especially for Digital Humanities, called DeSeRT. This paper presents some of the results that were obtained from a corpus of the 17th and 18th century texts characteristic of the debates about theater in the classical age. The following paper is divided into four parts: after a first section that briefly describes the search engine used and the different investigations it allows, a second section introduces the corpus used. Then, the third section shows some of the results obtained.

The DeSeRT Search Engine

DeSeRT has been designed to identify and compare rewriting, paraphrasing or reformulation. It is based on an idea, already developed (Barron-Cedeño et al., 2013; Ferrero and Simac-Lejeune, 2015), according to which, even if the reformulations cannot be reduced to paraphrases, they retain the meaning of original texts by using either the same words or words of similar meaning. As a consequence, the detection of co-occurrences of a few semantically equivalent lemmas in small blocks of texts is sufficient to capture the equivalent meaning and, therefore, to identify the reformulation of the same ideas.

This is implemented in four steps:

1. Dividing texts into small blocks of words that are partially overlapping. Typically each block may contain 300 words and two consecutive blocks overlap by one-half, but both the block size and the proportion of overlap can vary.

2. Extracting the meaningful lemmas using a POS tagger. This step enables the exclusion of some syntactical categories, such as prepositions or articles, and to get the lemma associated to each word. The current implementation makes use of TreeTagger, but this could easily be changed.

3. Indexing each block with the lemmas obtained at step 3. Without going into implementation details, let us remark that the index is stored using the SQLite database management system.

4. Retrieving blocks that contain many identical or semantically equivalent lemmas. This fourth module exploits a dictionary of synonyms to recover blocks that have similar meanings. It is also possible to use a thesaurus to restrict the search to a set of predefined terms, but this is not a necessity. The proximity between two blocks of text is based on an Okapi similarity measurement (Spärk-Jones et al., 2000), of which evaluation is greatly simplified by the fact that all blocks have the same size.

More precisely, the Okapi similarity measure of a block $B$ with a set of terms $T = t_1, \ldots, t_n$ is given by the following formula:

$$score(B, T) = \sum_{i=1}^{n} IDF(t_i) \cdot \frac{f(t_i, B)}{f(t_i, B) + k \cdot (1 - b + b \cdot \frac{|B|}{avgB})}$$

where $f(t_i, B)$ is the frequency of the term $t_i$ in the block $B$, $|B|$ is the size of block $B$, $k$ and $b$ are two free parameters chosen in advance (usually chosen as $k \in [1.2, 2]$ and $b=0.75$), $avgB$ is the average document description length in the collection and $IDF(t_i)$ is the Inverse Document Frequency of term $t_i$

$$IDF(t_i) = \log\left(\frac{N - n(t_i) + 0.5}{n(t_i) + 0.5}\right)$$

Frequency of term $t_i$ is given by:

$$score(B, T) = \sum_{i=1}^{n} IDF(t_i) = \sum_{i=1}^{n} -\log(Pr(t_i))$$

where $Pr(t_i)$ is the probability of the term $t_i$ in the overall corpus.

Using this score, it is possible to measure the similarity between blocks or between a block and a set $T$ of terms $t_i$. As a consequence, DeSeRT can be used in different ways. The research queries may be done through words or concepts, i.e. words that are expanded using the dictionary of synonyms. It is also possible to compare any text (or file) to a corpus: then, DeSeRT detects corpus blocks where the meaning is similar to blocks of the given text, which allows, for instance, the arguments in a dispute or the anecdotes and the common places that are reused to be followed. Lastly, it is also possible (but not mandatory) to add a thesaurus or ontology to focus the search on a given semantic field.

Note that, based on techniques developed to detect plagiarism, many tools already exist that are designed to
identify paraphrases, reuses and borrowings, i.e. sequences of words that are approximately identical, e.g. (Ganascia et al. 2014; Horson et al. 2010). However, these techniques are unable to spot reformulations of the same ideas or allusions to previous texts. DeSeRT has been designed to overcome these limitations.

The Hate of Theater

The project Haine du Théâtre (“The Hatred of Theater” in French) aims to analyze theater disputes in Europe using scientific approaches and critical editions of polemical texts. The team's reflections are mainly focused around the discovery of the circumstances and the arguments used in theater controversies all across Europe, not limited to France, but also in England, Spain, Italy, and the Germanic area, from the last decades of the 16th century up to the beginning of the 19th century.

The corpus of the project collects many texts written in French during the 17th and the 18th centuries. The purpose of this project is to explore the gray areas of theater controversies in order to outline a global overview and to discover where and how the polemics began, their chronological discrepancies and the links between them and their contemporary resurgences. The total collection of the Haine du Théâtre texts is, by now, made up of 27 texts.

Exploitation of DeSeRT on the Hate of Theatre Corpus

Discovery of reuses

Querying the 27 texts of the Haine du Théâtre corpus, we found much reuse of similar passages and texts. DeSeRT is not only useful for detecting those parts of text that deal with the same concept, but is also a very good tool to find borrowings.

For example, comparing two texts, the Défense of Voisin (1666) and Traité de la Comédie of Nicole (1667), we discover immediately that the Défense has been included in the Traité by Voisin, which is a very long text, not only once, but twice. The first time, Voisin presents it as a re-publication, then he re-uses phrases similar to those employed by Nicole in different passages and he sprinkles them in his Défense.

The keywords of this correspondence are very well detected by DeSeRT, as can be seen in the example below.

Reformulations of Ideas

DeSeRT also shows in detail the parts of the corpus that are similar or that develop the same ideas. This may either be done on demand, according user requests, i.e. to given texts, or to the overall corpus, which automates the process.

For instance, we have found many topics common not only to the texts by Nicole and Voisin, but also to two others e.g. the theme of the idolatry as the “mother of all spectacles” in (Aubignac, 1666) and (Conti, 1666).

Note that, in the following figures, we have greyed the identical passages with the MEDITE system, which only spots strict homologies, without considering many words that appear identical to DeSeRT because they correspond to the same lemma or to two synonymous lemmas. As a consequence, the number of gray zones considerably underestimates the semantic proximity detected by DeSeRT.
regularly present in the texts written by Aubignac, Conti and Voisin, while it appears only once in (Nicole, 1667: 477).

Further results of DeSeRT lead us to understand that many other expressions are common to the four authors, such as the description of the theatre as a "flesh of pestilence" (chair de pestilence) or as a "school of the debauchery".

**Conclusion**

To conclude, DeSeRT allows the discovery of reformulations and similar phrases, as well as related topics and passages in a corpus. It is usable on any kind of corpus that is made up by files in the txt format. As we have briefly shown in this paper, this search engine enables users to identify crucial passages of a specific corpus according to two types of detection: the discovery of reuses, such as plagiarism or hidden rewritings, and the reformulation of ideas, which can be manually given by the user (as words or concepts) or automatically extracted by the DeSeRT search engine.
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This study examines a “pulp” science fiction corpus (1930–1965) through corpus linguistic analysis in order to digitally reconstruct the gendered occupational identities created by those authors, and the culture they represent, which perpetuated a stereotype of “the scientist” and how they characterized women in professional scientific roles. I created “occupational archetypes” based on the linguistic analysis of collocates, clusters, and textual examples of science, technology, engineering, and math (STEM) career keywords in order to investigate the culturally informed gender roles demonstrated in modern stereotypes of the scientist. I chose to study pulp science fiction, a sub-genre of science fiction literature that enjoyed a wide readership during the formative decades of the creation of the scientific industrial complex in pre and post-war America. One way to get at the culture that created and then maintained our national scientific industrial complex is through examining the stories about science that people of that time produced. For indeed, stories, and even more simply, language are a transmitter of social and cultural values, especially when it comes to gender roles (Rey, 2001). Pulp science fiction existed as a sub-genre of science fiction from roughly 1930 to 1965, characterized by its wide audience and affordability. The accessibility and engaging style of this literary genre gained it a wide readership, and “the pulps” as they came to be called quickly became a feature of American life during the pre and post-war eras. These stories, and indeed the genre at large, represent popular conceptions of “appropriate” gender identities and reinforce those occupational stereotypes that play such a key role in the lives of women scientists.

The aim of corpus linguistics is to study patterns of language at their most fundamental level of words and phrases, thereby revealing patterns of meaning, making the implicit explicit (Biber, 1998; Biber, 2009; Stubb, 2001; McEnery, 2001; Lakoff, 2008; Kennedy, 2014; Hettel, 2013). Since patterns of meaning are precisely what I wished to investigate with respect to gendered occupational stereotypes, this method served as the basis for my study. Corpus linguistics is able to harness the power of Moretti’s distant reading approach (Moretti, 2013) in uncovering the scope and nature of the literature, while also providing clues as to which specific pieces within a corpus merit a close reading.

The corpus I constructed for this project consists of 560 full text copies of pulp science fiction stories from 1930 to 1965 (totaling just over 6 million words), published in magazines like Astounding Stories, Amazing Stories, Analog Science Fact and Fiction, Planet Stories, and If Worlds of Science Fiction. These full texts were obtained from public repositories, principally Project Gutenberg (https://www.gutenberg.org/) and The Internet Archive’s Pulp Magazine Archive (https://archive.org/details/pulpmagazinearchive). While some of these stories were already conveniently in plain text files, others were scanned copies of the original pulp magazine pages stored as image files. The latter I converted into plain text through the application of Tesseract, an open source optical character recognition (OCR) program. I then organized these stories according to their date of publication in the magazines, stratifying according to five year periods: 1930-34, 1935-39, etc. Each of these five year periods contain 80 stories, coming to 560 in total. This stratification allows for representativeness through ensuring that all five year periods were weighted proportionally over time (Sinclair, 2004).

When I finished constructing the corpus, I used the software suite WordSmith Tools to generate keyword lists for the corpus in its entirety, in addition to each five year period respectively. When I generated the keyword lists for each five year period, I used the rest of the pulp science fiction corpus as my reference, in order to track how these words were being used over time (Bondi, 2010). From these general keyword lists, I chose the keywords which represented careers or occupations that constitute or interact with STEM disciplines: scientist, engineer, mathematician, doctor, nurse, and professor. I then used WordSmith Tools to analyze measures of association for the above science, technology, and engineering occupational words. By focusing on the language used to describe occupations related to the sciences, I was able to get a picture of the characterization of these professions at the time the stories were published. I also did a collocation analysis in order to uncover the words that most frequently co-occurred with these keywords, limited to five words to the right and left of the key word in question (the node). The character of the collocates reflects the nature of the node, and the distinctions offered by collocations are subtle, yet crucial to the creation of a linguistic profile (Hettel, 2013).

In order to determine which collocates were statistically significant, I evaluated the association by its t-score, a statistic which works well with smaller corpora (such as mine) because it also takes frequencies into account, as opposed to mutual information (MI). Using the STEM occupation keywords, collocates, clusters, and qualitative examination of specific examples of the node words in context, I then created “lexical profiles” of each of these science, technology, engineering, and related occupations, which I’m terming “occupational archetypes.” The development of these archetypes is based largely on the work done by Hettel on the construction of lexical profiles from collocations, clusters, and context in the language of US nuclear plants and regulatory entities.
Specifically, the archetype I constructed of “the scientist” revealed a middle-aged white male, defined by his adherence to “true” or “good” science, and often called upon by other characters to provide scientific or technical insight. Though he spends a good deal of his time talking, others struggle to grasp his meaning and find him difficult to deal with. This occupational archetype is a mirror image of the American stereotype of scientific professionals, one which leaves no room for diversity in race or gender. Furthermore, through this analysis, I discovered that out of the hundreds of scientists in my corpus, only three were women. A linguistic analysis of these women in particular (a chemist, a physicist, and a mathematician) revealed American cultural assumptions about the intersection of femininity and science: a female scientist could either be beautiful or accomplished. And even then, the chemist’s beauty came with exploitation (and the physicist’s ugliness with prestige), and scientific genius in these women necessitated qualification (i.e. genius “in her own way”) while that of their male colleagues did not. The mathematician, the one woman in the corpus with beauty and brains, so to speak, appeared very late on the scene, and perhaps signals a shift in the cultural conception of who a scientist could be and what they could look like. Making these entrenched cultural stereotypes of women in science explicit through linguistic analysis is the first step in creating a STEM workforce strong through its diversity and acceptance.
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Introduction

Several decades ago, corpus linguists undertook systematic analyses of a lexical unit larger than the individual word but smaller than syntactical or phrasal units—multi-word sequences they called “lexical bundles” (Biber et al., 1999: 989; Biber and Conrad 1999: 38). Lexical bundles are extremely common collocations of three or more words, such as “I want to”, “it was a”, or “going to be a.” Unlike idioms or clichés, which are statistically very rare—and unlike word n-grams, which can occur with any frequency—lexical bundles are diffused throughout the language, occurring at least ten times per million words, and in many cases much more frequently (Biber et al., 1999: 989). Because of their frequency, lexical bundles are regarded as “discourse framing devices”: sequences of words that function as connective tissue in organizing discourse, expressing stance, or conveying referential status (Biber, 2006: 174).

While much of this ground-breaking research has focused on register—i.e., on differences in the use of multi-word sequences in various discourse contexts (like conversation vs. academic prose)—surprisingly little attention has been paid to the role of bundles in fiction. Biber et al. (1999) do not discuss results for fiction in their work, focusing instead on differences between academic prose and conversation (cf. also Conrad and Biber, 2004). Michaela Mahlberg’s corpus stylistics approach to Dickens’ fiction (2012) was pioneering in the use of lexical bundles to study fiction, but to date, no studies focusing on corpus- or register-wide trends in fiction have appeared. Yet the dramatic differences in the use of lexical bundles in other registers suggest that lexical bundles play an important
role in building the discourse of fiction, and also that the bundles that occur in fiction will be significantly different than those occurring in other registers.

This paper analyzes the role of lexical bundles in a corpus of over 1000 novels published in Great Britain and America between 1800 and 1905. The two key contributions of the paper are: 1) to provide a taxonomy of the discourse functions of lexical bundles in nineteenth-century English and American fiction; and 2) to historicize that usage by tracking changes in our corpus over the course of the nineteenth century. We also provide some data about differences between narration and dialogue.

In expanding the unit of analysis beyond the level of the word, this paper also aims to intervene in recent methodological debates about digital humanities research on literary style. Much DH research on style in recent years—including some of the authors’ own work—has relied on a bag-of-words approach (Heuser and Le-Khac, 2012; Underwood and Sellers, 2012; for a discussion of the virtues of this approach, see Underwood, 2013). Since the terrain of higher-level lexical patterning in fiction remains under-explored, this paper contributes to the field both a methodological approach and a set of empirical results about the language of the nineteenth-century Anglo-American novel.

Methods

Our corpus derives from two digital fiction collections (licensed to the Stanford University Libraries) by Proquest: “Early American Fiction” (805 American novels published from 1789 - 1875; and “Nineteenth-Century Fiction” (250 British novels published from 1782-1903). To extend the American corpus’ historical scope to match that of the British corpus, we added a collection of about 325 American novels published between 1875 and 1905. We selected these texts based on their inclusion in the *Annals of American Literature* (Ludwig and Nault, 1989) and their availability in Project Gutenberg.

To identify bundles in a corpus with an uneven historical distribution of texts, we split each national corpus into four twenty-five year segments, creating eight sub-corpora. Each sub-corp as is derived from an identical number of words per author. Authors with fewer than 100,000 words in a particular period were not included; authors with more than this number were included by selecting 100 random slices of 1,000 words from all of their texts published in the period. Sub-corpora ranged in length from 900,000 words (U.S. publications, 1800-25) to 5.9 million words (U.S. publications, 1850-75), with a median length of 2.3 million words.

Following Biber et al. (1999), we defined lexical bundles as the most commonly occurring tri- and quad-grams in our sub-corpora, with a threshold of at least ten occurrences per one million words (frequency per million [FPM]). After tokenizing each of the eight sub-corpora, we counted the number of occurrences of each unique tri-gram and quad-gram, normalizing by the length of the sub-corp. Any tri-gram or quad-gram with a frequency above 10 FPM in any of the eight sub-corpora was considered a potential lexical bundle. Biber et al. additionally required that bundles occur in at least five different texts in the corpus, in order to guard against the possibility of individual authorial or textual effects (991). Similarly, we excluded from our list of bundles those that occurred in fewer than three unique authors, so as to exclude idiosyncratic stylistic habits, as well as bundles containing character names or other novel-specific traits.

We manually created an interpretive typology of the most frequent lexical bundles: the 150 most frequent tri-gram bundles (all with a median FPM across sub-corpora above 31), and the 240 most frequent quad-gram bundles (all with a median FPM across sub-corpora above 13). By looking at randomly-selected examples from the sub-corpora, each of these lexical bundles was annotated for its apparent function within fictional discourse. For example, “there was a” (5th most frequent tri-gram bundle, with a median FPM of 184) was annotated as “expletive”: grammatically, “expletives” are phrases of the form “[there” or “it” + to be], and within fiction, they provide a means by which the existence or effect of something can be easily introduced.

Finally, because corpus linguistics research has shown dramatic differences in lexical bundles across oral and written registers, we separately tracked their frequency in the narration and dialogue portions of our texts. To separate dialogue from narration, we used a tool developed by Grace Muzny at Stanford University. For this task we used a slightly reduced version of our corpus, which we curated by hand to ensure proper typographic markings of dialogue and thus a high precision and recall for the dialogue separation. We then replicated the corpus design described above, creating eight sub-corpora for each register, dialogue and narration. In this case, however, the periods are of twenty-year increments, from 1825 to 1905, due to the paucity of typographically well-formatted novels previous to 1825; also, each author contributes not 100,000 but 50,000 words to a particular sub-corpora, and authors with fewer than this number are not included in the sub-corpora.

Results

Due to constraints of space, we can provide here only an overview of our findings in each area.

1. The function of lexical bundles in nineteenth-century fiction

From our annotations (see “Methods” above), the most frequently-occurring bundles in fiction have one of the following functions:
• Expletive (there was a, it was a, there was no, it was not, and there was)
• Auxiliary forms (i do not, i did n't, he did not, he had been)
• Modal forms (i could not, would have been, i ca n't, as if he)
• Relative clause markers (that he had, that he was, which he was, that she was)
• Temporal markers (for a moment, as soon as, the first time)
• Partitive constructions (one of the, part of the, some of the)
• Spatial markers (out of the, at the door, in the house)
• Stance markers (do n't know, i am sure, to be sure, seemed to be)
• Of-genitive (the name of; the voice of; the heart of; the hands of)
• Discourse organization markers (in spite of, as to the, in order to)

The discursive mechanisms and requirements of fiction are immediately discernable in this ranked typology, especially when compared to prior work on lexical bundles in other discursive contexts. The prominence of expletives in fiction, for example, seems particularly significant, as they condense a fundamental gesture of storytelling into a phrase: once upon a time, there was a... Expletives function in our corpus as a means of positing and sustaining a fictional ontology: it was the best of times, it was the worst of times. Similarly, the prevalence of temporal and spatial markers (as soon as, in front of) help perform another fundamental task of fictional narration, that is, maintaining a complex and evolving network of persons, objects, and events in their changing relationships to one another.

2. Historical behavior of lexical bundles

On the whole, the historical trends we find in the use of lexical bundles suggest an increasing specialization of certain narrative functions over the course of the century, especially in the language of dialogue and its narrative orchestration. For example, the most frequent functional type of lexical bundle—the "expletive" bundles described above, like “there was a”—are actually more frequent in dialogue than in narration earlier in the century, but are then increasingly adopted by fictional narrators as part of their machinery for coordinating the existence of fictional objects (see Figure 2).

We also see evidence of historical changes that do not depend on internal register differences in fiction (narration vs. dialogue). Particularly striking is the general decline in the use of of-genitives in both narration and dialogue, in both British and American fiction (see Figure 3)—presumably replaced by the more concise Saxon genitive (’s) or by noun phrases (as in the center of the city vs. the city center). This may be an instance of a broader shift towards more informal, concise diction as the nineteenth century progresses, since the Saxon genitive and such noun phrases privilege efficiency of expression over the rhythmical advantages of the of-genitive.

Finally, we find some key differences in the use of bundles between dialogue and narration, largely having to do with national differences in colloquial expressions. In American dialogue, for example, over the course of the century we find an increased use of going-to future forms (are going to; am going to; going to do; are you going; going to be), along with an increase in colloquial discourse markers (sort of thing; kind of a; all the time). In the British dialogue corpus, similarly, we find a decrease in formal and polite phrases over time (to be sure; i have no doubt; my dear sir; depend upon it; god bless you; as you please;
by the bye; the honour of), and a concurrent rise in more informal modern phrases (in spite of; at any rate; here and there; now and again). Taken together, such trends suggest that this shift towards more informal bundles is particularly concentrated in fictional dialogue.
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**Notes**

1 In stylometry, there has been lively debate about the use of n-grams for authorship attribution. Our study differs in focusing on very common n-grams (i.e., on lexical bundles) rather than the rare n-grams studied by Vickers (2011), and it does so not for the purposes of authorship attribution, but rather to identify how fiction’s most common lexical bundles may have evolved over time, and may have done so differently in narration and in dialogue.

2 Jonathan Culpeper’s 2012 book is another recent study that uses bundles to study literary texts, but Culpeper’s object of inquiry is the early modern English dialogue, not the novel.

3 Departing from Biber et al., we decided to tokenize contractions as separate words (with “won’t” becoming “wo” + “n’t”), in order to place bundles involving contractions in direct comparison with their uncontracted equivalents (“i wo n’t” and “i will not” being both tri-gram bundles).

4 Biber and Conrad (1999) argue, and we agree, that lexical bundles often serve as mechanisms for bridging syntactic and semantic units. Accordingly, we allow lexical bundles to cross punctuation as well as clause and phrase boundaries.

5 For example, in the 1835 novel by William Gilmore Simms, *The Partisan: A Tale of the Revolution*: “but there was a reckless audacity in his replies to the friendly suggestions of the landlord, which half-frightened the latter personage out of his wits.”
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Performance at Tate, an Arts and Humanities Research Council funded project which run between 2014-6, set out to trace the history of performance at Tate from the 1960s to today by investigating practices of collection, display, documentation and exhibition in the museum. At the heart of the project was the desire to conduct a wider re-evaluation not only of the place of performance in the museum, but also of the specific role played by documentation, including digital documentation, as well as the documentation of digital works, within collections, archives and displays. Here, I explore what the introduction of the digital has meant in this particular field by conducting a close examination of Lynn Hershman Leeson’s *Robert Breitmore* (1972-8), in which the artist created a fictional persona and interpreted its role for a period of six years using surveillance technology to capture various moments in her life. I will also discuss her subsequent works *CyberRoberta* (1995-8) and *Life to the Second Power* (2007) in which the character of Roberta was re-invented across different media. Focussing on the different types of documentations that these works generated, including photos, drawings, a cartoon, a film, a second-life re-enactment, postcards, among others, I then establish a best practice framework towards their curation and preservation that will be applicable more broadly for digital art practice.

To establish the role played by documentation in this context, Performance at Tate aimed to move beyond existing debates on the ontology of the relationship between performance and documentation. These debates may be traced back to the 1970s when, writing on performance-based work, the art historian Douglas Crimp asserted that ‘you had to be there’, implying that performance needed the presence of the spectator to be activated and often required ‘that registration of presence as a means toward establishing meaning’ (1979: 77). This approach underpins the performance studies scholar Peggy Phelan’s well known assertion that ‘performance’s only life is in the present’ and that performance ‘cannot be saved, recorded, documented, or otherwise participate in the circulation of representations of representations: once it does so it becomes something other than performance’ (1993: 146). A different position was adopted by media studies scholar Philip Auslander who in his identification of different types of performance (and documentation) counter-pointed that ‘documentation does not simply generate image/statements
that describe an autonomous performance’ and states that it can produce ‘an event as a performance’ (2006: 5).

Instead, Performance at Tate aimed to build on approaches initiated by Amelia Jones (1997) and, subsequently, Barbara Clausen, who challenged the positioning of the document as secondary to performance, as well as the positioning of the document as equivalent to performance suggesting that performance should not be seen as beginning with or ending with the ‘authentic experience’, or live moment, but rather that it should be seen as ‘an ongoing process of an interdependent relationship between event, medialization, and reception’ (2005: 7). In other words, performance, in the course of its transcriptions, is subject to significant shifts caused by the constantly altering reception of its documents over time. Performance documents should therefore be considered, utilising Suzanne Briet’s term from 1951, as an ecology of inter-documents, comprising primary documents, created at the time of an event, secondary documents, created from the initial documents, and auxiliary documents, created by a juxtaposition of documents. Rather than delivering remains of an isolated event, the document, for Briet, forms part of a matrix or network of signs. So, she noted, ‘through the juxtaposition, selection, and the comparison of documents, and the production of auxiliary documents, the content of documentation becomes ‘inter-documentary’.

Performance and documentation have always been somewhat inter-dependent. So, for example, art historian and critic Barbara Rose pointed out the significance of Hans Namuth’s famous photographs of Jackson Pollock’s work as documents of his practice that radically affected any subsequent perception of his paintings (1979: 12). Likewise, it was performance studies scholar Philip Auslander who noted that Harry Shunk’s photographs of Yves Klein’s Leap into the Void (1960), a photomontage, in fact constitute the work itself (2006). And it was Paul Schimmel who noted how Chris Burden’s actions, such as in Shoot (1971), in which the performer asked his assistant to shoot him in his left arm, were ‘distinguished by their ability to be captured by a single photographic image and described in a brief paragraph’ (1998:97) almost as if to imply that the performance was designed so as to work for the photo. Most of these works nowadays exist primarily as documents. One such work is Hershman Leeson’s Roberta Breitmore (1972-8) which comprises of a series of documents charting Roberta’s internal (i.e. a list of cosmetics for her make-up) and external transformations (i.e. a movement chart), testifying also to her social existence (i.e., she placed an advert, and underwent a psychiatric evaluation) and financial existence (i.e. she owned a checkbook). Nearly twenty years after Hershman Leeson exercised the character of Roberta at the Palazzo dei Diamanti in Ferrara in 1978, Roberta was re-invented as CyberRoberta (1995-8), a tele-robotic doll who was dressed identically to Roberta, and whose fictional persona was, as in Hershman Leeson’s words, ‘designed as an updated Roberta’ who navigate the internet, and was described as a ‘cyberbeing’ (1996: 336). Roberta also appeared as a bot in the Second Life remake of an early work by Hershman Leeson, The Dante Hotel, called Life to the Second Power (2007- ), which turned parts of the Hershman Leeson archive at Stanford Libraries into a dynamic mixed reality experience where visitors could explore digital reproductions of fragments of the original archive of The Dante Hotel under Roberta’s guidance in Second Life (Roberta had started her existence when she arrived in San Francisco on board of a Greyhound bus and checked herself in at the Hotel Dante).

The first work, Roberta Breitmore, consists of documents which are now preserved as the artwork in public and private collections (MOMA, SFMOMA, Tate, Walker Art Center, as well as the Hess collection, to name a few). Each museum also has a documentation of the work, which usually consists of gallery, curatorial, and preservation records. These may disclose significant information about how the artist wishes the work to be installed, for example, or about the work’s preservation strategy. CyberRoberta, which is in the Hess collection, does not consist of documents, though, unlike in the case of Roberta Breitmore, some documents were produced by users and are available on social media. These documents are not works, though it is only by seeing them that, if we have not experienced the work ourselves, we can understand how the work operated. No museum, to my knowledge, has been preserving these user-generated documents. Finally, Life to the Second Power is available on Second Life and a set of photographic documents were collected by Exeter and Stanford Universities at the time the work was shown. Again, a number of visitors generated photographs (both in first and second life) but these were not collected. The work was shown as The Montreal Museum of Fine Arts and at SFMOMA, so it is likely that these museums have kept a documentation of the work, though most museums only do so when the work entered the collection. In short, in the case of Roberta Breitmore, the artist created the documents that are now known as the work. In the cases of CyberRoberta and Life to the Second Power, most documents showing the work in use were produced by users or viewers, and none of them are systematically preserved. In the case of Life to the Second Power, the work is hosted by a commercial platform and may cease to exist once the platform becomes obsolete or is terminated by its owners.

I conclude by suggesting that Museums should draw from performance studies and digital humanities and create records documenting the experiences of these works, noting also how these have changed over the years. I also look into the challenges paused by their preservation, particularly in terms of born digital works. Finally, I show that by capturing this knowledge, Museums will not only preserve important historical information about the exhibition and reception of these works, but also create, to
use Briet’s term, an inter-documentary ecology comprising ‘live’ performance (whether by the artist or the user), documents (created by the artist, the museum or the user) and the digital (showing the web and social media life of a work in different formats).
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RICardo (*Research on International Commerce*) is a database gathering bilateral flows of international commerce extracted from a large number of historical statistical sources during the 1787-1938 period. The foundational principles of this database are described in a working paper (Dedinger and Girard, 2015) submitted to the Historical Methods journal. This database begun to be developed by researchers in Economy and History in 2004 with the goal of renewing research on the history of trade globalization. In 2013, an entire new direction was given to the RICardo project. Economists and historians worked together with data scientists and designers in order to build a completely innovative digital tool susceptible to be used for both teaching and research.

Exploring international trade during the 19th century

To this day, there is no equivalent digital resource to the RICardo database that focuses on such an ancient and lengthy time period. The only comparable tools are web applications from the IMF (data.imf.org), the WTO (stat.wto.org) and the United Nations (comtrade.un.org) that offer data and visualizations on commerce during the post-50’s period. As we will show, the methodological problems posed by historical trade statistics (19 th-20 th centuries) are more complex. The first result of our work is a web application available online:http://ricardo.medialab.sciences-po.fr. The database will be publicly released in 2017 upon the start of an international conference marking the two-hundredth anniversary of the publication of Ricardo’s main work (Ricardo, 1817).

We will discuss the methodological choices made during the creation of this data exploration tool – what we call *datascape* (Latour et al., 2012) – and will quickly present the research and educational perspectives that the tool allows for, before concluding on the method of transdisciplinary work that was used.

Representing data in their uncertainty

In RICardo, the basic informational unit is a trade flow (exportation or importation) between a *reporting* unit and a *partner* unit. In its present version, the database contains
267 000 flows. The partners are the commercial partners recorded in the annual trade statistics reports of the reporting countries. The large spatial and temporal coverage of the database raises certain problems. First off, the entities cover very heterogeneous realities: partners can be countries (“United Kingdom”), groups of countries (“United Kingdom & Ireland”) or geographic areas (“British colonies”). Further, the availability of trade statistics before the end of the 19th century is very problematic (Dedinger and Girard, 2015), which is translated into an absence, in the database, of a non-negligible (17 000) amount of flows throughout the observed period. The challenge we then had to take up was to aggregate heterogeneous data without crushing the corpus’ complexity and accounting for missing data in the series. We attempt to resolve this thorny question by the exploratory analysis of the data (Tukey, 1977).

Three levels of exploration

The exploration interface developed offers three levels of entry from global to local: world view, country view and bilateral view. Each representation offers a specific point of view on the data within the database. The complexity increases as we move from the world view (World) to the national point of view (bilateral). In order to lead the exploration throughout these different levels, we have decided to construct a common structure to all three viewpoints.

Figure 1: Temporal filtering

Each one opens unto a main curve representing total flows per year (representation of countries’ total trade for the world view, of one country’s total trade for the country view, or trade between two specific countries for the bilateral view) in addition to temporal limits. It is represented as a discontinuous line that is interrupted when there is no known value. In addition, these discontinuities appear also in an underlying temporal axis, indicating the absence of data in the form of a projection on the X-axis. This graphic object is also useful as an interface for temporal filtering: one can graphically select a sub-period to study more specifically (Becker and Cleveland, 1978). As footer for each view’s page, a spreadsheet allows to navigate within the visualized source data and export it as spreadsheet format (CSV). This way, the user can continue the analysis in an external statistical tool. At the center of this common structure, each view offers more detailed exploration.

Studying a country through the prism of its partners

The country view allows users to center their analysis on a reporting country by representing annual trade balances with each partner under the form of histograms.

Figure 2: Trade balances of partners

This use of small multiples (Tuft, 1990) facilitates comparisons between partners. The choice of detailing trade balances per year holds the fact that an aggregation on the entirety of the period would have introduced a bias by masking the year in which some data is missing. Furthermore, the ordering of the partners corresponds to the average annual share of each partner on the available years. This metric, represented as a circle at the start of the line, allows on the one hand to display the partners by decreasing importance, and on the other hand to let appear similar partner entities. Figure 2 therefore shows that “Ireland & United-Kingdom” and “United Kingdom” were the 2nd and 3rd partners of the United States during the 19th century. They are two different entities but a similar partner in reality: the United Kingdom (the overlapping of years 1864-1876 is a consequence of the inclusion of two different sources).

The distorting mirror of bilateral trade flows

In the bilateral view, the tool offers to interrogate a pair of reporting countries by using a representation of their mirror flows. It’s one of the great strength of the RICardo database: a same bilateral flow is declared as an export by one of the countries and as an import by the other, however these two recordings are rarely the same (Dedinger and Girard, 2015). Thanks to the calculation of an indicator (Dedinger, 2012), the bilateral view offers an immediate view of the deviation between mirror flows and its fluctuations over the selected period.

Figure 3: The bilateral view
A tool for researchers and students in social sciences

The exploratory formatting of data brings powerful tools to help research on the history of economics. It’s an excellent way to detect possible inconsistencies in data (Leclercq et al., 2013) in order to determine its cause. To achieve such a result, our method consisted in considering data visualizations as both results and media of research (Stefaner, 2010), in fostering collaboration between researchers, engineers and designers through workshops where each data visualization was discussed by articulating the methodological constraints of Economics and History, the ideas and principles of Design and technical workability.

Researchers have at their disposal an incomparable tool to deepen an analysis of trade statistics reliability (bilateral view), to compose monographs on the trade history of the world’s countries (country view), to study the history of trade globalization since the beginning of the 19th century (world view) and to experiment data-driven teaching methods.
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Augmented Reality (AR) superimposes geolocated digital text and images on a real-time view of the world. Museums, urban spaces and cultural heritage sites are using AR to virtually restore and enhance historical displays and environments on smartphones or tablets. We have created an AR application that combines dynamic, interactive content, including realistic 3D models, video, animation, game, and website portal, to immerse a diverse public in the history and culture of an important and well-trafficked setting: Flushing Meadows-Corona Park (FMCP), a 1255-acre urban park in Queens, NY. Littered with dramatic remnants of two World’s Fairs, FMCP is steeped in a largely-forgotten history as the site of the 1939/40 and 1964/65 World’s Fairs (NYWF), the first UN General Assembly, activities of European colonists, and early habitation by Algonquian speaking Native Americans. Additionally, the park served as the backdrop for the novel The Great Gatsby and as a site for an interesting natural history.

Our public venture partner, the Queens Museum, is situated within FMCP, in the most diverse immigrant neighborhood in New York State. In 2014 the population of Queens was composed of 49.1% Caucasian, 28% Latino,
25.8% Asian, and 20.8% African American. 47.8% of households are headed by individuals born outside the United States (http://quickfacts.census.gov/qfd/states/36/36081.html). By harnessing the multimodal possibilities of AR, we have engaged an ethnically, generationally and educationally diverse audience in the cooperative - and critical - exploration of history and culture.

The application will provide users two complementary experiences: an intergenerational learning game which enables children and adults to be partners while learning about the history of FMCP, and a guided tour that explores the two World’s Fairs through comparison of their common, recurrent themes such as futurism, technological optimism, citizenship, progress, race and nationalism. Through these modalities, the application supplies a greatly enhanced destination experience to users of all ages and backgrounds, whether they are families from the surrounding neighborhoods, Queens Museum goers or tourists to New York City.

The project is informed by interdisciplinary humanities scholarship, including World’s Fair history, anthropology, theme park studies, cognitive psychology, AR mobile design, and game design for STEM and cultural learning (http://srealserver.eecs.ucf.edu/chronoleap/).

I. Intergenerational Game

Based upon the activity Geocaching, an intergenerational learning game is under development to provide children a scaffolded way to learn about the history and heritage of FMCP. Geocaching is a scavenger hunt-style game, which sends individuals or teams searching an environment for hidden physical items. By making the caches virtual, there are no limitations on items and avoid impacting park operations. An adult led by the child must surmount the challenge of locating virtual geocaches, while exploring the past of FMCP. Teams will also drill virtual core samples in the park and examine them to find artifacts from the core-sample’s strata, which are eventually reassembled at the relevant location. Examples of artifacts which might be found and assembled by users include the Videophone displayed at the Bell Telephone Pavilion during the 1965/6 Fair, the first television displayed at the RCA Pavilion during 1939/40 Fair, and a Mastodon from the Pleistocene Era. The application can provide supplemental content (e.g. video, audio and images), questions that open up further pathways for thought, and fun quizzes that challenge a user’s knowledge and memory.

As children have yet to develop a mastery of most subjects, they can often learn better when they are provided support from a familiar adult (Vygotsky, 1978). Such support, commonly known as scaffolding, is essential for them to integrate new information into their base of knowledge. This dovetails well with Lave and Wenger (1991), where learning is a communal, interactive activity where less experienced individuals learn from master practitioners. Our app provides an intergenerational pathway, where the adult can both support learning information presented and share associated information from their own life. A child will likely to engage with media prompts when with an adult (Takeuchi et al., 2011). Participatory media of learning, where adults and children collaborate, sharing a dialogue stimulated by the geocaching activity offers the potential for learning in such application (Clark, 2011). This could be extended to encompass the sharing of deep-rooted memories and experiences for the adult, while also enabling children to share their experiences.

II. The Deep Experience

This modality targets individuals who are interested in advanced content and interpretation for deeper, critical understanding of the 1939/40 and 1964/65 Fairs at Flushing Meadows, remnants of which form a dramatic backdrop. World’s Fairs were typically experienced as spectacles of culture, industry, and technology. (Benedict, 1981; Geppert et al., 2005; Greenhalgh, 2011; Corn and Horrigan, 1984; Garn et al., 2007; Rydell, 1984, 1993; Rydell and Gwinn, 1994; Rydell et al., 2000) However, they are also environments that shaped popular understanding of society’s past, present and future, linked through enduring narratives of citizenship, progress, technological optimism, consumerism, race and nationalism (Hollengren et al., 2014; Gordon, 2005; Marchand, 1991, 1995; Samuel, 2007; Tirella, 2014; Winner, 1991). This mode enables users to critically engage with the changing social themes and narratives that tie the Fairs together by sending users to cognate, virtual pavilions.

Designed as a curated tour starting at the Queens Museum, visitors are guided through the park viewing models of Fair pavilions, and learning about common themes through archival images, audio and documentary footage, both within the application itself and on the associated website. Examples include:
The connected themes of progress, technology, commerce and utopia – as expressions of “the future in the present” – have always dominated in World’s Fairs (cf Land, 2011). Visitors are directed to the interstate highway utopia of Futurama at the General Motors pavilion, designed by Norman Bel Geddes (Marchand, 1991; 1995), and also to Futurama II, its updated version in the later Fair, in which “General Motors set out to reveal how technology would conquer the harshest environments for the betterment of humanity” (Walters, 2014:467). Visitors will be able to view archival footage of both exhibits, read contemporary accounts and see original designs.

Protests at the Fair

National and global conditions did not reflect the optimistic themes of the Fairs, nor did Fairs go uncontested by groups who were excluded from self-representation and employment. The 1964/65 NYWF was designed as a virtual bubble away from the emergent civil rights, free speech and anti-war movements. Visitors are invited to explore the CORE (Congress of Racial Equality) protests of 1964 (Peneda, 2014; Jacoby, 1998; Tirella, 2014; http://www.democracynow.org/2014/4/25/protesting_the_1964_world_s_fair) and to see them come alive at the site of the Unisphere (still extant), through digital overlay of archival footage (see for example http://timetraveler.berlin). Visitors will also access additional material such as pamphlets, flyers and photographs, and hear audio of speeches and meetings.

Racial Representation: two Africas

Both Fairs contained pavilions that represented “Africa” as a project of defining, organizing and displaying people and culture. (Lorini, 1999; Rydell, 1999). Our comparison of these exhibitions highlights the increased agency of the emergent African Republics of 1964/65 to represent themselves as modern members of the family of nations with professional dance performances, art exhibit, displays of industry (cf Benedict, 1993; Lukas, 2007). In contrast, the Great Britain pavilion of 1939/40 contained "natural history" dioramas of traditional scenes in the life of its colonized subjects (http://www.1939nyworldsfair.com/worlds_fair/wf_tour/hall_of_nations/great_britain, https://archive.org/stream/ldpd_11290477_000#page/n1/mode/2up). The static diorama was a key visual strategy that distinguished colonized Africans from its white Commonwealth citizens, also on display. Visitors will be able to compare the 1964/65 professional dance performances with those that took place at the 1939/49 Midway where they were framed as exotic, marginal entertainments.

The interpretive experience provides an associated website that contains contemporary accounts, academic essays, archival media, and exhibition content. The website will also provide an opportunity to upload personal oral histories of the Fairs (cf Anderson, 2003) that will prompt them to critically reflect on the relationship of the historic Fairs and contemporary life.
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**Introduction**

Preparing sources for historical research usually requires making many heterogeneous collections digitally accessible and linking them to compose a multi-faceted and multi-layered resource that supports both distant reading and close reading forms of analysis. In the lifecycle of historical information – a model introduced in 2004 - the Dutch DH-experts Boonstra, Breure and Doorn emphasize three points that should be kept in mind by e-science experts and researchers alike to keep historical information systems alive and useful: durability, usability and modeling (Boonstra et al., 2006: 22).

Timbuctoo, developed at the Huygens ING, offers a system that makes it possible to model and store heterogeneous data but also incrementally enrich and link the data. Furthermore, it also offers facilities to document the provenance of all data as well as all steps in data editing, extraction and linking data. These features are vital for historical research in which researchers need to be able to exert ‘source criticism’ and go back to the original source or data at all times (Ockeloen et al., 2013).

We will demonstrate the solution Timbuctoo offers with the Migrant, Mobilities and Connection project as a use case, because of its complex and multiple links to datasets from a myriad of cultural heritage institutions (archives, libraries and museums) on several levels.

The main focus of the Migrant project is on the life courses of the migrants. Starting from the limited core data from a connection between (digitized) Dutch emigrant cards and Australian immigration files, the life courses will be elaborated using in depth-analysis of these and other collections. It is important to note that for the purpose of the Migrant project that life courses not only comprise dates and birth, marriage, migration, education and employment but also extend to the interactions of migrants with all sorts of institutions in the Netherlands and Australia and their representatives. The database
therefore enables us to analyse and compare the evolution of a multitude of social networks (Arthur et al. (submitted); Van Faassen, 2014a, 2014b).

Migration files as a multi-layer resource

The Migrant, Mobilities and Connection project focuses on the Dutch-Australian post World-War II migration from the Netherlands to Australia. Like all migrants these 180,000 people have left many traces in different cultural heritage collections ranging from (supra) government archives to the photo and memorabilia collections of the migrant families themselves and anything in between. These collections are dispersed over different countries. A lot of the collections are available in a digital form or will be digitized in the future, but like all historical collections they contain partially structured information and partially unstructured information that needs to be made accessible for further analysis. In elaborating the data we will use a variety of methods ranging from computer assisted data extraction and linking of a large collection of life events to hand editing of handwritten registration cards and personal migrant files. From an analytic perspective all these collections and edited data can be seen as different layers that need to be accommodated by the data store in which they are kept (Hoekstra and Nijenhuis, 2012).

Timbuctoo

Timbuctoo is a data repository system aimed at humanities research with the aim of linking together datasets containing structured information concerning people, places and organisations without actually merging them to facilitate scientific analysis and discussion.

To accomplish this it defines a number of primitive types that describe entities that all researchers agree on, such as the aforementioned persons, places, organisations as well as works, languages, concepts and events. Each research project that makes use of the repository can extend the primitive types with extra fields. On top of that the repository has the ability to store multiple viewpoints on the same entity. In this way, researchers become aware of the different or sometimes even conflicting assumptions about entities, fueling scholarly debates in a conceptual way. Timbuctoo also support versioning and provenance. To make it clear on which information the results are based every change made to the data should have information who made the change, when the change was made and for what reason the change was made. The user interface, analysis and visualization are completely separated from the storage of the data. All services are coupled using REST (Fielding, 2000) APIs. The software is freely available under an open source license (GPL 3) and is published on Github.

Information extraction

During the project data will be added, edited and analysed continuously. As indicated above, at the beginning of the project the data consists of migration information contained in cards, files and information of governance agencies. Apart from the core information already available in a simple database, the cards and files contain much more information that must be digitized to be able to use it for analysis. In the course of the project, a lot of other materials from archives, libraries and other collections from different cultural heritage institutions will be added to the Timbuctoo database. Some of the information will be structured, but most is contained in typed or handwritten files and in images. The aim of information extraction is to extract structured information from unstructured information.

For the elaboration of this wealth of materials we will use an eclectic mix of editing and information extracting methods. Previously, hand editing was the only option for these types of materials, but in light of the amount of material that will be collected, all computer assisted information extraction that is possible will contribute to the database and help analysis.

To automate this process the data needs to be stored in such a way that a context can be build. The computer can search for patterns and suggest links to data already present in the network or calculate statistics to point out interesting or unusual things in the dataset. To begin with, an algorithm needs to be made to link the Dutch and Australian records together. Note that the system should not actually merge the records. Data about persons can be linked together based on (for example) familyname, year and place of birth and indeed all other types of structured information available such as migration date, migration scheme, ship with which they travelled or still very different data depending on the source and the context.

Other examples of computer assisted data extraction include the recognition of certain keywords in the facsimile or transcriptions. Researchers can add or edit information manually through the user interface, either manually or using algorithms. Automatic information extraction should suggest relations between different records or entities, but never actually enforce those changes on the researcher.

We started out to build Timbuctoo with the problem of the large variety of heterogeneous data sources that our institute produced in the course of a hundred years of classical and some twenty-five years of digital source editing and publishing. The use case of the Migrant, Mobilities and Connection project, with data about thousands of personal migrant stories scattered all over the world and its myriad of policy files on national and supranational levels recorded in different datasets, demonstrates the different features of Timbuctoo.

First, Timbuctoo is used as a repository where research-
ers as well as automatic tools such as parsers store all the heterogeneous data and the relations between it. Since all the data is versioned and provenance information is recorded, it is always clear where the data originates from. Second, Timbuctoo serves as a data source for researchers and parsers. Named entity recognition tools can use all the available names of places, organisations and persons as training data. Researchers can do queries on certain properties and do statistical analysis on the results to either find outliers or confirm or refute a hypothesis on a larger scale in more varied ways than previously possible. Finally, being a graph database, Timbuctoo is a research tool that enables researchers to infer indirect relations from the numerous direct relations in the repository. This makes it possible to perform complex queries and conduct network analysis and visualization. These three features combined enable researchers to discover unexpected phenomena that can lead to new research and methodological questions.
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The Single Interface for Music Score Searching and Analysis (SIMSSA) project is building tools and best-practices for performing large-scale document image recognition, analysis, and search on music documents. In this paper, we will describe a novel technique for providing cross-institutional music document image search, allowing for the creation of a search engine for the contents of the world’s music collections through a single search interface.

This paper will describe our methodology for building large-scale search systems that operate across institutions. We will describe the optical music recognition (OMR) process, which, like optical character recognition (OCR) for text, extracts symbolic representations from document images and places them in a structural representation for further processing. We will then describe our techniques for music analysis, extracting patterns for indexing the musical contents of these images into searchable representations. Finally, we present our efforts at building a system that will allow users to search musical documents from many institutions and retrieve the digitized document image.

Challenges

Perhaps the most significant challenge to building a global document image search system is how to retrieve, store, process, and serve document page images. These images have been produced through mass digitization efforts by individual institutions. Aggregating document images to provide cross-institutional document search has traditionally been provided through centralized efforts, where a single organization collects digital images and performs document recognition (i.e., OCR) on them.

While this approach provides a central tool for users to search and retrieve document images, it has several disadvantages. It often requires significant storage capabilities,
as the central organization must store and manage all the images from its partner institutions. There are logistical challenges, integrating cataloguing data from multiple document collections and maintaining up-to-date information and error-fixes from the partner organizations. There are also legal implications over the ownership and copyrights of document image surrogates, even on out-of-copyright documents (Allan, 2007). This typically requires negotiations and embargoes on who can access certain types of content which differ across partner institutions, and which must be applied at the central organization level (HathiTrust, 2015).

These technical, legal, and logistical challenges may be mitigated if the partner organizations were able to host and control access to their images directly. Until recently, however, direct access to the document images hosted by an institution was difficult as it required interacting with a wide variety of digital repository software, each with their own particular ways of storing and serving images. There were no standardized methods to specify how a document image could be accessed directly in these repository systems.

Interoperable Image Collections

The International Image Interoperability Framework (IIIF) (Snydman et al., 2015) is a new initiative that attempts to standardize methods for retrieving digital images from an institution’s digital image collection. The IIIF specifies two mechanisms for this, the Image API and the Presentation API. The Image API sets out a standard URI-based request format to which IIIF-compatible systems must conform. Using this URI format one may specify the size, region, rotation, quality, and format of the requested image, as well as basic information about the image. The Presentation API is used to describe structural and presentation information about an image, or a sequence of images. The Presentation API is structured using JavaScript Object Notation (JSON), which may then be parsed by other software, and within which pointers to images using the Image API are stored.

To give an illustration, a digitized book may be represented as a IIIF Presentation API manifest file. Each page image within the book would be retrievable by a URI to the page image stored on a remote server. To view the book, the manifest would be loaded into a IIIF-compatible image viewer, which would then fetch and load each of the document images and present them in sequence.

The typical use case for a IIIF manifest is for the purposes of retrieving and viewing document page images. However, we are proposing a novel application of IIIF as a standard interface to perform document image recognition tasks on digital collections from many different institutions.

Distributed Document Image Recognition

We are building a web-based document recognition system, named Rodan, for performing optical music recognition (OMR) on large quantities of page images (Hankinson, 2014). Rodan is a workflow system, where different image processing, shape recognition, and document processing tools can be chained together to produce the sequence of discrete steps through which an image must proceed to extract the symbolic music representation of the content. Crucially, the exact cartesian positions of every musical symbol on the image are stored, providing a way to correlate the musical content with its physical position on the page image (Hankinson et al., 2012).

By providing Rodan with a IIIF Presentation API manifest, the document page images may be downloaded and the symbolic music notation extracted. However, rather than storing the image, we store just the IIIF Image API-formatted URI back to the original image. This allows us to discard the downloaded image file but point back to the image hosted by the originating institution. This approach eliminates the need to store and serve the images on our own systems, while still providing content-level access to document images hosted in different institutional repositories.

Music Analysis

Within music notation there are several levels of representation. The most basic level is that of the symbol—the graphical element printed on the page. Structures such as melodies, phrases, and cadential patterns are built from these symbols, and exist in multiple overlapping hierarchies; a phrase might contain a number of cadential patterns. A music search system must understand the different levels and structures in a musical work, beyond simply understanding the individual notes, as these structures may form structural objects that a user may wish to retrieve. Within the SIMSSA project we are developing tools and techniques for extracting patterns from symbolic music representations using the Music Encoding Initiative (MEI) and other structured music representations (Schubert and Cumming, 2015; Sigler et al, 2015).

The Vertical Interval Successions (VIS) (Antiilla and Cumming, 2014) tool we are developing provides a platform on which pattern analysis and extraction methods may be built. Like the document recognition process, VIS operates on the principle that computational music analysis is a sequence of tasks, where each task is responsible for extracting specific types of information that may then be passed on to subsequent tasks. In this way, the underlying symbolic representation of music notation may be used to build higher-level representations, which may then be sent to an indexing service for use in query and retrieval tasks.
Cross-Institution Indexing and Retrieval

After analysis, the symbolic representations and the structures of the music documents are indexed for retrieval in a search engine. The IIIF Image URI associated with the page image, stored in the document recognition stage and carried along in the analysis stage, provides the mechanism through which the page image may be retrieved from host institutions in response to a query on the symbolic music contents. Through this system, musical full-text (or “full-music”) search can be performed on document images hosted and served from IIIF-compatible digital collections. Additionally, metadata and cataloguing data may be embedded in the IIIF Manifest, or linked to other machine-readable representations. This data may also be centrally indexed, allowing users to retrieve documents across institutions with useful textual searches such as titles, composers, or dates.

Impact and Future Work

With cross-institutional music document image search, institutions may make their collections available to a broader audience without the need to host their images with a third-party service. With IIIF-compatible image and manifest services, the barriers to entry for these institutions to provide these capabilities is relatively low; the metadata and images are already part of their digital infrastructure. Furthermore, by serving the images and metadata directly from their own infrastructure, institutions can track collection usage patterns through their own server analytics.

More general applications of this methodology will have significant impacts on libraries, archives, and other institutions’ document image collections. By providing machine-readable access to document images directly, third-party services for document analysis, including distributed optical character recognition (OCR) may be built and deployed. This will have implications on large-scale computational re-use of digital resources, and will open up document image collections to distributed analysis by a global audience.

We are currently in the process of building a prototype system that incorporates all elements of the process described in this paper. Our existing tools, Rodan and VIS, are currently being used in research and production, with a third system in development that will provide a platform for developing search and retrieval tools.

One of our biggest unanswered questions concerns the human side of retrieval. With large quantities of recognized musical content, what sorts of tools and interfaces will people use to query the symbolic content of music documents? How will they conceptualize their symbolic music information needs, and what types of interfaces will they use to express these needs to a search system? What types of musical patterns will we need to extract from our musical documents to provide a useful symbolic search system? All of these questions we hope to investigate with a completed system.
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Introduction

The automatic classification of literary genres, especially of novels, has become a research topic in the last years (Underwood, 2014; Jockers, 2013). In the following we report on the results from a series of experiments using features like most frequent words, character tetragrams and different amounts of topics (LDA) for genre classification on a corpus of German novels. Two problems will be in the main focus of this paper and they are both caused by the same factor: The small number of labeled novels. So how can experiments be designed and evaluated reliably in a setting like this. We are especially interested in testing results for significance to get a better understanding of the reliability of our research. While statistical significance testing is quite established in many disciplines ranging from psychology to medicine, it is unfortunately not yet standard in digital literary studies.

The scarcity of labeled data is also one of the reasons some researchers segment novels. We will show that without a test for significance it would be easy to misunderstand our results and we will also show that using segments of the same novel in the test and the training data leads to an overestimation of the predictive capabilities of the approach.

Setting

In the following we will describe our corpus and feature sets. Our corpus consists of 628 German novels mainly from the 19th century obtained from sources like TextGrid Digital Library or Projekt Gutenberg. The novels have been manually labeled according to their subgenre after research in literary lexica and handbooks. The corpus contains 221 adventure novels, 57 social novels and 55 educational novels; the rest belongs to a different or more than one subgenre.

Features are extracted and normalized to a range of [0,1] based on the whole corpus consisting of 628 novels. We have tested several feature sets beforehand and found stylometric and topic based to be the most promising (c.f. Hettinger et al., 2015). To represent stylometric features we employ 3000 most frequent words (mfw3000) and top 1000 character tetragrams (4gram). Topic based features are created using Latent Dirichlet Allocation (LDA) by Blei et al. (2003). In literary texts topics sometimes represent themes, but more often they represent topos, often used ways of telling a story or parts of it (see also Underwood, 2012; Rhody, 2012). For each novel we derive a topic distribution, i.e. we calculate how strongly each topic is associated with each novel. We try different topic numbers and build ten models for each setting to reduce the influence of randomness in LDA models. We remove a set of predefined stop words as well as Named Entities from the novels as we have shown before that the removal of Named Entities tends to improve results.

Evaluation

Classification is done by means of a linear Support Vector Machine (SVM) as we have already shown in Hettinger et al. (2015) that it works best in this setting (see also Yu, 2008). In each experiment we apply stratified 10-fold cross validation to the 333 labeled novels and report overall accuracy and F1-Score (c.f. Jockers, 2013). The majority vote (MV) baseline for our genre distribution yields an accuracy score of 0.66 and F1 score of 0.27 (see fig. 1).

<table>
<thead>
<tr>
<th></th>
<th>adventure</th>
<th>educational</th>
<th>social</th>
</tr>
</thead>
<tbody>
<tr>
<td>precision</td>
<td>66%</td>
<td>60%</td>
<td>0%</td>
</tr>
<tr>
<td>recall</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>f1</td>
<td>80%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Fig. 1: Cross table for majority vote baseline

In the cross tables of Figure 1 and 2 each column represents the true class and each row the predicted genre. Correct assignments are shaded in grey, average accuracy in green and average F1 score in red.

<table>
<thead>
<tr>
<th></th>
<th>adventure</th>
<th>educational</th>
<th>social</th>
</tr>
</thead>
<tbody>
<tr>
<td>precision</td>
<td>89%</td>
<td>75%</td>
<td>70%</td>
</tr>
<tr>
<td>recall</td>
<td>99%</td>
<td>75%</td>
<td>67%</td>
</tr>
<tr>
<td>f1</td>
<td>98%</td>
<td>74%</td>
<td>70%</td>
</tr>
</tbody>
</table>

Fig. 2: Cross table for mfw 3000 as an example for classification results

Because there are not many labeled novels for genre classification we expanded our corpus by splitting every novel into ten equal segments. Features are then con-
structured independently for the resulting 3330 novel segments. To test the influence of the LDA topic parameter $t$ in conjunction with having more LDA documents we evaluate topic features for $t=100, 200, 300, 400, 500$ (see figure 3 and 4).

Fig. 3: Accuracy scores for novels and novel segments and different feature sets

Fig. 4: F1 scores for novels and novel segments and different feature sets

Results show that our evaluation metrics tend to drop if novels are segmented. This could mean that genre is indeed a label for the whole literary work and not parts of it. On the other hand many differences are pretty small. Therefore we would like to test if these differences are statistically significant or if they should be attributed to chance.

Tests of statistical significance

When working with literary corpora there are few genre labels available for two reasons. First, the task of labeling the genre of a novel is strenuous; second, literary studies have mostly concentrated on a rather small sample, the canonical novels. Another issue is the creation of a balanced corpus, because for historical reasons the distribution of literary genres is not uniform and also the process of selecting novels for digitization has made the situation even more complicated. This generally results in data sets of less than 1000 items or even less than 100, see for example Jockers (2013) where 106 novels form a corpus or Hettinger et al. (2015) where we evaluate on only 32 novels.

The problem arising from small corpora is that small differences in results may originate from chance. This can be investigated by using statistical tests (c.f. Kenny, 2013; Nazar and Sánchez Pol, 2006). A standard tool to detect if two data sets are significantly different is Student's t-test which we will use in the following to control the results of our experiments.

We use two variations of Student's t-test with $\alpha=0.05$:
- the one-sample t-test to compare the accuracy of a feature set against the baseline
- the two-sample t-test to compare accuracy results for two feature sets

In both cases the data set considered consists of ten accuracy results from ten-fold cross validation and accordingly 100 data points for LDA from its ten models. Due to the small sample size we drop the assumption of equal variance for the two-sample t-test. The results for the one-sample t-tests show that every single feature set yields significantly better accuracy than the baseline (66.4%). We can therefore conclude that feature sets classify novels not randomly and that they do incorporate helpful genre clues.

P-values for the two-sided t-tests are reported in Figure 5. Due to the large number of tests we apply Holm-Bonferroni correction; the resulting statistically significant outcomes are shaded in grey. From Figure 5 it follows that differences between segmented and not-segmented novels are not statistically significant in most cases except for LDA with $t=100$. Besides results do not differ significantly for different topic numbers $t=100, 200, 300, 400, 500$.

An important assumption of the two-sample t-test is that both samples have to be independent. This is the case here as each time we do a cross validation we split the data independently from any other cross validation run. Thus, even if we repeat our experiments for a number of iterations (see e.g. Hettinger et al., 2015) we still get independent evaluation scenarios. Therefore we can apply the two-sided t-test in our setting to support our claims. In case of dependency of samples we could instead use paired t-tests on accuracy per novel.
Novel segmentation

A crucial factor when segmenting novels is how to distribute the segments between test and training data set. We decided that in our case we have to put all of the ten segments a novel was divided into either in the test or in the training data set as we want to derive the genre of a novel not seen before. Another possibility which Jockers (2013) exploited is to distribute segments randomly between training and test set. In his work “Macroanalysis” Jockers investigates how function words can be used to research aspects of literary history like author, genre etc. In the following we want to replicate the part concerning genre prediction using German novels.

When segments of one novel appear in both test and training data we achieve an accuracy of 97.5% and F1 score of 95.9% - that is close to perfect (see fig. 6). Such a partitioning of the novels dramatically overestimates predictive performance on unseen texts. In comparison, Jockers (2013) achieves an average F1 score of 67% on twelve genre classes. His results are worse because we are only using three different genres while he is doing a multiclass classification with 12 classes. But nevertheless 67% probably still overestimates the real predictive power of this approach, because in our setup using the segments in both, test and training data, increased F1 by more than 17%.

![Fig. 6: Results for different partitioning strategies](image)

**Conclusion**

In this work we looked at the methodology and evaluation of genre classification of German novels and discussed some of the methodical pitfalls of working with data like this. We discovered that only some of our results turned out to be statistically significant whereas for example the statement, that stylometric perform better than topic-based features, could not be fortified. Therefore our opinion is that research findings on small data sets should be scrutinized especially carefully for example by using statistical tests.
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Some broad questions require the analysis of huge collections of texts. Other broad questions and many narrower ones require microanalyzing parts of texts. Some microanalyses are unproblematic: narrative structure and its relationship to chapter divisions can be studied simply by dividing texts into chapters. Analyzing narrative or dialogue only, or the relationships between these and chapter divisions, may be much more problematic, as may analyzing a novel that also contains letters, diaries, legends, and poetry. Some or all of these may be more appropriately analyzed separately or ignored. Difficulties multiply for multiple narrators whose narratives contain dialogue and subdivisions.
One of the most difficult tasks is analyzing the character dialogue in a novel. Burrows showed that the frequencies of the most frequent words in their dialogue can distinguish Jane Austen's characters from each other (1987), but few scholars have followed his lead, at least partly because of the tedium and difficulty of separating character parts. McKenna and Antonia (1996) were an early exception, but most related work involves epistolary novels or multiple narrators, where the separation of parts is simpler (Stewart 2003; Rybicki 2006; Ramsay 2011; Balossi 2014; Hoover, Culpeper, and O'Halloran 2014; Hoover 2010, and forthcoming.) Consider the case of Sherlock Holmes. Perhaps, as Moretti argues, “Doyle owes his phenomenal success to his greater skill in the handling of clues” (2004, 48), but Holmes and Watson are also extraordinarily fascinating characters. Analyzing their voices for distinctiveness requires comparing them with his other characters. Because reliable results require substantial amounts of text, I focus here on the longest Holmes novel, The Hound of the Baskervilles (Hound, below).

Extracting the dialogue computationally still requires the tedious and error-prone manual separation of the character parts and identification of the speakers. Typically characters are too numerous to open separate dialogue files for all of them, and multiple files increase copying and pasting errors. Initial decisions about the handling of dialogue may also change, requiring painstaking re-editing. Instead, I introduce very simple markup that is then processed in “Analyze Textual Divisions,” an Excel spreadsheet with macros. The markup, powerful enough for texts with quite complex structures, is also simple, flexible, and customizable:

```
<1> text division 1
<2> text division 2
<3> text division 3
<4> text division 4
[ ] Letter writer
[ ] Letter addressee
/ speaker
\ speech marker
> copy without processing
^ special character follows
```

For Wilkie Collins's complex novel No Name, with scenes containing chapters, which contain letters and other documents, the four divisions are “Scene”, “Chapter”, “Letter”, and “Document.” (The spreadsheet includes brief excerpts from this novel with mark-up.) Epistolary novels might use “Letter,” and others might use “Volume” and “Book.” For texts with multiple narrators and for plays “Narrator” and “Act” and “Scene” are obvious divisions. The top-level division, like the rest of the markup, can be modified. For No Name, division one is defined as follows: divname = “Scene”. Novels divided into books could use “divname = “Book”. Alternatively, after the macro operates, the labels can be changed as desired.

Here is a truncated version of No Name:

```
<1-1>THE FIRST SCENE
<1-1>COMBE-RAVEN, SOMERSETSHIRE
<2-1>CHAPTER I
THE hands on the hall-clock pointed to half-past six in the morning. The house was a country residence in West Somersetshire, called Combe-Raven.
/Norah "I am so sorry, mamma, you were not with us."
'she said.
"You have been so strong and so well ever since last summer . . . ."

<2-1>CHAPTER XII
/Jesus "THE fortune which Mr. Yarostone possessed when you knew him"
(ther lawyer began)
"was part, and part only, of the inheritance which fell to him on his father's death . . . ."

A “<1>” has been inserted to mark “THE FIRST SCENE” as division one, and all lines in the first scene will be so labeled. In line two, “>” indicates that “COMBE-RAVEN, SOMERSETSHIRE,” which seems like a scene-setting label, not narrative, should not be processed (epigraphs or poems might be treated similarly). In line three, “CHAPTER I.” marks division two. In line six, “/Norah” labels lines 6-8 as hers (the person addressed could, like a letter addressee, be marked with []). In line seven, “she said” is a speech marker, categorized separately because they sometimes vary interestingly and because “she said” seems to me neither dialogue nor narration. In line eight, the quotation mark indicates dialogue. The blank ninth line changes the label from dialogue to narrative until marked otherwise. The beginning of chapter thirteen is marked similarly. Later in the novel, embedded letters are marked with “Letter writer” and “Letter addressee.” Finally, “^” must begin any line that would otherwise begin with “;” or “;” (reserved characters in Excel). (Line-division can be changed instead, except where required line breaks force special characters to the beginning.)

With the Analyze Textual Divisions spreadsheet and the marked-up text open in Excel, the macro processes the text line by line, producing the results below (the marked-up text and empty columns have been deleted). Each line gets a scene label, and, beginning in line three, a chapter label, and all the lines are numbered. Lines 4-5 are marked as narration, lines 6 and 8 as Dialogue, and line 7 as Marker, and the speaker is entered for lines 6-8 and 14-16. The processed text appears on the right with all markup removed.

The text could be marked up in TEI and the character parts extracted with XSLT, but the markup here is much simpler and easier to learn, and the spreadsheet has advantages over XSLT. Excel’s built-in sorting function can handle several levels of sorting, for example, so that the dialogue can be sorted by type, scene, chapter, speaker, and line number, all at once. The unmarked processed text, after sorting, can be divided and analyzed however the analyst desires with plain-text tools. Sorting on the line number restores the original order for further analysis, and errors can be corrected in the original text, and the analysis re-run. (See my Excel Text-Analysis Pages at http://wp.nyu.edu/exceltextanalysis/ for detailed instructions.) This method works especially well for short, simple texts.
like *Hound*, with character parts too short to be analyzed by chapter; the dialogue can be marked with just speaker and speech marker characters, and > and ^.

To test the distinctiveness of the character voices in *Hound*, I selected all character parts at least 1,500 words long, and divided longer parts into 1,500-word sections. Initial testing was disappointing. Although the sections of dialogue by Stapleton, Mortimer, and Watson grouped correctly, those by Baskerville, Barrymore, and Holmes did not, casting doubt on the distinctiveness of their voices. The section of Baskerville’s dialogue that groups with Barrymore’s, however, consists almost entirely of a conversation between the two, so that similarity of topic may skew the results. More significantly, the first six sections of Holmes’s dialogue consistently group correctly. The final two, which consist almost entirely of the final chapter, and which tend to group separately from all others, are Holmes’s explanation of the case to Watson. Nominally dialogue, this chapter is more like narration, a genre difference that is almost certainly responsible for the anomalous clustering. Removing the final chapter and sorting the lines of Baskerville’s dialogue in random order to blunt any topical or thematic effects produces the cluster analysis shown in Fig. 1, based on the 225mfw (most frequent words).

Cluster analysis is an exploratory statistical method that compares the frequencies of a set of words across a set of texts to determine which texts use those words at the most similar frequencies. The nearer to the left that sections join together into a single cluster, the more similarly they use the words. All sections in Fig. 1 group correctly by speaker, and several sections of Holmes’s dialogue are the most similar, and the results are correct across analyses based on the 125-325mfw (most frequent words).

Separating character dialogue can never be easy, but my spreadsheet makes it much easier. It also provides a versatility in comparing multiple kinds of textual divisions that may encourage more in-depth analysis of dialogue and characterization and enhance our understanding of how texts work.

---
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Computational stylistics often analyzes style variation, including chronological change and the dialogue or narration of multiple characters or narrators (Craig 1999; Stamou 2008; McKenna and Antonia 1996; Stewart 2003; Burrows 1987; Hoover 2003, 2007). Here I suggest it is sometimes desirable to omit parts of texts, or to randomize a text to mask some variation, either analyzing parts of texts in random order or truncating such parts to create a word list based on equal amounts of text (see also Burrows, 1992).

Analyzing Doyle's The Hound of the Baskervilles, shows that two sections of Holmes's dialogue and one of Baskerville's fail to cluster correctly, but both failures likely result from intra-textual variation that should not influence the analysis. Holmes's outlier sections are a retrospective explanation more like narration than dialogue. This genre difference disrupts Holmes's otherwise strongly consistent voice. I have similarly suggested ignoring the final "summing up" chapter of The Waves when analyzing its six narrative voices (Hoover forthcoming). Baskerville's problematic section is largely a conversation with Barrymore, which may cause their voices to merge and their sections to cluster.

Special pleading in the face of apparent failure seems potentially illegitimate, but removing Holmes's retrospective "dialogue" leaves the rest consistently clustered. Furthermore, Holmes's dialogue from other stories clusters perfectly with his normal dialogue from Hound, so that inter-textual consistency supports an intra-textual argument. Retesting Hound with Baskerville's dialogue randomly sorted clusters his three sections separately from Barrymore's section, which forms its own cluster. But such randomizing to dampen intra-textual variation seems questionable. Will less distinctive voices cluster with these homogenized parts? Will randomization produce spurious clustering of sections that are not "really" consistent in style?

Consider the nine fairly distinct main narrators in Collins's The Moonstone (Hoover, Culpeper, and O'Halloran, 2014). Here, randomizing the parts greatly improves accuracy, correctly clustering all sections by all narrators over a wide range of analyses. Normal analysis of Faulkner's As I Lay Dying clusters Darl's and Vardaman's sections correctly and clusters all of Tull's sections with Cash's section over a wide range of analyses (Hoover, 2010), but randomizing each character's narrative correctly clusters all the characters, even when divided into much shorter sections.

What about less distinct character parts? Randomization only slightly improves results for the letter writers in The Coquette (an epistolary novel), showing that randomization does not always produce artificial consistency. Jake and Brett from Hemingway's The Sun Also Rises are memorable characters, yet their dialogue does not cluster very consistently in standard analyses, never approaching the success with Collins's or Faulkner's narrators. Figure 1 shows the most accurate clustering, based on the 700 MFW (most frequent words); all other analyses are weaker. Randomizing the character parts produces the completely correct results shown in Fig. 2 for analyses based on the 400-800MFW. (Cluster analysis is an exploratory statistical method that compares the frequencies of a set of words across a set of texts to determine which texts use those words at the most similar frequencies. The further to the left that two or more texts form a cluster, the more similar they are.) Randomization transforms the poor character separation in a standard analysis of James's The Ambassadors into a clear separation of all except Bilham, in analyses based on the 500-800MFW. The same is true for Jane Eyre, though Jane's dialogue seems problematic, as her story ranges from childhood to adulthood in five different settings. Many more texts will have to be analyzed to determine why randomization produces varying results and where it is appropriate.

Dracula reacts similarly. A standard analysis, shown in Fig. 3, fails to cluster all the sections correctly. In the middle of the large lower cluster is a problematic mixed cluster containing Van Helsing's single section and the final sections from Mina, Harker, and Seward. These sections narrate the race to capture Dracula at the end of the novel, and this provides an opportunity to push the question of randomization further. Because the Dracula narratives range widely in length, the full word list is skewed away from Lucy (4,400) and Van Helsing (5,200) and toward Mina (22,000), Harker 1 (19,000), Harker 2 (14,000) and Seward (35,000). A word list based on the first 6,000 words...
from the randomized narratives of these five characters (half from each of Harker’s) clusters the narrative much more accurately and clearly distinguishes the narratives of Lucy and Van Helsing (see Fig. 4).

Harker’s, Mina’s, and Seward’s final sections remain clustered in Fig. 4, however. Analyzing these and Van Helsing’s in shorter sections, using a word list based on the equalized randomized parts, again improves results. Seward’s and Van Helsing’s sections cluster separately, as do Mina’s second, third, and fourth; only her first section clusters with Jonathan’s. Thus the voices remain relatively distinct, though inflected by the effects of the narrative structure. Because Mina’s wayward section is mainly a memo, its failure to cluster with the sections from her journal may also be explicable. Further analysis of the sub-genres of Dracula should provide additional insights into intra-textual variation.

Consider now a very different kind of text posing different problems—a collection of nearly 400 high-stakes writing exams administered in U.S. high schools. These very short texts (128–1307 words) in multiple genres were written in response to a wide variety of prompts from multiple states (Jeffrey 2010; Jeffrey, Hoover, and Han 2013). This makes testing for the characteristic vocabulary of high- and low-scoring texts very challenging. Here I use a variant of Zeta, which identifies words used consistently by one group and avoided consistently by another (Burrows, 2006; Craig and Kinney, 2009; Hoover, 2013). Because the entire vocabulary is being tested, a normal word list seems appropriate. I also combine the low-scoring texts into one large text and the high-scoring texts into another, randomize the lines of each, and then compare analyses based on sections of the combined texts with analyses based on the combined and randomized texts. Holding out twenty high- and twenty low-scoring sections for testing, I use the eighty-six remaining sections for training. The combined texts distinguish high and low test texts fairly well (Fig. 5), but the combined-randomized texts greatly improve the results (Fig. 6). (The vertical and horizontal axes record the percentage of word types in each section that are characteristic of low-scoring and high-scoring texts, respectively.)
Certainly (intra-)textual variation helps to create memorable characters and narrators, and it is often crucially linked to description or narrative action. Some kinds of variation, however, can mask important kinds of consistency and unity, and a reasoned argument can be made for ignoring some sections of texts, or for analyzing them in randomized form. Alternatively, or in addition, word lists based on truncated and randomized sections also often improve results. Though the value and legitimacy of such transformations and truncations will need further study, they seem a promising line of research.
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Introduction

Technological advances in digitization, automatic image analysis and information management are enabling the possibility to analyze, organize and visualize large cultural datasets. As one of the key visual cues, shape feature has been used in various image analysis tasks such as handwritten character recognition (Fischer, 2012; Franken, 2013), sketch analysis (Eitz, 2012), etc. We assess a shape descriptor, within the application domain of Maya hieroglyphic analysis. Our aim is to introduce this descriptor to the wider Digital Humanities (DH) community, as a shape analysis tool for DH-related applications.

The Maya civilization is one of the major cultural developments in ancient Mesoamerica. The ancient Maya...
language infused art with uniquely pictorial forms of hieroglyphic writing, which represents an exceptionally rich legacy (Stone, 2011). Most Maya texts were written during the Classic period (AD 250-900) of the Maya civilization on various media types, including stone monuments. A special class of Maya texts was written on bark cloths as folding books from the Post-Classic period (AD 1000-1519). Only three such books (namely the Dresden, Madrid, and Paris codices) are known to have survived the Spanish Conquest. A typical Maya codex page contains icons, main sign glyph blocks, captions, calendric signs, etc. Fig. 1 illustrates an example page segmented into main elements (Gatica-Perez, 2014). In this paper, we are interested in the main signs.

Maya hieroglyphic analysis requires epigraphers to spend a significant amount of time browsing existing catalogs to identify individual glyphs. Automatic Maya glyph analysis has been addressed as a shape matching problem, and a robust shape descriptor called Histogram of Orientation Shape Context (HOOSC) was developed in (Roman-Rangel, 2011). Since then, HOOSC has been successfully applied for automatic analysis of other cultural heritage data, such as Oracle-Bones Inscriptions of ancient Chinese characters (Roman-Rangel, 2012), and ancient Egyptian hieroglyphs (Franken, 2013). It has also been applied for generic sketch and shape image retrieval (Roman-Rangel, 2012). Our recent work extracted statistic Maya language model and incorporated it for glyph retrieval (Hu, 2015).

The goal of this paper is two-fold:
1. Introduce the HOOSC descriptor to be used in DH-related shape analysis tasks (code available at: http://www.idiap.ch/paper/maaya/hoosc/);
2. Discuss key issues for practitioners, namely the effect that certain parameters have on the performance of the descriptor. We describe the impact of such choices on different data types, specially for ‘noisy’ data as it is often the case with DH image sources.

**Automatic Maya Hieroglyph Recognition**

We conduct glyph recognition with a retrieval system proposed in (Hu, 2015). Unknown glyphs are considered as queries to match with a database of known glyphs (retrieval database). Shape and context information are considered. Fig.2 illustrates a schema of our approach. We study the effect of different HOOSC parameter choices on the retrieval results.

**Datasets**

We use three datasets, namely the ‘Codex’, ‘Monument’ and ‘Thompson’. The first two are used as queries to search within the retrieval database (‘Thompson’).

The ‘Codex’ dataset contains glyph blocks from the three surviving Maya codices. See Fig.3 for examples. Glyph blocks are typically composed of combinations of individual signs. Fig.4 shows individual glyphs segmented from blocks in Fig.3. Note the different degradation levels across samples. We use two sub-datasets: ‘codex-small’, composed of 156 glyphs segmented from 66 blocks, for which we have both clean raster and high-quality reconstructed vectorial images.

The ‘Codex’ dataset contains glyph blocks from the three surviving Maya codices. See Fig.3 for examples. Glyph blocks are typically composed of combinations of individual signs. Fig.4 shows individual glyphs segmented from blocks in Fig.3. Note the different degradation levels across samples. We use two sub-datasets: ‘codex-small’, composed of 156 glyphs segmented from 66 blocks, for which we have both clean raster and high-quality reconstructed vectorial representations (see Fig.4) to study the impact of the different data qualities on the descriptor; and a ‘codex-large’ dataset, which is more extensive, comprising only the raster representation of 600 glyphs from 229 blocks.
The 'Monument' dataset is an adapted version of the Syllabic Maya dataset used in (Roman-Rangel, 2011), which contains 127 glyphs of 40 blocks extracted from stone monuments. It is a quite different data source to the codex data, in terms of historical period, media type, and data generation process. Samples are shown in Fig.5.

Figure 5. Example blocks and segmented glyph strings form the 'Monument' dataset.

To form the retrieval database ('Thompson'), we scanned and segmented all the glyphs from the Thompson catalog (Thompson, 1962). The database contains 1487 glyph examples of 892 different sign categories. Each category is usually represented by a single example image. Sometimes multiple examples are included; each illustrates a different visual instance or a rotation variant. Fig.6 shows glyph examples.

Figure 6. Thompson numbers, visual examples, and the syllabic values of glyph pairs. Each pair contains two different signs with similar visual features (Hu, 2015). All examples are taken from (Thompson, 1962).

Shape-based retrieval

Feature extraction and similarity matching are the two main steps for our shape-based glyph retrieval framework. Glyphs are first pre-processed into thin lines. To do so, an input glyph (Fig.7(a)) is first converted into a binary shape (Fig.7(b)). Thin lines (Fig.7(c)) are then extracted through mathematical morphology operations. Fig.7(c)-(d) show the high-quality reconstructed binary image, and the extracted thin lines.

HOOSC descriptors are then computed at a subset of uniformly sampled pivot points along the thin lines. HOOSC combines the strength of Histogram of Orientation Gradient (Dalal, 2005) with circular split binning from the shape context descriptor (Belongie, 2002). Given a pivot point, the HOOSC is computed on a local circular space centred at the pivot's location, partitioned into rings and evenly distributed angles. Fig.7 (g)-(k) show different sizes of the circular space (referred to as spatial context) partitioned into 2 rings and 8 orientations. A Histogram-of-orientation-gradient is calculated within each region. The HOOSC descriptor for a given pivot is the concatenation of histograms of all partitioned regions.

We then follow the Bag-of-Words (BoW) approach, where descriptors are quantized as visual words based on the vocabulary obtained through K-means clustering on the set of descriptors extracted from the retrieval database. A histogram representing the count of each visual word is then computed as a global descriptor for each glyph. In all experiments, we use vocabulary size $k=5000$.

Each query is matched with glyphs in the retrieval database, by computing shape feature similarity using the L1 norm distance.

Incorporating context information

Shape alone is often ambiguous to represent and distinguish between images. In the case of our data, differ-
ent signs often share similar visual features (see Fig.6); glyphs of the same sign category vary with time, location, and the different artists who produced them (see Fig.8); additionally, surviving historical scripts often lose visual quality over time. Context information can be used to complement the visual features.

Glyph co-occurrence within single blocks encodes valuable context information. To utilize this information, we arrange glyphs within a single block into a linear string according to the reading order (see Fig.4 and Fig.5), and consider the co-occurrence of neighbouring glyphs using an analogy to a statistical language model. For each unknown glyph in the string, we compute its probability to be labelled as a given category by considering not only the shape similarity, but also the compatibility to the rest of the string.

We apply the two language models extracted in (Hu, 2015), namely the ones derived from the Maya Codices Database (Vail, 2013) and the Thompson catalog (Thompson, 1962), which we refer to as the ‘Vail’ and the ‘Thompson’ models. We use Vail model with smoothing factor $\alpha=0$ for the ‘Codex’ data, and the Thompson model with $\alpha=0.2$ for the ‘Monument’ data.

Experimental and Results

Our aim is to demonstrate the effect of various HOOSC parameters on retrieval results.

Experimental setting

We illustrate the effect of 3 key parameters:
- Size of the spatial context region within which HOOSC is computed
  A larger region encodes more context information and therefore captures more global structure of the shape. However, in the case of image degradation, a larger region could contain more noise. We evaluate five different spatial contexts as shown in Fig.7(g)-(k). The circular space is distributed over 8 angular intervals.
  - Number of rings to partition the local circular region
    This parameter represents different partition details. We evaluate either 1 or 2 rings, the inner ring covers half the distance to the outer ring. Each region is further characterized by a 8-bin histogram of the local orientations.
  - Position information
    Relative position $(i, j)$ of a pivot in the 2-D image plane can be concatenated to the corresponding HOOSC feature.

Results and discussion

Fig.9 shows the average groundtruth ranking in the retrieval results with different parameter settings, on three query sets, e.g. ‘Codex-large’, ‘Codex-small’ and ‘Monument’. Each query image usually has only one correct match (groundtruth) in the retrieval database. The smaller the average ranking value, the better the result. From Fig.9 we can see the following:
- In most cases, the best results are achieved by using the largest spatial context, with finer partitioning details (2 rings in our case);
- When the location information is not considered, results show a general trend of improving with increasing ring sizes. However, the results are more stable when the position information is encoded, e.g. a smaller ring size can also achieve promising results when the location information is incorporated. This is particularly useful when dealing with noisy data, where a smaller ring size is preferred to avoid extra noise being introduced by a larger spatial context;
- The results do not benefit from a finer partition, when a small spatial context is considered. However, results improve with finer partitions, when the spatial context becomes larger.
  - Position information is more helpful when a small spatial context is considered.

Fig.10 shows example query glyphs and their top returned results.

Conclusion

We have introduced the HOOSC descriptor to be used in DH-related shape analysis tasks. We discuss the effect of parameters on the performance of the descriptor. Experimental results on ancient Maya hieroglyph data from two different sources (codex and monument) suggest that a larger spatial context with finer partitioning detail usually leads to better results, while a smaller spatial context with location information is a good choice for noisy/damaged data. The code for HOOSC is available so DH researchers can test the descriptor for their own tasks.
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Figure 9. Retrieval results on each dataset, with various feature representation choices. (left) shape-base results; (right) incorporating glyph co-occurrence information.

Figure 10. Example queries (first column) and their top returned retrieval results, ranked from left to right in each row. Groundtruth images are highlighted in green bounding boxes.
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Poetry in the Middle Ages changed as it was recopied, recited and passed along. Mouvance is a term used by late Swiss medievalist Paul Zumthor to designate the high degree of instability in medieval text traditions. Zumthor qualifies this instability as an “interplay between variant readings and reworkings,” balancing both the textual, literary elements of written works with oral, performative ones (Zumthor, 1992; p.44). Twentieth-century text editing came to grips with this instability in large text traditions in different ways. For complex text traditions with a high degree of variance in medieval French, editors sometimes compiled one edition containing all the witnesses in successive chapters, as in the cases of La vie de sainte Marie l’Egyptienne (Dembowski, 1977) and L’Evangile de Nicodème (Ford, 1973) or they arranged them in a synoptic-style parallel edition as in the case of the fabliaux (Rychner, 1960). The alignment of such synoptic editions, although not discussed explicitly by the editors, was no doubt hand-ordered and its page layout was based on rough narrative equivalence of passages.

Cerquiglini has argued that, faced with such variance, the medievalist’s “analysis must be comparative, not archeological” (Cerquiglini, 1999; p.44). Such parallel print editions provide readers with a visual frame for comparative reading of variant texts, inviting exploration and giving insight into processes of textual change. There are a number of problems in text traditions with oral influence. There are not only different kinds of variance (single word/string variance, half-line or hemistich variance, transposition and reorganization of rhyming verse lines or interpolation of entirely new lines), but patterns of variance are also not uniform across a text, making the desired comparative visualization of texts difficult. Alignments can also mix and confuse kinds of variance. What are ways of visualizing textual variation in a digital environment? This is the question our paper intends to explore.

Visualization strategies for historical text reuse vary according to the scale of the phenomenon and the nature of the texts involved (Franzini et al., 2015). Sophisticated visualizations for alignment exist at the micro-level, that is, at the level of the word such as the graph visualizations of TRAViz (Jänicke et al., 2015). They facilitate comparative readings of word-level variance in manuscript witnesses or translations. The text in such alignments is fully legible. A clean example of this can be found in the TRAViz alignments of English translations of the Bible (Figure 1), a textual use case in which units and sub-units of text are already commonly agreed upon by tradition (e.g. book, chapter, verse). On the other hand, solutions exist for macro-level text reuse, such as fingerprinting techniques (Jänicke and Geßner, 2015), creating distant patterns of textual similarity without showing the text (Figure 2).

A critical discussion of the description and design of meso-level visualization of complex text traditions is missing. Not only are these text traditions large, but they are highly influenced by orality, that is, in Zumthor’s words, they present a combination of textual and performative variance. Textual reworking at multiple scales (whole chunks of text, groups of lines, individual lines, sub-line strings) are challenges for both alignment and visualization. Our design attempts to translate the insights of Zumthor and Cerquiglini into an environment for visual exploration using two medieval text traditions: a tradition of short baudy tales known as the fabliaux , and in versions of the well-known epic the Chanson de Roland . These two traditions have been chosen for the kinds of complex variance they exhibit. Our paper focuses on so-called meso-level alignments that visualize patterns of textual variance higher than the word and verse line level, and stress both legibility and human interaction in visualizing patterns.

Existing methods for text alignment in digital environments, generally speaking, favor relatively stable texts
with small variance. The Versioning Machine accepts texts encoded “according to TEI’s Parallel Segmentation method” and “interprets the encoding, parsing out the text into its constituent parts” (Versioning Machine, 2015). The authors of the Versioning Machine offer a sample alignment of a medieval “Prophecy of Merlin” (Figure 3). The line-to-line alignment has been encoded by the textual scholar. Similar lines are visually connected using customary mouse behavior, however, variance within the line or across lines is not visualized.

Figure 3: Two versions of the Prophecy of Merlin visualized in Versioning Machine

Another environment for the collation of raw text and visualization of textual differences is JuxtaCommons (Wheeles and Jensen, 2013). The example in Figure 4 uses two editions of Chretien de Troyes’ medieval romance Perceval, one based on BnF, ms. français 12576 (Roach, 1959) at left, and the other Bern, Burgerbibliothek ms. 354 (Méla, 1990) at right. There is basic alignment of the verse line and minor lexical or dialectal variance, and mouse over in JuxtaCommons allows basic comparative reading of word- and string-level variants. In their out-of-the-box implementation, both tools allow for easy comparison of two versions of the text, although the Versioning Machine has been implemented for larger comparison sets.

Figure 4: Two editions of Chretien de Troyes’ Perceval visualized in JuxtaCommons

When complex text traditions containing more than just variant readings, but also interpolations, extra or missing lines or a significant amount of orthographic variance are collated automatically in JuxtaCommons, their results, however, are nearly illegible. Figure 5 shows two witnesses of the same old French fabliau; the visual alignment, however, does an insufficient job at expressing the performative element of their mouvance.

Our design for a sufficient representation of variance in the fabliaux is shown in Figure 6. We use the intuitive quality of stream graphs (Byron et al., 2008) in order to support the analysis of aligned verses and to illustrate the transmission of one fabliau in four versions. The text editions are juxtaposed in columns in order to minimize edge crossings, in other words, we order the editions according to their similarity.

Figure 5: Two versions of a fabliau visualized in JuxtaCommons

Figure 6: Four versions of a fabliau in our design

The visualization is available at http://informatik.uni-leipzig.de:8080/Fabliaux/. Clicking on a specific verse line produces a TRAViz micro-view of the line-level variance (Jänicke et al., 2015), whereas the larger meso-view of this portion of the fabliau allows patterns between and across verse lines to be clearly ascertained. Variance in this genre maintains prosody and avoids hypermeter; mouvance is characterized here by the interpolation of larger narrative multi-line fragments of text. The exception to this general rule is manuscript Harley 2253 in the column at far right where the narrative is reconstituted almost completely around sparse line re-use, illustrating what Rychner calls in the subtitle of his book “deteriorization” [dégradation] (Rychner, 1960). Mouvance occurs in multi-line “chunks,” visible in highly legible streams of text re-use. This provides much more insight into textual transformation than reading Rychner’s hand-aligned synoptic edition, with the streams here drawing our attention to patterns of re-used text. In his edition, blank spaces and horizontal lines in the page layout effect a more uncertain alignment.

Another example of what we are calling meso-level alignment is the visualization of one stanza from the Chanson de Roland tradition contained in six manuscripts.
Figure 7 illustrates laisse 1 of the Lavergne fragment, absent from Oxford, Bodleian Library manuscript Digby, 23. An interactive version of the alignment is available at http://informatik.uni-leipzig.de:8080/roland/index2.html?ftsize=11.

Figure 7: Six editions and one fragment of the Chanson de Roland in our design

To indicate how often lines recur across the whole manuscript tradition, we use streams colored with varying saturation. Highly saturated colors indicate frequently repeated passages, whereas less saturated colors indicate less repeated ones. Such a feature allows for a "consensus" visualization of the tradition at this meso scale. It is easy to see the more complex, transpositional variance of lines in the Chanson de Roland. This compositional feature of French epic visualized here needs to be studied across the entire corpus of seven manuscripts and three fragments. It is perhaps on this point, however, that a principle of visualization clashes with the visual expectations of a medieval textual scholar. As in the above example, we ordered the editions to reduce the number of crossing streams and to maximize legibility. This is potentially at odds with readers who expect to see temporality of manuscript dating represented in the visualization. More thinking needs to be done about the visual semantics of such a large tradition. In such a case, a perfect order that produces less clutter might be hard to determine, and we will be required to extend our proposed design.

Figure 8: Visualization of an aligned verse line in three versions of a fabliau

We began with the alignment of the fabliaux and Chanson de Roland since they are traditions where editors have indexed alignment manually, either using page layout or by numerical cross referencing of the stanzas. As the example shown in Figure 8 illustrates, lines are not identical word for word, but rather our alignment has asserted basic diegetical equivalence.

Figure 8: Visualization of an aligned verse line in three versions of a fabliau

In the example portrayed in Figure 9, performative mouvance is reflected in the recombination of words in the line.

In developing our research on this topic, we intend to pursue more granular alignment using computational means, down to the line and perhaps the hemistich. Based on the Relative Edit Distance of strings (Jänicke et al., 2015), we aim to determine spelling variants and rhyme sets automatically. Combined with an n-gram analysis, we will support the discovery and alignment of similar text passages. Due to the high degree of orthographic variance of the medieval French language, a purely computational approach might lead to a high number of false positive alignments. Therefore, we will design a visual analytics system that includes the human in the alignment process in order to configure appropriate settings that maximize the alignment of re-used text passages. This visual analytics process includes the supervised training of a classifier that supplies the parameters steering the alignment. Iteratively, computationally aligned text fragments are scored by the textual scholar according to their relevance. After each scoring session, the alignment will be recomputed taking the scholar's justifications into account.

In contrast to the manual alignment illustrated in the visualizations above (Figures 6–9), such a semi-automated process will potentially yield a very different picture in particular with respect to the degree of difference the human allows in string matching and the presence of shared n-grams required to align certain text passages. A further opportunity of this generic visual analytics approach is its straightforward adaptability to editions in other languages than medieval French. With such a user-centered approach, alignment is not to be understood as a final product, but rather a process, for understanding variant text traditions, exploring their intricacies and supporting generation of hypotheses about textual behavior.
Introduction

To what extent can topic models explain variation in perceptions of literary quality? We try to find correlations between topics and judgments of literary quality using a topic model of 401 recent bestselling Dutch novels. Instead of examining topics on a macro-scale in a geographical or historical interpretation (e.g., Jockers 2013; Riddell 2014), we take a new perspective: whether novels have a dominant topic in their topic distributions (mono-topicality), and whether certain topics may express an explicit or implicit genre in the corpus. We hypothesize that there is a relationship between these aspects of the topic distributions and perceptions of literary quality. We then interpret the model by taking a closer look at the topics in a selection of the novels.

Riddle survey and corpus

This research is part of a Dutch computational humanities project called The Riddle of Literary Quality. In the project we aim to identify textual features that may play a role in readers’ evaluations of a novel as being good or bad and as high or low literature. We analyze a corpus of 401 contemporary Dutch-language (including translated) novels in search of textual features they have in common. Within our corpus there is a small variety of novelistic genres, which can be roughly divided into suspense, romantic and general novels. The readers’ judgments were gathered in a large online survey. We asked a general public to rate the novels they had read on a 7-point scale from definitely not through highly literary. Approximately 14,000 respondents participated, providing us with much data on the perceived quality of our 401 novels. The mean rating over all 401 novels is 4.2, with 2.1 being the lowest rating for Fifty Shades of Grey by E.L. James, and 6.6 the highest for Julian Barnes’ The Sense of an Ending.
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Figure 1: Overview of topics, sorted by proportion of the corpus

**Topic model**

A topic model aims to automatically discover topics in a collection of documents. We use Latent Dirichlet Allocation (Blei et al., 2003), which assumes the documents have been generated from a fixed number of probability distributions (the topics) over words. The topics reflect word co-occurrence patterns. We preprocess the novels by lemmatizing the words, removing punctuation, function words and names, and splitting the remaining text in chunks of 1000 tokens. We use MALLET to create a topic model with 50 topics. Fig. 1 shows an overview of the topics with their proportion across the corpus.

We have attempted to identify topics for novels with high literary ratings, and topics specific for suspense and romantic novels. According to Jockers and Mimno (2013), the topics can be used to identify literary themes. They use the terms “theme” and “topic” as “proxies for [...] a type of literary content that is semantically unified and recurs with some degree of frequency or regularity throughout and across a corpus” (p. 751). We found that three topics are specific to a single author (for instance t3), and about a third seem genre specific. By inspecting the most important words for each topic we found that most topics (genre related or not) indeed cohere with certain themes (cf. Fig.1). This suggests that the choice for 50 topics is neither too small nor too high.

**Quantitative analysis**

We aim to gain insight into the distribution of topics in relation to the literary ratings of the novels (predicting literary ratings is not the main aim here). In order to interpret the topic distributions, we introduce the concept of mono-topicality. A mono-topical novel contains little diversity in topic distribution, which means that one or two topics are dominant throughout the novel. A novel which shows more variation in topics has a more even distribution of topics, i.e., such a novel has a larger topic diversity. Fig. 2 shows an example of both cases.

The x-axis shows the distribution of topics, sorted from least to most prevalent. In John Grisham’s *The Appeal*, topic 5 (“lawsuits”) has a proportion of 47.8% of all 50 topics. This novel is more mono-topical than the Franzen’s *Corrections*, which has a more balanced distribution of topic proportions.

**Figure 2: Distribution of the top 15 topics in novels with high (left) and low (right) mono-topicality**

**Figure 3: Correlation between share of the most prominent topic per book and mean literariness ratings**
<table>
<thead>
<tr>
<th>Author_Title</th>
<th>Survey rating</th>
<th>% topic</th>
<th>Relationships</th>
<th>Complications</th>
<th>Artistic profession</th>
<th>True story</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Love</td>
<td>Rivalry</td>
<td>Illness &amp; Heath</td>
<td>Writer / editor</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Parent-child</td>
<td></td>
<td></td>
<td>Roth / auto-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>biographic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>history</td>
</tr>
<tr>
<td>Hart_Verlovingstijd</td>
<td>5.9</td>
<td>24.8</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Rosenboom_ZoeteMond</td>
<td>6.2</td>
<td>22.5</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lanoye_Sprakeloos</td>
<td>6.4</td>
<td>21.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Dewulf_KleineDagen</td>
<td>6.0</td>
<td>19.6</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Rosenboom_Mechanica</td>
<td>6.2</td>
<td>17.0</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Heijden_Tonio</td>
<td>6.3</td>
<td>16.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Verhulst_LaatsteLiefdeVan</td>
<td>5.8</td>
<td>16.5</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Lanoye_HeldereHemel</td>
<td>5.8</td>
<td>15.7</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Springer_Quadriga</td>
<td>6.0</td>
<td>15.7</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Mortier_GestameldLiedboek</td>
<td>6.5</td>
<td>15.5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Kooten_Verreking</td>
<td>5.0</td>
<td>15.2</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Moor_SchilderE</td>
<td>5.9</td>
<td>14.7</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 1: Themes in fifteen highly literary novels, all of which are originally Dutch. Table 2: Six topics from the model that address themes present in the fifteen highly literary novels, but which are not the most prominent as topics in those novels.

We hypothesize that the less mono-topical a novel is, the higher the perceived literariness by readers will be. And indeed, Fig. 3 shows that there is a statistically significant correlation between the diversity of topics of a book and its perceived literariness. Books with a single, highly prominent topic, such as Grisham’s, tend to be seen as less literary.

**Interpretation**

There are several possible explanations for the correlation. Genre novels could have a tendency to single out certain topics, as they deal with more ‘typical’ or genre-specific subject matter than do general novels. If this were the case, we would simply be finding that genre novels are
considered to be less literary than general novels, and this would tell us little about literary quality in a more general sense. General novels in the other hand, deal with all sorts of subjects and themes, across and beyond ‘genre’ subjects, and therefore a topic model may not be able to single out thematic groups of words common to these novels, and thus may not find one single prominent topic. A third explanation could be that highly literary novels do deal with specific themes and subjects which are also part of genre novels, but that these are described in wordings that are more implicit or subtle, and therefore do not come up as single, clear topics. If this were the case, that would bring us closer to an explanation of what topics have to do with literary quality. These explanations are not mutually exclusive and we will explore the topic model here to examine the value of the second and third explanation.

Figure 4: Correlation between topic 29 proportion and mean literary ratings

The topic that shows the highest correlation ($r=0.49$) with literary appreciation is topic 29; cf. Fig. 4. This topic is most prominent in fifteen originally Dutch general novels. The twenty words in topic 29 with the highest weights are begin, music, play, occasion, first, the first, sing, only, year, one, stay, sometimes, even, new, own, always, high, exactly, bike, appear. They show little coherence, making it hard to interpret their context, although ‘music and performance’ appears to be part of it. To find out more about the novels in which this topic is prominent, we consult a Dutch website maintained by librarians called Literatuurplein, which provides information on the themes and content of Dutch novels.

Most of these novels show similarities in themes, such as family relationships. In ten of the novels the protagonist has an artistic profession: a couple of writers, a painter and a stand-up comedian. None of them has a musical or acting career, despite the ‘music and performance’ words; and vice versa, none of the twenty most prominent words concern writing.

All in all, at first glance topic 29 seems not to address the themes and content of the novels, whereas most other topics in the model do concern specific themes (cf. Fig. 1 and Table 2).

For instance, topic 2 and 11 address family relations, topic 12 and 41 are about writing novels, and topic 6 and 33 concern health issues. These topics are present, but as smaller topics. This shows that the second explanation, of the general novels not sharing themes, is not valid. It could be an indication though that the highly literary novels indeed use a more subtle way of describing themes similar to other novels in our corpus, our third explanation. As a final note, in topic 29 there are proportionally more adverbs than in the other topics mentioned, which contain more nouns. Perhaps this shows that style is a more shared element in literary novels than the choice of words. In other words, this brief analysis shows that there is merit to our third explanation. This will therefore become a new hypothesis for further research.

Conclusion

We have explored a topic model of contemporary novels in relation to genre and literariness, and shown that topic diversity correlates with literary ratings. Most topics express a clear theme or genre. However, topic 29, the most literary topic, does not. It rather appears to be associated with a particular Dutch literary writing style.
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Based in five years of experience teaching digital humanities (DH) students at the University of Nebraska-Lincoln (UNL), our paper tells the story of an evolving approach to teaching “practical” skills. We argue that the most important skills DH students need to learn are not particular programming languages or specific research methodologies, but team-based problem-solving. Furthermore, an effective way to achieve this learning is for students to work together to design and build a digital project that addresses a real challenge, draws upon their commitment to the humanities, and serves the mission of a local organization.

Background

When UNL formed its Graduate Certificate Program in Digital Humanities, the organizing committee knew it wanted students to have a substantial engagement with the intellectual theory undergirding digital humanities as well as with DH praxis. To accomplish this, UNL created two courses to form the heart of the Certificate: the Interdisciplinary Reading Seminar in Digital Humanities and the Internship in Digital Humanities.

The Internship in Digital Humanities, originally available only to graduate students, embedded students within faculty DH projects at UNL. Students worked on these projects for seven hours per week and spent one hour in class learning some “basic skills” for digital humanists. After running the course this way for two years, we determined we were not fulfilling the goals of the curriculum or the needs of the students. In the best cases, students were fully integrated into project teams and were challenged with new experiences. Other students, however, performed menial and repetitive work throughout the semester. We also underestimated the challenge of making students collaborators in this limited time, especially when project staff faced deadlines and needed to focus on production rather than instruction. The weekly class sessions, too, were mere introductions; students could not truly learn new skills because their projects did not provide opportunities to work with the introduced technologies and strategies.

The mediocrity of this approach and the inclusion of the course in a new Undergraduate Minor in Digital Humanities forced us to think more deeply about what it means to teach DH project development. We wanted a higher level of student investment in the work and for students to be involved from conception to implementation. And opening the course to undergraduate students made us even more aware of the need to present students with varied projects, not just those emerging from faculty members at a research-intensive university.

Immersive, Community-Based Approach to Digital Humanities Teaching and Learning

For the revised version of the course, known as the Digital Humanities Practicum and launched in 2014, we adopted a service learning—or community-based learning—model. Both undergraduate and graduate students enroll in the course, and it is cross-listed among several departments including Anthropology, English, History, and Modern Languages & Literatures. (We are faculty members in the UNL Libraries, and the Libraries also play an important role in the course.) Under the new design, we partner with local organizations who have identified challenges suited to technological, humanities-engaged solutions. Over the course of the semester, students respond to those challenges, first conceptualizing a solution, iteratively building their solution (and sharing iterations with classmates), and then presenting their solution to a public audience at the end of the semester. The practicum engages and implements key values of community-based learning, including a “recursive style; direct, high-impact

Notes

1 Extensive details on the survey will be published in two articles, one of which is in submission.

2 After submitting this abstract, we discovered the Literary Lab pamphlet by Algee-Hewitt et al. (2015), who independently devised a concept called mono-topicality.
method; and emphasis on abstraction embedded in practice” (Grobman and Rosenberg, 2015). In addition, the course now advances a team-based experience that focuses not only on academia but looks outward to the humanities’ roles in society more broadly.

A fundamental difference between the Digital Humanities Practicum and the earlier internship course is that the Practicum focuses on team-based problem-solving rather than specific technical skills. For example, Humanities Nebraska, a state-wide humanities advocacy organization, challenged the students to improve communication about their annual Chautauqua event while engaging new audiences. In response, a team of undergraduate students proposed a mobile application that would serve as an information platform and provide opportunities for social media engagement. Entering the course, the students had limited experience with web technologies and no experience with mobile application development. While they researched what might be involved in creating a mobile application, we reached out to others on the UNL campus who could work with students to help them learn specific skills and make sure they would have access to necessary hardware (such as a variety of mobile devices for testing) and software. By semester’s end, the application was available in the Google Play store, and shortly after was published to the Apple App Store. During this experience, the students learned much more than new technology proficiencies. They performed research about Chautauqua and the Chautauqua theme (“Free Land”), considered how best to communicate this information to the audiences they sought to reach, and interacted effectively with their client and mentors about their ideas—including accepting and responding to criticism of approaches that were not working.

This model requires significant flexibility on the part of the instructors and students. The syllabus is largely unfixed, as it must respond to the students and their needs, based on their background and experiences and also on the solutions they seek to pursue. Therefore, most of the fifteen-week semester cannot be planned more than a week or two in advance. Students, however, use an agile development approach so that they and we learn early where they will confront difficulties in implementing their solutions and what resources—we need to connect them with in order for them to develop their projects.

Successful implementation of this model also requires that faculty and students are frank about knowledge limitations. As the instructors, we confess at the beginning of the course that we don’t ourselves know everything the students will need to learn to be successful. But what we offer the students—and model for them—is the ability to figure out the necessary skills and seek appropriate resources. As we routinely tell the students, the requirements to solve these problems are not technical skills, but courage and perseverance. Our students have learned to weather discomfort not only because we implore them to do so, but because the iterative development model insists upon it. By having the students produce and demonstrate results early and often, we get them accustomed to a new kind of relationship with their coursework and to problem solving.

Based on our observations and student evaluations, it is this iterative process that imparts the learning. Furthermore, student investment in the projects is encouraged by the “realness” of the challenges. Unlike many classroom assignments, the problems in the Digital Humanities Practicum are authentic challenges brought in by external organizations with real missions, and their work can have application beyond the classroom. Students have assisted the Nebraska Commission on Indian Affairs, for example, in their effort to secure federal legislation designating an historic trail. For the next iteration of the course, offered in Spring 2016, we plan to work with organizations that are not principally humanities organizations. These include a children’s museum, a community supported agriculture and food education organization, and a social justice organization. Our goal is to broaden understanding of where humanities work can happen as well as demonstrate possibilities for solving problems by joining diverse areas of expertise. While we do not yet know the outcomes of the 2016 Practicum, the course will conclude before DH2016, and we will share both the student projects as well as an evaluation of the approach.

### Bibliography


### Notes

1. Full details of the UNL Graduate Certificate Program are available at http://www.unl.edu/dhcert/

2. Our approach acknowledges Jakacki and Faull’s perspec-
tive that undergraduate digital humanities education often focuses on specific tools or techniques rather than “habits of mind” (2014). Our course and pedagogy also take up the “three major questions in digital humanities pedagogy” raised by Smith: is there a “common core of learning objectives” around which DH programs should be structured? How vocational should DH curricula be? Should DH curricula focus on skills, method, “or critical perspectives on technology and its application”? (2014).

3 The skills we teach with this class are consistent with those outlined by Rockwell and Sinclair (2012): working in interdisciplinary teams, managing projects, applying digital practices, and explaining technologies.
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Introduction

Given the rise in recent years of GeoHumanities projects, this paper considers how historical data are translated and represented geographically within online mapping projects, giving insights into how these representations influence acquired meaning. GeoHumanities predominantly use geographical tools to create, present and explore different types of historical evidence and resources, for example original paper maps transformed into digital representations or geocoding of place names within texts. Factors impacting the resulting representation of historical evidence in geographical form include: choice of the underlying geographic data models, form and style of the original (historical) objects, as well as the selection, transformation and encoding practices. In this study we observe which data models are used and their context, to understand how these choices may influence acquired meaning and cognitive understanding.

Method

The GeoHumanities special interest group of the Alliance for Digital Humanities Organisations has a catalog of 312 geohumanities based projects (data from July 2014). From this list a sample of 30 projects were selected (sample selected based on language, availability and production since 2010). In these projects, the cartographic representation of historical evidence was evaluated according to a set of 70 different criteria grouped into 4 categories: (1) data structures used to model data; (2) forms of representation (typology, symbolism, use of transparency and uncertainty); (3) data interaction possibilities offered to users and (4) spatial data analysis possibilities offered to users.

The following research questions were investigated:

- How are historical data represented in web mapping applications?
- How rich are geohumanities interfaces?
- How do they influence knowledge acquisition?

In this paper we consider the first research question.

Results: Exploring raster representations

In the sample we observed a mix of both vector and raster data models. Of the 30 projects, 40% (n=12) used raster data models to integrate georeferenced versions of historical paper maps, with 4 types of use scenarios (see figure 1). Firstly, either paper map sheets belonging to a map series were stitched together or individual maps were used as a basemap layer enabling viewing of historical context or comparison of raster map to digitally encoded vector data. The digital versions of the paper map were presented as an optional data layer in the interface that, in the main, could be switched on or off by the user. For 26 out of 30, the historical map was overlaid on top of a contemporary raster base map which displayed either a street map or an aerial view. In only 2 very early period maps, the Agas Map of Early Modern London and The Gough Map of Great Britain, was it not possible to view a contemporary reference basemap.

The second and third types of historical paper map representations in raster format were observed in crowdsourcing methodologies. In these projects users are asked to interact with the map to create new digital data. One category of projects asked members of the public to undertake the transformation from a digital scan of the paper map to a true digital raster using the processes known as georeferencing. The other made use of georeferenced historical maps and asked users to vectorise historical data. Users were asked to encode labels or draw and confirm shapes of buildings. In this type of task the users are effectively tracing the historical map to create a vector representation. The final use observed focused on the search of historical data through the map interface to find metadata records and locate historical maps. The coordinate extents of the original paper maps were used to draw a minimum bounding rectangle within the web-map interface to highlight the represented areas. Users could then search for places and discover which old maps are available digitally at different archives.
Influences of raster representations

After such extensive treatment, to digitally transform the paper map into a web map, it becomes relevant to consider notions of materiality between the source and the transformed map. The “materiality” of the raster map is influenced by the transposition from paper to digital, with the associated loss of integrity. Take the action of cropping the map, observed in two thirds of all the rasters. The deletion of contextual map elements implies a certain loss of meaning from the source. Lost information commonly include: title, coordinate system, data of production, map producer, original legend, handwritten notes, archive stamps and other information. Thus the cropping process ensures that only purely functional cartographic data are retained, whilst the social document context is neglected.

A new type of digital materiality is derived from the transformation of the paper map to the digital into a “slippy map”, where the historical raster map is cut up into a sets of map tiles that provide small images which are seamlessly joined together (in the same way Google Maps API and others provide users access to contemporary basemaps). By cropping the historical map to show only the cartographic map many map sheets from the same original paper map series can be stitched together to provide a detailed view across a wider geographical extent without having overlapping boundaries or edge effects of the different map sheets that would result otherwise. Of course such a large map with street level detail would not have been possible to draw using traditional paper maps and is facilitated only by advances in technology and web-mapping interfaces. Once the georeferenced maps are tiled, the slippy map enables users to zoom and pan effortlessly. There are certain advantages: (1) users can explore an entire city, region or continent as one seamless entity; (2) viewing of the map is instantaneous as tiling methods do not require lengthy loading times (which can be the case if providing high resolution georeferenced raster maps that are not tiled); (3) users are provided with new types of interactions for engaging with the map and importantly (4) users are provided with digital transformation to enable new ways of consuming “original” historic material.

Results: Exploring point representations

Vector data, especially point objects, were by far the most common representation of historical data in Geohumanities projects. Nearly all of the samples, almost ninety percent of the projects (n=26) used points for their digital conceptualisations of historical phenomena, ideas or events, see figure 2. Moreover, it was particularly common to simultaneously use both raster and point data structures within the interface. Whereby, the historical map in raster form was adopted as the basemap, i.e. a reference map with the point data provided users with representations of more specific data. Such a mix was observed in 22 projects. A small number of projects also made use of the line (26%) and area (33%) geometry objects that are available as part of the vector data format. No projects used text as a way of representing information (except to label objects label objects).

Influences of Point for representing historical data

The point data object is a ubiquitous form of representation. It is a pervasive feature of geohumanities web-mapping projects and was observed in nearly all the sample projects (almost 90%). The point is used to represent a digital conceptualisation of historical phenomena, ideas, places, events etc. Despite the ubiquitous use of this data model, it is not without issues.

Given that a point marks an exact location, it was often observed that points (miss)represented phenomena that ranged in scale from a building, city and region or wider, sometimes representing all in the same data layer. Such confusing representations were exacerbated by (1) choice of representation - the use of the map pin which implies certainty in location; (2) failure to represent uncertainty in data therefore implying absolute facts – that are actually ambiguous (3) low usage of icons as map symbols reducing the cognitive understanding of the map. The
point encapsulates a sense of location accuracy, precision and factual detail that often represented fuzzy historical constructs at best. Thus, in much the same way as text is transposed into digital form (Kirschenbaum, 2001; Hayles, 2005; Drucker, 2011), the digital map transformations and resulting cartographic representations influence the meaning of the mapped data and how it is read, interpreted and understood. By failing to consider carefully the cartographic choices in how the digitised historic data are embodied, it is likely that the cognitive load placed on the user and the efforts required to extract meaning from the maps are significantly increased. It also will strongly influence how these digital translations are interpreted and understood by the user.

**Thoughts and Conclusions**

This evaluation is a starting point for discussions between humanities scholars and geo specialists, designers, information scientists and human computer interactions experts. It is obvious that digital transformations of historical data into digital geodata world provides many benefits, not least that associated with pattern recognition and presentation of data but it is not without its limitations. Initial results indicate that existing models and cartographic representations of georeferenced historical data need to be extended. It is plausible to suggest that the point data structure is inadequate for representing complex historical phenomena or broad geographical concepts but due to the lack of alternatives it is widely accepted as standard practice. We will reflect on the point as an appropriate mechanism for representing complex historical data? Explore the extent digital representations should stay true to original historic map evidence? And investigate how digital map translations influence understanding and aid/hinder interpretation?
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For many at this conference, stylometry and authorship attribution need little introduction; the determination of who wrote a document by looking at the writing style is an important problem that has received much research attention. Research has begun to converge on standard methods and procedures (Juola, 2015) and the results are increasingly acceptable in courts of law (Juola, 2013).

The most standard experiment looks something like this: collect a training set (aka “known documents,” KD) representative of the documents to be analyzed (the testing set, aka “questioned documents,” QD) and extract features from these documents such as word choice (Burrows, 1989; Binongo, 2003) or character n-grams (Stamatatos, 2013). On the basis of these features, the QD can be classified -- for example, if Hamilton uses the word “while” and Madison uses the word “whilst” (Mosteller and Wallace, 1963) a QD that doesn’t use “while” is probably Madisonian.

... unless it’s not in English at all, in which case, neither word is likely to appear. The need for the KD to represent the QD fairly closely is one of the major limitations on the use of this experimental methodology. By contrast, the authorial mind remains the same irrespective of the language of writing. In this paper, we report on new methods based on cross-linguistic cognitive traits that enables documents in Spanish to be attributed based on the English writings of the authors and vice versa. Specifically, using a custom corpus scraped from Twitter, we identify a number of features related to the complexity of language and expression, and a number of features related to participation to Twitter-specific social conventions.

We first identified (by manual inspection) a set of 14 user names that could be confirmed to have published tweets in both English and Spanish. Once our user list had been collected, we scraped the Twitter history of each user to collect between 90 and 1800 messages (“tweets”) from each user and used the detectlanguage.com server to identify automatically the language of each tweet.

A key problem is feature identification, as most features (e.g. function words or character n-grams) are not cross-linguistic. For this work, we have identified some potentially universal features. One of the most long-standing (de Morgan, 1851) features proposed for authorship analysis is
complexity of expression, as measured variously by word length, distribution of words, type/token ratio, and so forth. We used thirteen different measures of complexity that have been proposed (largely in the quantitative linguistics literature) to create a multivariate measure of complexity that persists across languages. Similarly, we identified three specific social conventions (the use of @mentions, #hashtags, and embedded hyperlinks, all measured as percentage of occurrence) that people may or may not participate in. Our working hypothesis is that people will use language in a way that they feel comfortable with, irrespective of the actual language. Hence, people who use @mentions in English will also do so in Spanish. Similarly, people who send long tweets in English also do so in Spanish, people who use big words in English also do so in Spanish, people who use a varied vocabulary in English also do so in Spanish, and of course vice versa.

We were able to show, first, that the proposed regularities do, in fact, hold across languages, as measured by cross-linguistic inter-writer correlations. (Thus, we also showed that our working hypothesis is confirmed, at least for these traits). Second, we showed via cluster analysis that these measures are partially independent from each other, and thus they afford a basis for a stylistic vector space. (Juola and Mikros, under review). This potentially enables ordinary classification methods to apply. The results reported here show that, in fact, they do.

To do this, we apply normal classification technology (support vector machines using a polynomial kernel) to the vector space thus constructed. We first broke each individual collection into 200 word sections (thus conjoining multiple tweets). Each section was measured using each complexity feature and then raw values were normalized using z-scores [thus a completely average score would be zero, while a score at the 97th percentile would be approximately 2.0; this is similar to Burrows’ Delta (Burrows, 1989)]. For our first experiment, the English sections were used to create a stylometric vector space, then the Spanish sections were (individually) embedded in this space and classified via SVMs. For our second experiment, the languages were reversed, classifying English sections based on Spanish stylometric space. Since SVM with polynomial kernel is a three parameter model, we optimized the classifier’s performance using a grid-search parameter tuning and comparing 3 different values for each of the three parameters (totaling $3^3$ models). The classifier’s performance was evaluated using a 10-fold cross-validation scheme and the best single language model was used for predicting the authorship of the texts written in the other language from the same authors.

This resulted in 2652 attempts to predict authorship of individual 200 word sections in Spanish, and another 1922 attempts in English, classified across fourteen potential authors. Baseline (chance) accuracy is therefore 1/14 or 0.0714 [7.14%].

Using the English data to establish the stylometric space and the Spanish samples to be attributed yielded an accuracy of 0.095, a result above baseline but not significantly so. By contrast, embedding English data into a Spanish space yielded an accuracy of 0.1603, more than double the baseline. This result clearly establishes the feasibility of cross-linguistic authorship attribution, at least at the proof of concept level. Experiments are continuing, both to establish clearer statistical results, and also to evaluate the additional effectiveness of the Twitter-specific social conventions as features.

We believe this result to be the first recorded instance of using training data from one language to attribute test data from another language using a formal, statistical attribution procedure. This is a very difficult dataset using an extremely small set of predictive variables, and the samples (200 words) are very small (Eder, 2013). In light of these issues, the relatively low (in absolute terms) accuracy may still represent a major step forward.

Like many research projects, these results pose as many questions as they answer. Why is English->Spanish easier than Spanish->English? What other types of language-independent feature sets could be developed, and how would performance compare? Do these results generalize to different language pairs, or to different genres than social media and Twitter in particular? What additional work will be necessary to turn this into a practical and useful tool? Can this generalize to other authorial analysis applications such as profiling (of personality or other attributes)?

Further research will obviously be required to address these and other issues. In particular, this study is obviously only a preliminary study. More language pairs are necessary (but finding active bilinguals on Twitter is difficult). Studies of other genres than tweets would be informative, but again corpus collection is problematic. We acknowledge that the current accuracy is not high enough to be useful. For the present, however, the simple fact that cross-linguistic authorship attribution can be done and has been done, remains an important new development in the digital humanities.
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Introduction

This study aims to grasp the regional differences in the musical characteristics inherent in the traditional Japanese folk songs of the Chugoku district (the westernmost region of Japan’s largest island of Honshu) by extracting and comparing the characteristics of each area by conducting quantitative analysis in order to promote digital humanities research on traditional Japanese folk songs.

We have sampled and digitized the five largest song genres within the music corpora of the Nihon Min’yo Taikan consisting of 1,794 song pieces from 45 Japanese prefectures, and have clarified the following three points by extracting and comparing their respective musical patterns (Kawase and Tokosumi 2011): the most important characteristics in the melody of Japanese folk songs is the transition pattern, which is based on an interval of perfect fourth pitch; regionally adjacent areas tend to have similar musical characteristics; and the differences in the musical characteristics almost match the East-West division in the geolinguistics or in the folkloristics from a broader perspective.

However, to conduct more detailed analysis in order to empirically clarify the structures by which music has spread and changed in traditional settlements, it is necessary to expand the data and do comparisons based on the old Japanese provinces (ancient administrative units that were used under the ritsuryo system before the modern prefecture system was established).

Procedure

In order to digitize the Japanese folk song pieces, we generate a sequence of notes by converting the music score into MusicXML file format. We devised a method of digitizing each note in terms of its relative pitch by subtracting the next pitch height for a given MusicXML. It is possible to generate a sequence \( T \) that carries information about the pitch to the next note: \( T = (t_1, t_2, \ldots, t_i, \ldots, t_n) \). An example of the corresponding pitch intervals for \( t_i \) can be written as shown in Table 1. We treat sequence \( T \) as a categorical time series, and execute n-gram analysis by conducting unigram, bigram, and trigram patterns to clarify major transitions and their trends in the Chugoku district.

Table 1: Corresponding Pitch Intervals

<table>
<thead>
<tr>
<th></th>
<th>Pitch Intervals</th>
<th></th>
<th>Pitch Intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>perfect unison</td>
<td>7</td>
<td>perfect fifth</td>
</tr>
<tr>
<td>1</td>
<td>minor second</td>
<td>8</td>
<td>minor sixth</td>
</tr>
<tr>
<td>2</td>
<td>major second</td>
<td>9</td>
<td>major sixth</td>
</tr>
<tr>
<td>3</td>
<td>minor third</td>
<td>10</td>
<td>minor seventh</td>
</tr>
<tr>
<td>4</td>
<td>major third</td>
<td>11</td>
<td>major seventh</td>
</tr>
<tr>
<td>5</td>
<td>perfect fourth</td>
<td>12</td>
<td>perfect octave</td>
</tr>
<tr>
<td>6</td>
<td>aug/fourth/dim/fifth</td>
<td>13</td>
<td>minor ninth</td>
</tr>
</tbody>
</table>

Overview of Data

In order to quantitatively extract pitch transition patterns from Japanese folk songs, we sampled and digitized folk songs included in the Nihon Min’yo Taikan. We sampled all the songs in the music corpora included in the Chugoku Region volume (1966). Table 2 shows the statistics about the song pieces from each area in the Chugoku district. Figure 1 is a map of the provinces in the Chugoku district.

Table 2: Basic Statistics for Number of Songs for Each Province

<p>| | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mino</td>
<td>Biwako</td>
<td>Bitchu</td>
<td>Bingo</td>
<td>Aki</td>
<td>Seto</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>417</td>
<td>92</td>
<td>80</td>
<td>111</td>
<td>188</td>
<td>63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pitch Height Aver. (c.v.)</td>
<td>62.22</td>
<td>64.31</td>
<td>79.64</td>
<td>76.42</td>
<td>81.65</td>
<td>103.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.67</td>
<td>0.81</td>
<td>0.80</td>
<td>0.70</td>
<td>0.79</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pitch Height Avg.</td>
<td>93.40</td>
<td>78.97</td>
<td>92.83</td>
<td>108.09</td>
<td>103.31</td>
<td>114.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pitch Length (s.d.)</td>
<td>325.99</td>
<td>391.38</td>
<td>444.78</td>
<td>255.09</td>
<td>2846.27</td>
<td>938.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>1.35</td>
<td>1.12</td>
<td>3.15</td>
<td>4.60</td>
<td>7.06</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 1: Geographical Divisions of the Chugokuk District Under the Old Province System

Results

Frequency of the First Transition

Figure 2(a) shows the usage frequency of the first transition pattern (unigram). The graph implies that pitch transitions occur almost equally in both the ascending and descending directions. Figure 2(b) is a cumulative relative frequency diagram of the first transitions for ascending and descending order that confirms the trends for each interval. The profile shows that most of the voice range does not extend beyond the interval of perfect fifth (±7).

Figure 2: (a) First Transition Frequency and (b) Cumulative Relative Frequency Diagram

Based on studies of musical psychology, step-by-step changes in pitch height (in other words, pitch interval transitions that always involve ascending or descending order) are an indispensable factor by which humans perceive melodic patterns (Scruton 1997). Therefore, to extract the structures buried under repetition of notes, we will exclude the 0 intervals from sequence $T$ in order to seek the pure changes of ups and downs within the melody.

Overall Summary of Bigram Patterns

Table 3(a) shows the top 40 bigram patterns. These components do not exceed the range of perfect fifths (±7), and the values of the chains (intervals) also add up to a pitch interval between -5 and +5. In addition, we find that transition patterns that add up to 0 ($t_i + t_{i+1} = 0$) or $t_i + t_{i+1} + t_{i+2} = 0$) or a perfect fourth pitch ($t_i + t_{i+1} = ±5$ or $t_i + t_{i+1} + t_{i+2} = ±5$).

Discussion

Koizumi’s Tetrachord Theory

To speed things along, we will mention Koizumi’s tetrachord theory (1958). The tetrachord is a unit consisting of two stable outlining tones (nuclear tones) with the interval of a perfect fourth pitch, and one unstable intermediate tone located between them. Depending on the position of the intermediate tone, four different types of tetrachords can be formed (Table 4).

Table 4: For Basic Types of Tetrachords

Using a bigram model representing pitch transitions, all four types of tetrachords can be expressed as follows in ascending order: min’yo (+3, +2), miyako bushi (+1, +4), ritsu (+2, +3), and ryukyu (+4, +1). Depending on the positions of the three initial pitches in a tetrachord, six transition patterns can be considered in perceiving a tetrachord in two steps (bigram). Therefore, the amount of tetrachords within two steps can be obtained by counting the pairs of 24 transition patterns in sequence $T$. 

Table 5: Number of Transition Patterns for the Four Tetrachords

Province Similarities Based on the Frequency of Occurrence of Tetrachords

Table 5 shows the frequency that the 24 transition patterns for the four tetrachords appear for all 12 provinces. Here, we did hierarchical cluster analysis on the 24 transition patterns for each province to objectively demonstrate similarities in the 12 provinces. The dendrogram in Figure 3 shows hierarchical cluster analysis results. When calculating distances between each element, we normalized the frequency that the tetrachords appear, and used the Euclidean distance and the algorithm from the Ward method.

Figure 3: Cluster Analysis Results

If we look for $h = 60$ (a height where there are three vertical lines) and trace them to the individuals, this partition of three clusters separates the 12 provinces into $C_1 = \{Aki, Suo\}$, $C_2 = \{Mimasaka, Bizen, Bitchu, Nagato, Inaba, Hoki, Izumo, Oki\}$, and $C_3 = \{Iwami, Bingo\}$, which almost classifies the Chugoku district into geographically close groups. Meanwhile, it also stands out that only Nagato is separately geographically isolated.

Sea Route Connecting the Provinces

The cluster analysis results did not turn out to match the famous two ancient divisions based on the main road: San’yo = \{Mimasaka, Bizen, Bitchu, Nagato, Inaba, Hoki, Izumo, Oki\} and San’in = \{Iwami, Bingo\}, which almost classifies the Chugoku district into geographically close groups. Meanwhile, it also stands out that only Nagato is separately geographically isolated.

Conclusions

In this paper, we digitized the melodies of traditional Japanese folk songs in the Chugoku district, and quantitatively analyzed its pitch transition patterns using n-gram modeling, and did a classification experiment based on the frequency of occurrence of the tetrachords to see the differences in each province. As a result, we constructed the possibility that the melodic features in the Chugoku district spread by land and sea routes based on actual music data analysis. However, instead it is possible to consider each cluster based on sea routes (Figure 4).

Since ancient times, the Chugoku district has been an area travelers passed through when traveling from the Kansai district (a center of regional culture in Japan) to get to Kyushu region, which had close relations with China and Korea. Since there wasn’t much flat land and there are many mountain ranges, sea routes played an important role in transportation.

The existence of the Ota River, a major river and also a sociocultural and economical foundation in the Chugoku district, supports the grouping of the two provinces in $C_1$. From an oceanic commerce point of view, the north and south sea routes that link the Nagato and Kansai regions also support the grouping of provinices in $C_2$. It is also possible to say that the Gonokawa River, which functioned as a traffic relay point between San’yo and San’in, supports the grouping of provinces in $C_3$. In this way, we find that rivers have important functions that exert musical influence as well as indicate boundaries between districts and geographical areas.

Figure 4: Sea Routes Map of the Chugoku District
song pieces from neighboring regions such as the Kyushu, Shikoku, and Kansai regions, which has not really been pursued in existing humanities research fields. We believe this will empirically clarify the musical culture phenomena by which music spreads and changes.
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Introduction

Authorship studies have long played a central role in stylometry, the popular subfield of DH in which the writing style of a text is studied as a function of its author’s identity. While authorship studies come in many flavors, a remarkable aspect is that the field continues to be dominated by so-called ‘lazy’ approaches, where the authorship of an anonymous document is determined by extrapolating the authorship of a document’s nearest neighbor. For this, researchers use metrics to calculate the distances between vector representations of documents in a higher-dimensional space, such as the well-known Manhattan city block distance. In this paper, we apply the minmax metric – originally proposed in the field of geobotanics – to the problem of authorship attribution and verification. Comparative evaluations across a variety of benchmark corpora show that this metric yields better, as well as more consistent results than previously used metrics. While intuitively simply, this metric generally displays a regularising effect across different hyperparametrizations, and allows the more effective use of larger vocabularies and sparser document vectors. In particular the metric seems much less sensitive than its main competitors to (the dimensionality of) the vector space model under which the metric is applied.

Most authorship studies in computer science are restricted to present-day document collections. In this paper, we illustrate the broader applicability of the minmax metric by applying it to a high-profile case study from Classical Antiquity. The ‘War Commentaries’ by Julius Caesar (Corpus Caesarianum) refers to a group of Latin prose commentaries, describing the military campaigns of the world-renowned Roman statesman Julius Caesar (100-44 BC). While Caesar must have authored a significant portion of these commentaries himself, the exact delineation of his contribution to this important corpus remains a controversial matter. Most notably, Aulus Hirtius – one of Caesar’s most trusted generals – is sometimes believed to have contributed significantly to the corpus. Thus, the authenticity and authorship of the Caesarian corpus is a philological puzzle that has persisted for nineteen centuries. In our paper, we shed new light on this matter.

Benchmarking

To properly evaluate the performance of the novel Ruzicka minmax metric, we turn to a publicly available benchmark corpora: the multilingual datasets (Dutch, English, Greek, and Spanish) used by the 2014 track on authorship verification in the PAN competition on uncovering plagiarism, authorship, and social software misuse. This track focused on the “open” task of authorship verification (as opposed to the closed set-up of authorship verification). Each dataset holds a number of “problems”, where given (a) at least one training text by a particular target author, (b) a set of similar mini-oeuvres by other authors, and (c) a new anonymous text, the task is to determine whether or not the anonymous text was written by the target author. A system must output for each of the problems a real-valued confidence score between 0.0 (“definitely not the same author”) and 1.0 (“definitely the same author”). By outputting the value of 0.5, a system can specify that it was not able to solve a problem. For each
dataset, a fully independent training and test corpus are available (i.e. the problems, nor authors and texts in both sets do not overlap). Systems are eventually evaluated using two scoring metrics which were also used at the PAN: the established AUC-score, as well as the so-called c@1, a variation of the traditional accuracy-score, which gives more credit to systems that decide to leave some difficult verification problems unanswered. In the full paper, we offer a complete evaluation of all datasets: for the sake of brevity, this paper is restricted to a representative selection of results.

As common in text classification research, we vectorize the datasets into a tabular model, under a ‘bag-of-words’ assumption, which is largely ignorant of the original word order in document. Unless reported otherwise, we use character tetragrams below (Koppel et al., 2014), which yield generally acceptable results across corpora. We experiment with a number of different vector space models, the results of which can be summarized as follows:

- plain \( tf \) (where simple relative frequencies are used);
- \( tf-std \), where the \( tf \)-model is scaled using a feature’s standard deviation in the corpus (cf. Burrows’s Delta: Burrows, 2002);
- \( tf-idf \), where the \( tf \)-model is scaled using a feature’s inverse document-frequency (to increase the weight of rare terms).
- ...

In our experiments, we focus on the Ruzicka ‘minmax’ distance metric, a still fairly novel algorithm in the field of stylometry. Just as the Euclidean or Manhattan distance, this metric will calculate a real-valued distance score between two document vector \( A \) and \( B \) as follows:

\[
\text{minmax}(A, B) = 1 - \left( \frac{\sum_{i=1}^{k} \min(tf(A_i), tf(B_i))}{\sum_{i=1}^{k} \max(tf(A_i), tf(B_i))} \right)
\]

While the formula below uses the \( tf \)-model, the Ruzicka distance can of course be easily applied to other vector space models too. In our paper, we will offer a intuitive assessment of the desirable properties of this metric (e.g. in comparison to Burrows’s Delta).

### General Imposters Framework (GI)

In our experiments, we make amongst others use of the General Imposters Method, a bootstrapped approach to authorship verification which has recently yielded excellent results. Fitting the verifier on the train data involves two steps. First, we calculate a distance score for the anonymous document in each problem, using Algorithm 1, in order to determine whether the anonymous text was written by the target author specified in the problem:

\[
\text{score} = 1 - \left( \frac{\sum_{i=1}^{k} \min(tf(A_i), tf(B_i))}{\sum_{i=1}^{k} \max(tf(A_i), tf(B_i))} \right)
\]

Thus, during \( k \) iterations (default 100), we randomly select a sample (e.g. 50%) of all the available features in the data set. Likewise, we randomly select \( m \) ‘imposter’ documents (default 30), which were not written by the target author. Next, we use a \( dist() \) function to assess whether the anonymous text is closer to any text by the target author than to any text written by the imposters. Here, \( dist() \) represents a regular, geometric distance metric, such as the Manhattan or Ruzicka metric. The score returned by Algorithm 1 has been characterized as a ‘second-order’ metric, because it does not rely on the rather comparison of document vectors. The general intuition here, is that we do not just calculate how different two documents are; rather we test whether the stylistic differences between them are consistent (a) across many different feature sets, and (b) in comparison to other randomly, sampled documents.

In the second stage, we attempt to optimize the distance scores returned by Algorithm 1, in the light of the specific evaluation measures used. We apply a score shifter (Algorithm 2), which attempts to define a ‘grey zone’ where the results seem too unreliable to output a score (cf. c@1):

\[
\text{score} = new\_score + 1/k
\]
The results demonstrate how the Ruzicka minmax metric returns the most stable results across the experiments and clearly has a regularizing effect across different hyperparametrizations. In the full paper, we will present a complete evaluation of this system on all the PAN datasets, which in most cases yields surprisingly competitive scores on the test data, even without much corpus-specific parameter tuning. In the table below, we show the test results for Dutch essays corpus in terms of the AUC x c@1. The best combination reaches a AUC x c@1 of 0.886 on the test data (combination of minmax and std), whereas the best individual system submitted to PAN 2014 only reached 0.823 on that test dataset. Using randomized significance tests, we will additionally demonstrate the regularizing effect of the Ruzicka distance across vector spaces; its strong performance is also evident from Table 1.

![Figure 1: Optimal results on train corpus](image1)

<table>
<thead>
<tr>
<th>Vector Space / Metric</th>
<th>Euclidean</th>
<th>Manhattan</th>
<th>Minmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF</td>
<td>0.676</td>
<td>0.698</td>
<td>0.837</td>
</tr>
<tr>
<td>TF-Idf</td>
<td>0.720</td>
<td>0.750</td>
<td>0.854</td>
</tr>
<tr>
<td>TF-Std</td>
<td>0.614</td>
<td>0.701</td>
<td>0.886</td>
</tr>
</tbody>
</table>

Table 1: Final test results (AUC x C@1)

**Corpus Caesarianum**

To further illustrate the applicability of the Ruzicka metric for authorship problems in traditional philology, we also report a stylometric case study concerning the Corpus Caesarianum. This Corpus is a group of five commentaries Caesar’s military campaigns:

- *Bellum Gallicum*, the conquest of Gaul, 58 to 50 BC;
- *Bellum civile*, the civil war with Pompey, 49 to 48 BC;
- *Bellum Alexandrinum*, the campaigns in Egypt etc., 48 to 47 BC;
- *Bellum Africum*, the war in North Africa, 47 to 46 BC
- *Bellum Hispaniense*, a rebellion in Spain, 46 to 45 BC

The first two commentaries are mainly by Caesar himself, the only exception being the final part of the *Gallic War* (Book 8), which is by Caesar’s general Aulus Hirtius. Suetonius, writing a century and a half later, suggests that either Hirtius or another general, named Oppius, authored the remaining works. We will report experiments which broadly supports the Hirtius’s own claim that he himself compiled and edited the corpus of the non-Caesarian commentaries. Figure 2, for instance, shows a heatmap-like visualisation, in which Hirtius’s Book 8 of the *Gallic War* clearly clusters with the bulk of the *Alexandrian War* (labeled x).

![Figure 2: Minmax-based clustermap of 1000-word samples of the Corpus Caesarianum.](image2)
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Di Beni Culturali Con Contenuto Testuale, Multidisciplinarietà Ed Epigrafia Digitale.

Marion Lamé
mlame@mmsh.univ-aix.fr
Centre Camille Jullian, MMSH, CNRS, France.; Laboratorio di Cultura Digitale, Università di Pisa; Istituto di Linguistica Computazionale "A. Zampolli", CNR, Italy

Il progetto Tesserarum Sisciae Sylloge (TSS) mira alla digitalizzazione di più di 1100 etichette commerciali di piombo di epoca romana (I-III secolo d.C.) conservate nel Museo Archeologico di Zagabria. Hanno le dimensioni approssimative dei nostri francobolli e portano incisioni con informazioni relative alla tintura della lana (prezzi, prodotti, ecc.).

L’edizione scientifica è a cura di Radman-Livaja, 2014 e il disegno seguente è il fronte dell’etichetta 12563 pubblicata dall’editore.

Queste etichette, beni archeologici sotto la responsabilità dei GLAM (Galleries, Libraries, Archives and Museums), sono anche oggetto di studio scientifico, e quindi da considerare sotto vari punti di vista: beni culturali, fonti primarie di informazione per gli studi storici, epigrafì, Text Bearing Object (TBO) etc. Sia nell’interesse del pubblico che della ricerca, abbiamo realizzato, tramite l’edizione digitale di queste etichette romane, un open access a questa documentazione (Terras, 2015), facilitato da un framework digitale che copre gli aspetti di visualizzazione, divulgazione e informazione scientifica.


Raggiunti i primi obiettivi prefissati, utilizzando le tecnologie di Reflectance Transforming Imaging (RTI), siamo entrati in una fase che potremmo chiamare di document editing e che riguarda le metodologie del Cultural Heritage, i Digital Autoptic Processes (DAP), la materialità dell’oggetto, e la sua accessibilità a tutti i pubblici dell’Archeological Museum of Zagreb in modo da svolgere sia una missione scientifica che di mediazione museografica verso il suo pubblico. Tuttavia, come sottolinea Pierazzo 2015 (specialmente pp. 70-83), document editing (edizione del TBO) e textual editing (edizione del testo) sono metodi editoriali complementari: se si possono distinguere non si possono separare. Il textual editing è uno dei campi di ricerca più sviluppato nell’ambito delle Digital Humanities ed è ben supportato dal punto di vista tecnico, in particolare grazie allo standard TEI. Il textual editing ha raggiunto la maturità necessaria per essere abbinato e combinato agli aspetti che riguardano il documento.

Il contesto dell’epigrafia digitale del progetto TSS, che presenteremo nella sua versione 1.0, con le conclusioni metodologiche attinenti all’informatica umanistica, in occasione del convegno DH16, fornisce documenti epigrafici la cui funzione è per natura diversa dal manoscritto. Questo genera alcune conseguenze, come, ad esempio, l’assenza del concetto di pagina ma l’uso di quello meno controllabile tecnicamente di ‘specchio epigrafico,’ ovvero la superficie inscritta; essa non viene sempre definita da un rettangolo pieno, ma può assumere numerose forme geometriche, come un cipo migliaro, avere confini meno delimitati nello spazio, come nelle iscrizioni arabe, nelle quali le scritte si mesclano a motivi floreali, o come le
statue-geroglifiche egiziane. Diventa inoltre importante unire materialità archeologica (document editing) e interpretazione del testo (textual editing) in una "ricostituzione diplomatica" dell’oggetto in caso di lacuna (Lamé 2015b) tramite un tool dedicato, il MarkOut, che permette di associare calco digitale, paleografia e codifica testuale al momento della decifrazione.

MarkOut è un’interfaccia web (HTML5 e Javascript) che permette di tracciare le iscrizioni su di un’immagine e successivamente di correggere le linee tramite dei punti di controllo, consentendo di ottenere facilmente una rappresentazione fedele con uno strumento, il mouse, non proprio ideale, ma alla portata di chiunque.

Ad ogni segno viene associato un simbolo di un alfabeto predefinito, o eventualmente una variante di una lettera (Unicode code point + un indentificatore della variante). L’interfaccia infine permette di gestire più strati di scrittura e nel caso siano disponibili rappresentazioni RTI, è possibile variare l’illuminazione dell’iscrizione per facilitarne l’osservazione.

Il risultato finale è un file in formato SVG, che può essere condiviso online, processato automaticamente per estrarre la trascrizione in altri formati (es. TEI), inserito in un database ad hoc, o impiegato in algoritmi che analizzino la forma delle varie lettere e la loro posizione topologica sul TBO.

Questa interfaccia è concepita per servire i vari tipi di usi, con alcune varianti nel suo design: la discussione scientifica tra esperti (MarkOut Expert), la formazione degli studenti universitari alla decifrazione di iscrizioni (MarkOut Assisted, see Lamé 2016), la mediazione museografica verso il pubblico generale del museo, adulti e bambini. Di seguito, immagini dell’etichetta 12563 con il MarkOut Assisted.

Specialmente, il MarkOut Kids, in corso di sperimentazione presso i bambini da 4 a 10 anni, permette di mettere in pratica esercizi di scrittura del programma scolastico combinato ad un contatto con l’oggetto archeologico. Il gesto continuo che consiste nel designare la forma di una lettera dell’alfabeto viene associato a quello più astratto di identificazione e riconoscimento di un segno alfabetico con la sua posizione su una tastiera e il suo inserimento in modo tale che compaia associato al disegno sullo schermo.

Il Tesserarum Sisciae Sylloge è finanziato dal Ministero della Cultura Croato, dal Comune di Zagabria e dall’European Association for Digital Humanities. È realizzato dal Laboratorio di Cultura Digitale dell’Università di Pisa con la partecipazione del Consiglio Nazionale delle Ricerche.
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Relier deux outils d’indexation pour faire émerger des ponts conceptuels.

Ce travail s’applique aux sciences de l’Antiquité et à l’organisation des connaissances (Gnoli et al., 2006; Gnoli, 2012; Gnoli, 2014). Son objectif est de travailler sur la mise en lien entre les annotations appliquées à des sources primaires textuelles et des métadonnées employées pour
décrire la littérature scientifique qui en découle. Plus spécifiquement, il s'agit d'étudier la façon dont sont organisés, par le biais de deux instruments terminologiques, des thèmes communs pour la description de contenus relatifs à l'Antiquité. L'un est destiné à l'analyse de textes antiques (Index de Memorata Poetis) et le second à l'indexation documentaire de publications scientifiques contemporaines (Thésaurus PACTOLS). L'objectif est de créer des relations conceptuelles entre les deux instruments, bien qu'ils ne servent pas à décrire le même type d'objets initialement, pour en améliorer l'utilisation par les usagers dans le cadre de la recherche scientifique, mais aussi d'une mise à disposition à un plus large public (Insertion de liens de références dans Wikipedia). Il fait suite au travail initié par Lamé et Caputo, 2015 sur les dispositifs épigraphiques et l'emploi de cet index thématique de Memorata Poetishp://www.memoratapoetis.it.

Pour cet exercice de mise en relation, nous avons choisi de privilégier une thématique familière aux spécialistes de l'Antiquité et au grand public : les dieux et héros de la mythologie grecque et latine. Leurs noms sont fréquemment employés dans la description des objets archéologiques décorés, notamment la céramique ou la sculpture antique et dans l'analyse des textes anciens. Cette thématique est traitée dans les deux outils en question de façons différentes. Le sujet s'attache donc à comparer la façon dont les deux instruments présentent ces éléments de la mythologie antique, l'un à partir de textes primaires, l'autre à partir de l'analyse des publications scientifiques.

**L'Index rerum notabilium de Memorata Poetis**

Le projet Memorata Poetis (MP) est un projet de recherche intertextuelle (site Internet en cours de finalisation). Il consiste à mettre en lien de courts poèmes (épigrammes épigraphiques et littéraires) composés et transmis de l'Antiquité à nos jours selon des thèmes et des motifs, c'est-à-dire, des schémas récurrents (ex. : La mort, Hercule...). Le corpus contient, à la date de soumission, 15307 textes et s'appuie sur une édition de référence en langue originale (latin, grec, italien anglais et arabe). Il s'agit, au travers de rapprochements textuels et de mises en parallèle, d'identifier l'évolution de l'expression des thèmes et des phénomènes intertextuels qui ont accompagné la transmission, la traduction et la création de ce type de poèmes au travers du temps et des cultures. Ces caractéristiques confèrent au corpus de sources primaires connaissance et homogénéité, deux critères de sélection importants pour le travail de rapprochement lexico-thématique.

Ces thèmes sont organisés au sein d'une liste contrôlée et hiérarchisée, l'index rerum notabilium, largement consolidée par plusieurs générations de philologues, selon une arborescence à trois niveaux et six thématiques classiques (Animalia, Arbores et Virentia, Dei et Heroes, Homines, Loca, Res). Il s'agit donc d'explorer une documentation dite primaire et éditée, en amont de la production d'articles scientifiques.

Avec plus de 1300 termes qui le composent ont été traduits, de manière collaborative, une première fois en italien, anglais, allemand, français, grec moderne, avec comme langue de référence le latin en s'en tenant au cadre d'usages disciplinaires de la philologie La traduction entre dans la seconde phase qui consiste à valider ou non des synonymes et des variations linguistiques pour chaque terme.

**Le thésaurus PACTOLS de la Fédération et ressources sur l'Antiquité**

En aval de ce processus d'élaboration de la connaissance, on retrouve des instruments pour analyser le contenu de la production scientifique. PACTOLS est un thésaurus multilingue (6 langues européennes et l'arabe) développé par la Fédération et Ressources sur l'Antiquité (FRANTIQ), groupement de services du CNRS (Centre national de la recherche scientifique français) http://www.frantiq.fr. Il constitue un outil d'indexation de publications scientifiques spécialisées en archéologie, depuis la Préhistoire jusqu'aux périodes contemporaines et en Sciences de l'Antiquité dans tous les domaines. Il est en particulier exploité dans le Catalogue Collectif Indexé de FRANTIQ (520.000 notices bibliographiques). Le thésaurus est organisé en sept branches (Peuples et Cultures, Anthroponymes, Chronologie, Toponymes, Œuvres, Lieux, Sujets), elles-mêmes découpées en sous-thèmes. Comme dans tout thésaurus, les descripteurs s'inscrivent dans un contexte terminologique précis, spécifié par des relations complexes : hiérarchiques, bien sûr, mais aussi d'équivalences, de synonymie,... Ils sont décrits à l'aide d'une définition et d'une note d'application. Chacun est traduit dans six langues : le français est la langue de référence ; les traductions en allemand, anglais, arabe, espagnol, italien, néerlandais sont mises à jour au fur et à mesure des mises à jour du thésaurus. Certains descripteurs sont illustrés. Enfin, le thésaurus suit la norme ISO 25964 sur l'interopérabilité des thésaurus : hiérarchiques, bien sûr, mais aussi d'équivalences, de synonymie,... Ils sont décrits à l'aide d'une définition et d'une note d'application. Chacun est traduit dans six langues : le français est la langue de référence ; les traductions en allemand, anglais, arabe, espagnol, italien, néerlandais sont mises à jour au fur et à mesure des mises à jour du thésaurus. Certains descripteurs sont illustrés. Enfin, le thésaurus suit la norme ISO 25964 sur l'interopérabilité des thésaurus : chaque terme est identifié par une URI (Unique Resource Identifier) de type ARK (Archival Resource Key - https://fr.wikipedia.org/wiki/Archival_Resource_Key). Cet identifiant lui confère une identité unique dans le web des données et le rend citable. Son format de données est conforme à SKOS (Simple Knowledge Organization Systems) du W3C. Par exemple http://ark.frantiq.fr/ark:/26678/prerGYyUX6Fy7Ao renvoie au concept Némésis et à son environnement sémantique ainsi qu'aux notices liées du Catalogue Collectif Indexé de FRANTIQ.

Ce thésaurus a été créé en 1987 et il est mis à jour en continu par des spécialistes des domaines traités. Il compte aujourd'hui 33.000 descripteurs. Il est utilisé par des bibliothécaires et des documentalistes dans le cadre de
catalogues et de bases de données documentaires, comme dans l’enrichissement de bases de données de la recherche. Par exemple, les publications indexées sur la thématique que nous avons retenue dans le cadre de cette présentation sont soit des éditions de textes littéraires antiques, soit des ouvrages avec une riche iconographie ; traités sur la sculpture, la mosaïque, les décors architecturaux ou les céramiques…

**Dieux et héros de l’Antiquité classique, une thématique commune**

On le voit, les deux outils présentés ont été conçus pour répondre à des exigences scientifiques complémentaires qui appartiennent à un même processus global d’élaboration des connaissances. L’organisation des termes comme leurs langues de référence et le multilinguisme des outils et des contenus sont le reflet de l’usage pour lequel ils ont été pensés.


Le domaine “Dieux et Héros” de l’*Index rerum notabilium de Memorata Poetis* est bien défini : Mythologie, Chrétienne, Musulmane, Religion et Superstitions. Il s’agit d’aligner ce sous-ensemble et ses traductions, avec les branches Anthroponymes/Divinités/Divinités grecques, Divinités romaines, Anthroponymes/Héros/Héros grecs, Héros romains, ainsi que le groupe de termes de Sujets/religion des thésaurus PACTOLS. En effet, les Dieux et Héros de l’Antiquité classique sont regroupés différemment et les termes relatifs à la religion plus généralement sont intégrés à la branche Sujets des PACTOLS, alors que l’ensemble est rassemblé en un seul dossier dans l’*Index* de MP.

**La méthode**

Dans la mesure où seul le thésaurus PACTOLS est formaté en SKOS avec des identifiants pérennes, nous procéderons à un alignement manuel, terme par terme, avec discussion et ajustement de chacun des systèmes et de son lexique. Les rapprochements stricts ou relatifs des termes, mais aussi l’absence de tel autre dans l’un ou l’autre des outils sont des indicateurs majeurs de positionnement disciplinaire complémentaire qui concernent des moments et des cultures épistémologiques différents. Les théories, méthodes et instruments produits dans le cadre des humanités numériques devraient permettre d’accueillir et de faire converger ces univers terminologiques sur le rapprochement desquels nous travaillons et ce d’autant plus facilement qu’ils en respecteront leurs caractéristiques et les amèneront à dialoguer : exploitation et traitement du réseau de relations entre les termes, confrontation des traductions des vocabulaires, prise en compte, si nécessaire, de l’élaboration d’un métaformalisme commun. Ciotti, 2013, illustre les limites ontologiques rencontrées par les seuls thèmes et motifs. Si ce travail méthodologique de comparaison et de rapprochement entre différents KOS (Knowledge Organization System) ne cherche pas, dans un premier temps à produire un outil numérique, il vise à en préparer l’élaboration.

Par exemple, l’*Index rerum notabilium* contient un seul terme pour identifier Apollon, alors que les PACTOLS comptent neuf façons différentes de qualifier le dieu. L’étude des termes met aussi en avant les écarts contextuels révélateurs des périodes pendant lesquelles ces instruments d’analyse ont été élaborés : par exemple, PACTOLS, bien que régulièrement révisé, gagnerait à être réorganisé pour en faciliter la consultation et mieux suivre l’évolution des connaissances et de la discipline, tout en conservant des descripteurs adaptés aux publications plus anciennes. L’Index s’est construit sur une très lente et longue sélection progressive dont les débuts remontent aux origines de la philologie. Il se caractérise par son unité et sa stabilité mais aussi comme étant un témoin évolutif de la transmission intertextuelle elle-même. Il est destiné à s’enrichir au travers de la mise en parallèle intertextuelle, ce type de recherche scientifique ayant pour but d’identifier des motifs culturels et leurs transformations à l’intérieur des textes.

Bien que les deux instruments se situent sur deux niveaux d’analyse, nombre de concepts se rejoignent et il y a une utilité à pouvoir créer des liens d’un niveau d’analyse à l’autre afin de naviguer transversalement au travers des collections d’informations primaires (ex. textes, ici des épigrammes littéraires et épigraphiques) et secondaires (la littérature scientifique qui en émane). La comparaison des deux instruments permettra aussi leur enrichissement réciproque : les PACTOLS ajouteront les termes latins à l’autre afin de naviguer transversalement au travers des traductions, l’*Index* bénéficiera d’une troisième phase d’enrichissement de ses traductions, d’une amélioration de sa navigation tout en conservant sa structure traditionnelle. Mais surtout, l’alignement des vocabulaires doit permettre de tirer des conclusions concrètes sur les évolutions que chacun des outils doivent suivre afin de permettre aussi bien au chercheur, mais aussi au grand public de naviguer avec fluidité dans le *mare magnum* documentaire primaire et secondaire en entrant par une même porte conceptuelle.

**Résultats attendus**

La mise en forme manuelle de ce matériel lexicologique devrait permettre de confronter dans un second temps deux hypothèses. La première est organisationnelle : un système à facettes peut-il permettre une meilleure
 utilisation de ces connaissances ? L'autre relève de la normalisation : SKOS employé dans le système PACTOLS pourrait-il à terme constituer une évolution nécessaire de l'Index pour finaliser la communication entre les deux systèmes d'indexation ? Les passerelles entre les environnements faciliteront ainsi le passage de l'un à l'autre, au profit des usagers dans la mesure où l’utilisation de termes identiques pour un même concept crée des ponts et des ouvertures à la connaissance en favorisant le dialogue entre les disciplines (archéologie, épigraphie, philologie). La thématique choisie pour cet exercice est bien connue aussi du grand public et fait partie de l'héritage culturel des sociétés gréco-romaines antiques. Pour favoriser encore la circulation des connaissances, nous compléterons les articles Wikipédia avec les termes des vocabulaires pour favoriser l'accès aux ressources primaires (les textes anciens utilisés par Memorata Poetis) ou secondaires (les publications scientifiques indexées avec PACTOLS). Il s'agit donc d'ajouter des liens d'autorité externes à la fin de ces articles de l'encyclopédie.

Les résultats de cette analyse appliquée, via l'alignement, au sous-ensemble des dieux et héros de la Mythologie doit permettre d'étendre le travail à l'ensemble des deux vocabulaires, avec unversement et un enrichissement réciproque des termes traduits dans plusieurs langues européennes et du pourtour du bassin méditerranéen.

Le thésaurus PACTOLS (http://pactols.frantiq.fr) est utilisé par 40 bibliothèques de la Fédération et ressources sur l'Antiquité et par la Très Grande Infrastructure de Recherche française Huma-Num dans son moteur de recherche ISIDORE. Il est l'une des contributions françaises à l'infrastructure européenne DARIAH. Il est aussi impliqué dans des projets européens comme MULITTA, piloté par les Musées royaux de Belgique et dans ARIADNE, infrastructure européenne pour la recherche archéologique.
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Harvesting History: Democratizing The Past Through The Digitization Of Community History
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In 1993-94 Roy Rosenzweig and David Thelen conducted a set of surveys that resulted in the publication of a seminal work titled The Presence of the Past. The team of historians, museum curators and students surveyed the American public about their interaction with history in order to understand “better ways of connecting academic historians with larger audiences” (Rosenzweig and Thelen, 1998). Their study concluded that Americans’ interest in history related to those events and groups that intersected with their own lives. They universally trusted museums because they could see the objects and images that were the “stuff” of history, but family stories, letters, and photographs defined history for most of the survey participants. With the publication of the survey, Rosenzweig and Thelen entered a historiographic discussion that centered on ways to incorporate history from the “bottom up” and to make the museum experience more interactive (Wallace, 1996; Hayden, 1997; Gardner and LaPaglia, 2004; Lewis, 2005; Gordon, 2010; Anderson, 2012; and Falk and Dierking, 2012).

Almost twenty years after Rosenzweig and Thelen conducted their survey, William G. Thomas, Patrick D. Jones and Andrew Witmer “advanced a movement to democratize and open history” with the founding of the History Harvest Project at the University of Nebraska (Thomas, Jones, and Witmer, 2013). Incorporating their own digital history experience into the classroom, Thomas, Jones, and Witmer developed student projects that operated at the “intersection of digital history and experiential learning.” Beginning in 2010 and continuing to the present, students worked with specific communities to organize History Harvest events at which they photographed objects and scanned images offered by individuals from their personal collections. The photographs and scans were uploaded into an Omeka database and organized into collections and digital exhibits. The project’s aim is to “make invisible archives and stories more visible.” The founders argue that to be successful, a History Harvest must be “organic, grassroots, and local.”

At the University of Central Florida (UCF), a Regional Initiative for Collecting History, Experiences, and Stories (RICHES™) Project has advanced the concept of student-public engagement through the use of History Harvests to collect “invisible archives and stories” by making the presentation of the digitized material interactive and democratizing the ability of site users to utilize the data in the collections to develop their own narratives. This transformational addition to the efforts to democratize history provides the user with the data, the tools to analyze the data, and the digital space to organize the data in order to create a narrative.

Working in Florida, students have access to a history that celebrates more than 500 years of interaction between Native Americans, Europeans, and Africans. The geographical position of Florida with its extensive coastline means that the history of the area has always been global. Interaction between the people of Caribbean Islands and those living in Florida pre-dated European claims for the region and expands the scope of scholarship. Successive waves of Spanish, French, British and American settlers altered the landscape and created new borderlands that continued until well into the twentieth century. Currently, the third most populous state in the nation, with an economy that ranges from agriculture to tourism to space exploration and high tech industries, Florida’s history is deep, diverse, and largely unexplored.

Students in graduate classes in Public History at UCF have completed three History Harvests and three additional Harvests are planned for 2016. The largest of the completed Harvests was accomplished through a partnership between the Introduction to Public History class, the Oviedo (Florida) Historical Society and a RICHES partnership tech firm, EZ-Photo-I/O Track. The students worked with the historical society to understand the history of the 137-year-old agricultural community that was transformed by the founding of UCF and the influx of thousands of students and faculty only three miles from the center of town. Based on the information provided by the historical society and a National Endowment for the Humanities-

Oviedo History Harvest, 2015
funded, society-published book (Adicks and Neely) the
students conducted sixteen oral histories with descendants
of the original settlers. In order to generate community
awareness of the upcoming History Harvest students
participated in public events and obtained permission to
post information on the community and historical society
social media sites. Building on the planning documents
produced by previous student-led History Harvests, they
organized the release forms, prepared to obtain the stories
associated with items brought for scanning, and worked
with EZ-Photo staff to facilitate the scanning process.
More than 500 images, documents, three dimensional
items, pamphlets, and scrapbooks were scanned on the
day of the History Harvest. They told the story of citrus
grove owners, farm laborers and fruit packers, migrants
and immigrants to the community, schools, churches, and
community social life.

The UCF/RICHES History Harvest pushed the use of
the collected data to a new level by placing the material
edu . RICHES MI was initially created with the help of a
National Endowment for the Humanities Startup Grant,
and is an Omeka archive with multiple custom plugins and
a front end that is a unique mechanism for searching the
archive. RICHES MI users can search the database using
natural language, tags, and topics, and browse by collection
categories to maximize their search results; analyze
the results of their search using the RICHES-developed
“Connections” feature to show the relationship between
the returned item and other items in the database; and
visualize their results on a Google map and through digital
exhibits, map overlays, and other visualizations. Users
can save their search results in a Bookbag where they can
annotate individual items, store items in folders, map the
topics collected in folders on a Google map and a timeline,
and analyze the connections between items in the folders.
They can also develop a narrative using the story board
feature to organize their data. Finally, a search in the
Omeka archive provides the user with links to digitized
primary and secondary sources relevant to the individual
object as well as links to other databases or websites that
might be useful to the researcher.

Student Harvests, like their counterparts elsewhere,
also create digital exhibits to organize the collected images
and documents into an interpretative narrative. Faculty
and students gain much through their participation in
the History Harvests. Students acquire digital skills in
metadata writing, archiving and exhibit creation; they
learn to conduct oral histories and plan events; and they
develop an understanding of the connection between local
history and national/global issues. Each student’s work
is cited by name in the metadata and in digital exhibits.
Faculty participants are organizing larger projects (i.e.
Parramore Project and Glass Bank Project) that include
History Harvests and are expected to result in scholarly
and pedagogical publications.

The next three projects, which are funded by a National
Endowment for the Humanities “The Common Good:
The Humanities in the Public Square” grant, will push
the boundaries of History Harvests further: students will
be using the oral histories and the collections obtained
through History Harvests to produce a documentary
film on an African American community’s struggles with
urban development, to understand a coastal community’s
relationship to an iconic building, and to provide evidence
for two MA thesis projects dealing with Orlando’s LGBTQ
community. The African American community project
pairs students in an undergraduate history class with
students at a predominantly black high school to explore
changes that the construction of public buildings, enter-
tainment and sports venues, an interstate highway, and
the proposed expansion of UCF to a downtown campus
have had on what was once a vibrant and cohesive African
American community. The material collected will be used
by a second undergraduate Honors class to produce a
If Paintings were Plants: Measuring Genre Diversity in Seventeenth-Century Dutch Painting and Printmaking

Matthew Lincoln
mlincol1@umd.edu
University of Maryland, United States of America

Tracing the “origins of pictorial species” (to borrow Larry Silver’s turn of phrase) has long been an interest of art historians (Silver, 2006). The emergence of distinct genres of painting (e.g. dedicated landscapes or still-lifes) in the sixteenth and seventeenth centuries in Europe, and in the Netherlands in particular, has proven especially fascinating. Historians of art and economics have hypothesized that, by specializing in standalone still-lifes, landscapes, or so-called “genre scenes” of everyday life, painters may have reaped two advantages: an opportunity to distinguish themselves in the uniquely competitive art market in the sixteenth- and seventeenth-century Netherlands; and the ability to efficiently paint similar compositions over and over again (Chong, 1987; Montias, 1988). But would professional printmakers also have adopted this specialization strategy? Or did the medium, which was often put to use making reproductions after other artists’ designs, instead favor etchers and engravers willing to render the works of a wide variety of artists? Existing case studies present conflicting evidence. How can we test this question at scale?

While Silver only invokes speciation as a metaphor, ecology may offer a useful quantitative model for thinking about genre specialization. A common measurement of species diversity (Shannon’s diversity metric) can be used to characterize artists’ relative specialization or diversification in genre, thus allowing us to gain a broader perspective on printmakers’ specialization or diversification strategies. I will first demonstrate how this index can detect Dutch painters’ trend towards genre specialization from a database of paintings seventeenth-century Dutch household inventories, and a comprehensive database of Dutch paintings in modern-day museum collections. I will then use it to test whether or not we can detect similar results in a database of prints maintained by the Rijksmuseum.
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Documentary film. This will be the fourth student produced film supervised by the course faculty. The second History Harvest will focus on an iconic building, the so-called Glass Bank, in Cocoa Beach, Florida. Constructed in the 1960s, the Glass Bank was demolished in 2014, but not before a partnership between RICHES and the Institute for Simulation and Training produced a 3D scan of the building. Recreated as it existed in 1963, the Glass Bank will serve as a vehicle for collecting images, artifacts and stories about the building as a center of community activity and economic development. See the video of the 3D scan https://www.youtube.com/watch?v=DtVETzCND4M

Finally, students will work with the GLBT Virtual Museum and the Orange County Regional History Center to harvest images, oral histories, and artifacts that tell the story of the gay destination, Parliament House, and the effect of the HIV/AIDS epidemic in Orlando.

The RICHES project builds upon the insights of Public History scholarship and Digital scholarship to understand the complex past of local communities and to connect those histories to larger narratives. Using History Harvests to build a bridge between individuals, families, and local museums and historical societies and the academic community of students and faculty provides a service to the public and experiential learning for students. Awareness of the interaction between local and the national/global events enables students to consider their own scholarship in new ways. Placing the material harvested in an interactive database like RICHES Mosaic Interface democratizes the history collected by providing context, analytical tools, and space for organizing personal narratives.
Methodology

Whether looking at the diversity of species within an ecosystem, or the variety of different industries within a state, diversity measures have to account for two dimensions:

1. Categorical: How many discrete classes are observed?
2. Allocation: How even is the distribution of units among categories?

Shannon’s measurement of diversity ($D_s$), a widely-used metric, captures both of these dimensions of diversity. Originally developed to characterize entropy in information transmission, this metric of diversity has been applied to the studies as diverse as ecological diversity, economic specialization, and racial segregation (Gibbs and Martin, 1962; Ottaviano et al., 2003). To measure whether specialization or generalization was more favored by painters and printmakers, each artist’s oeuvre is treated as a “population” with a single diversity score calculated per artist. By this measure, a population whose members are distributed evenly across several different species/categories will have a higher diversity index than a population whose members are largely concentrated in just one category.

Data

This study is based on two sources of information about paintings, and one source for prints.

The first, a modern resource, is the RKDimages database compiled by the Rijksbureau voor Kunsthistorische Documentatie. This catalog of Dutch and Flemish artworks extant in collections around the world contains approximately 13,000 dated and attributed paintings that have each been tagged with a series of keywords (on average between 6 to 7 keywords per painting) describing their subject matter. The scale of the RKD database makes it unfeasible for the individual researcher to manually categorize each artwork into a single broad subject category. Therefore, I identified clusters of artworks that shared groups of keywords though community detection on a constructed graph where each object was connected to others based on shared RKD subject keywords. Then checked the resulting groups manually to confirm that they did, in fact, corresponded relatively well to common genre categories. The resulting groups roughly encompassed: 1) portraits, 2) still lifes, 3) landscapes, 4) religious paintings, and 5) a looser array of other works that featured multiple figures (generally genre scenes or history subjects).

Because the surviving paintings in the RKD database are a biased proxy of the actual patterns of paintings produced in the seventeenth century, it is crucial to compare the trends derived from the RKD’s modern database against contemporary archival records. The Montias Database of 17th Century Dutch Art Inventories, maintained by the Frick Art Reference Library, contains information on household inventories from Amsterdam that were recorded between 1575 and 1700. Of these inventories, 1153 contained at least two paintings. The Montias Database has 86 different subject headings, which have been manually grouped into the same general set of subject headings that we used for the RKD database. The MDI describes 34,147 paintings, of which 26,349 (about 77% of the total) have an identified subject (the rest are labeled “unknown”), with 4,377 of those described paintings (about 13% of the total) attributed to a specific artist. The Montias inventories are also an imperfect reflection of seventeenth-century painting production, being biased towards rich collectors, mostly in Amsterdam, who died with outstanding debt. However, if both the modern and contemporary datasets reveal similar patterns in specialization, this would strengthen the case for claiming that a trend towards specialization existed historically (De Vries, 1991:259-260.)

Results

Unfortunately, there are virtually no seventeenth-century inventories that catalog individual prints. Instead,
The Rijksmuseum has classified their artworks based on the ICONCLASS system for tagging iconography in European art, and this has also been mapped to the same broader categories used in the Montias database. Multiple impressions of the same print have been roughly disambiguated by removing prints with a duplicate engraver, title, and dates. This study is also only considering reproductive prints, so prints made by engravers or etchers after their own designs are excluded from this analysis.

We find that, although both the Montias and RKD paintings datasets show wide variation, with both highly specialized painters and highly diversified ones, both datasets reflect an increasing number of specialized painters born after 1600, as shown by a decreasing median oeuvre diversity. On the other hand, the median oeuvre diversity of printmakers in the Rijksmuseum dataset remains consistent during the entire period of study. This confirms the widely-held hypothesis that an increasing number of Dutch painters defined a niche for themselves by specializing in a particular genre. The results also appear to support the previously-unexamined hypothesis that reproductive printmakers instead favored making prints after a wide array of artworks; printmakers who did define highly specialized niches appear to have been the exception, rather than the norm.

So what subjects did these specialists prefer? Prolific specialized painters overwhelmingly favored landscapes: of those artists in the bottom diversity quartile (i.e. the 25% most specialized painters in the Montias database), almost 85% of their paintings are described as landscapes, followed in a distant second by still-life paintings. Landscape was a genre that was both highly conventionalized - it was easy to produce endless variations on the same general set of topographical motifs - and also amenable to a very efficient technique - a landscape could be rendered in broad brushwork with a limited palette and still be an aesthetic success (Goedde, 1997). Still-life paintings in this period were also, by in large, the purview of specialists. They may comprise a much smaller share of the total number of paintings in the Montias database because, unlike landscapes, the aesthetic effect of still lifes was often dependent on the painter’s mimetic skill and illusionistic finish - not a technique conducive to speedy production.

On the other hand, of those printmakers who did specialize in particular genres of prints, we do not find a single dominant theme. Rather, a few specialties rise to the top: “news” prints depicting current events, architectural illustrations, and allegorical or biblical series prints. Those printmakers who did specialize (Table 1) did not rely on prints as their main means of support; many were specialist painters who happened to produce prints as well. But these printmakers were outnumbered by those professional printmakers (Table 2) who were willing and able to render reproductions after a wide variety of artists. This flexibility could have presented an attractive insurance policy for print publishers, who had to continually react to the demands of a quickly-moving market for artistic prints and illustrations, while also appealing to the seventeenth-century function of prints as encyclopedic sources of knowledge (MacGregor, 1999:395).

### Table 1: The most productive Dutch and Flemish specialist printmakers (the 25th diversity percentile). Note that the count of “works” treats print series as a single work

<table>
<thead>
<tr>
<th>artist name</th>
<th>works</th>
<th>div</th>
<th>subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abraham Dircksz</td>
<td>123</td>
<td>0.74</td>
<td>topographical views, history prints</td>
</tr>
<tr>
<td>Santvoort</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allaert van Everdingen</td>
<td>113</td>
<td>0.77</td>
<td>landscape, animals</td>
</tr>
<tr>
<td>Adriaen van Ostade</td>
<td>85</td>
<td>0.67</td>
<td>genre, low-life</td>
</tr>
<tr>
<td>Issac Vincentsz van der Vinne</td>
<td>82</td>
<td>0.23</td>
<td>heraldry</td>
</tr>
<tr>
<td>Reinier Nooms</td>
<td>72</td>
<td>0.48</td>
<td>seascape</td>
</tr>
<tr>
<td>Cornelis Dusart</td>
<td>57</td>
<td>0.76</td>
<td>portraiture</td>
</tr>
<tr>
<td>Theodoor van Thulden</td>
<td>52</td>
<td>0.68</td>
<td>antiquity, mythology</td>
</tr>
<tr>
<td>Cornelis Pietersz Bega</td>
<td>36</td>
<td>0.62</td>
<td>genre</td>
</tr>
<tr>
<td>Anthonie Waterloo</td>
<td>35</td>
<td>0.67</td>
<td>landscape</td>
</tr>
</tbody>
</table>

### Table 2: The most productive Dutch and Flemish professional printmakers (the 45th diversity percentile). Note that the count of “works” treats print series as a single work

<table>
<thead>
<tr>
<th>artist name</th>
<th>works</th>
<th>div</th>
<th>subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan Luyken</td>
<td>2,047</td>
<td>1.64</td>
<td>bible scenes, seascape, genre, historical, architecture, titlepages</td>
</tr>
<tr>
<td>Caspar Luyken</td>
<td>454</td>
<td>1.74</td>
<td>bible, landscape, historical, genre, maps</td>
</tr>
<tr>
<td>Aegidius Sadeler</td>
<td>238</td>
<td>1.80</td>
<td>landscape, portraiture, allegory, mythology, religious</td>
</tr>
<tr>
<td>Jacob Matham</td>
<td>229</td>
<td>1.73</td>
<td>allegory, mythology, portraiture, biblical</td>
</tr>
<tr>
<td>Hendrick Goltzius</td>
<td>228</td>
<td>1.80</td>
<td>biblical, portraiture, allegory, antiquity, mythology, landscape</td>
</tr>
<tr>
<td>Crispin van de Passe (I)</td>
<td>203</td>
<td>1.80</td>
<td>moralizing allegories, portraiture, devotional, botanical, biblical</td>
</tr>
<tr>
<td>Johannes Wierix</td>
<td>215</td>
<td>1.54</td>
<td>portraiture, biblical, allegory, genre, mythology, devotional,</td>
</tr>
<tr>
<td>Abraham Bloteling</td>
<td>188</td>
<td>1.72</td>
<td>landscape, genre scenes, portraiture, mythological</td>
</tr>
</tbody>
</table>
Table 2: The most generalist Dutch and Flemish printmakers (those falling above the 85th diversity percentile)

<table>
<thead>
<tr>
<th>Artist</th>
<th>Subjects</th>
<th>Diversity Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cornélis Bloemaert (II)</td>
<td>saints &amp; other religious, biblical, portraiture</td>
<td>1.69</td>
</tr>
<tr>
<td>Raphael Sadeler (I)</td>
<td>devotional series, biblical, allegory, mythology, title-ages</td>
<td>1.57</td>
</tr>
</tbody>
</table>
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Notes

1. Shannon’s diversity index $D_s$ is defined as the negative sum of the proportions of every class size within the population multiplied by their logged equivalents, where $n_i$ is the number of observations in class $i$, and $N$ is the total population size: $D_s = - \sum_{i=1}^{N} n_i \log_2 n_i/N$ For the original derivation of Shannon’s diversity, see (Shannon and Weaver, 1949); for the R implementation of this formula, see (Oksanen et al., 2015).


3. These keywords have been assigned by hand by researchers at the RKD, building on the index cards typewritten by Hofstede de Groot (1863-1930) that have served as the foundation of the RKD’s current digital databases.

4. On the community detection algorithm, see (Blondel et al., 2008); implemented in R by (Csardi and Nepusz, 2006).


6. The number of subject headings detailed by Montias are small enough that it was feasible to manually generate a concordance between the 86 original subject headings and the ten subject headings used by Van der Woude in his study of the same database: “old testament”, “new testament”, “other religious”, “mythology-allegory”, “history”, “landscape”, “genre”, “still life”, “portrait”, “animals”, “other”, and “unknown”; (van der Woude, 1991).

7. This limited level of description common in collection inventories from the seventeenth century. While it was common to describe the subject of the painting and its size, notaries generally did not make an attribution of an artwork unless its painter was well-known enough that its attribution would have impacted the painting’s monetary value.

8. https://www.rijksmuseum.nl/
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Introduction

Tang (618–907 AD) and Song (960–1279) dynasties are two very important periods in the development of Chinese literary. The majority forms of the poetry in Tang and Song were Shi (詩) and Ci (詞), respectively. Tang Shi and Song Ci established crucial foundations of the Chinese literature, and their influences in both literary works and daily lives of the Chinese communities last until today.

Recognizing the importance of Tang Shi, a Chinese emperor of the Qing dynasty (1644–1912), Kangxi, ordered to compile a collection of Tang poems, Quan-Tang-Shi (QTS, 全唐詩). QTS contains nearly 50 thousand works of about 2200 poets. A similar effort for compiling a collection of the poems of selected poets. Even when computing the poems, e.g., "白雲" with "青山" relatively often. These different words and collocations convey the imagery of "aging", and the variations in the word choices sheds light on the subtle differences between the poets about how they expressed emotions about aging.

"白雲" is a very frequent word in QTS. Collocating with different words would create different imageries in the poems, e.g., "黃葉", "滄海", "清露", and "流水". Each of these collocations may brew a different scene in the imaginations of poems: “colors in poems are like audios in movies”, and they analyzed the words related to colors in QTS.

Using methods for text analysis, one may analyze occurrences and collocations of colors in QTS and QCS. The main contribution of our work will be illustrating meaningful applications of text analysis for linguistics and literary. The collocations of color words that appeared frequently in QTS are certainly interesting (Liu, 2015). Yet, the analysis can be extended in at least two directions. First, did a poet have specific preferences on some collocations? Second, how were the collocations used by different authors?

Bai Juyi has the largest number of works in QTS. He used "白髮" with "青雲", "白首", "白首", and "白首" relatively often. Liu Changqin, another important poet in the mid Tang period, used "白髮" with "滄海", and "白首" with "青山", "滄海", and "青山" relatively often. These different words and collocations convey the imagery of "aging", and the variations in the word choices shed light on the subtle differences between the poets about how they expressed emotions about aging.

Colors and Imageries

Colors are an important ingredient in everyday lives, and actually carried important meanings in religion and social statuses in pre-modern Chinese societies. Wong (2011), a specialist in colors, discussed hidden meanings of colors in China in his book on "The colors of China".

The beauty and imageries conveyed in the poetry originate from the collocations of the written words in the poems. Lo (2008) and Huang (2004) attempted to classify terms in the poetry by their semantic categories. The results can then serve as a foundation for analyzing the imageries hidden in the poems. Liu and his colleagues (2015) emphasized that colors play a crucial role in painting the imaginations of poems: “colors in poems are like audios in movies”, and they analyzed the words related to colors in QTS.

Lo (2008) and Huang (2004) attempted to classify terms in the poetry by their semantic categories. The results can then serve as a foundation for analyzing the imageries hidden in the poems. Liu and his colleagues (2015) emphasized that colors play a crucial role in painting the imaginations of poems: “colors in poems are like audios in movies”, and they analyzed the words related to colors in QTS.

Using methods for text analysis, one may analyze occurrences and collocations of colors in QTS and QCS. The main contribution of our work will be illustrating meaningful applications of text analysis for linguistics and literary. The collocations of color words that appeared frequently in QTS are certainly interesting (Liu, 2015). Yet, the analysis can be extended in at least two directions. First, did a poet have specific preferences on some collocations? Second, how were the collocations used by different authors?

Bai Juyi has the largest number of works in QTS. He used "白髮" with "青雲", "白首", "白首", and "白首" relatively often. Liu Changqin, another important poet in the mid Tang period, used "白髮" with "滄海", and "白首" with "青山", "滄海", and "青山" relatively often. These different words and collocations convey the imagery of "aging", and the variations in the word choices shed light on the subtle differences between the poets about how they expressed emotions about aging.

"白雲" is a very frequent word in QTS. Collocating with different words would create different imageries in the poems, e.g., "黃葉", "滄海", "清露", and "流水". Each of these collocations may brew a different scene in readers’ minds, and some of these collocations are more popular than others. It should be interesting for researchers to extract the source poems from the QTS to thoroughly study them.

Liu et al. (2015) reported that white ("白") is the most frequent color in QTS. We may check and find that red ("紅") is the most frequent color in QCS. It is interesting to investigate the changes (and their causes) of the popular colors from QTS to QCS. Again, using text analysis methods, we can find a good approximation of the trend, though obtaining the precise frequencies of the colors requires the techniques of word sense disambiguation (WSD). For instance, “金” could represent a material or a color, so WSD is necessary to achieve precise statistics.

In QSC, the most frequent six colors are in the order of "紅", "青", "黃", "綠", "白", and "碧". While, in QTS, the...
most frequent six colors are “白”, “青”, “红”, “黄”, “碧”, and “绿”. “红尘”, “残红”, “红妆”, “红叶”, “红袖”, “红日”, and “红楼” \(13\) are some of the most frequent red words in QSC. The changes in the dominant colors from QTS to QSC may be a result of the selection process and may be a result of the cultural shift, and is an academically interesting issue to pursue further.

Word Inventions and Influences

Liu and Wang (2012) proposed a method to measure and compare the influences of the poems of a poet. Their methods considered whether or not the poems were selected to be included in famous collections.

While our goal is not to challenge Liu and Wang’s viewpoint, we would propose to consider also whether poets created new words that were used by later Chinese generations. Isn’t it practically meaningful and academically significant to create new words that future generations continue to use? At the time of Tang and Song, poets were at an excellent stage of the Chinese history to achieve such a cultural impact.

We conduct an analysis of frequent bigrams in QTS and QSC, and compare the differences. Words that appeared only in QSC are candidates of new words which were invented in Song dynasty. Words that appeared only in QTS are candidates of words that failed to survive in Chinese language. Although this process does not really guarantee a water-proof theoretical foundation for word invention, the findings should still serve as a persuasive factor in linguistic, literary, and historical research.

Here are some of such findings. “红楼” \(13\) appeared in both QTS and QSC. “惺忪” \(13\) is a word that appeared in QSC but not in QTS, and is still being used in modern Chinese. “空門” \(13\) is a word that appeared in QTS but not in QSC, and is being used in Chinese. “武皇” \(13\) is a word that appeared in QTS but not in QSC, and is not normally used in Chinese. “酥酪” \(13\) represents another type of instance. This word appeared much often in QSC than in QTS.

Discussions

A major challenge in analyzing the words in Chinese poetry is word segmentation. Traditional experience indicates that most words in poetry consist of one or two characters (2005). Relying on this heuristic, we can algorithmically analyze the corpora containing about 4.9 million characters at least approximately. To really understand and appreciate the poetry, one should not read them verbatim. Metaphor recognition can be essential for revealing the real intentions of the poets.

Observations resulting from quantitative analysis of QTS and QSC open windows to promising research opportunities about QTS, QSC, and their transition. In addition to colors, terms about astronomical objects, floral entities, meteorological phenomena, and geographical sights, are important participants in poetry. Innovative collocations of them paint impressive imageries in readers’ minds. Good computational tools can help researchers explore poets’ worlds more efficiently.

Responses to the Reviews

We are thankful for the precious critiques and comments of the DH2016 reviewers. Our responses, which could not exceed 300 words, for the comments cannot fit into this final version because of length constraints, so we place our complete responses in a separate file online at http://www.cs.nccu.edu.tw/~chaolin/papers/dh2016liu.responses.pdf.
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1. Introduction

Language use performs as a screen or filter to reality, reflecting speakers’ perception and organization of the world around them (Wardhaugh, 2002). In language, modality deploys various kinds of meaning filter (types of modal expression) which variously color and modify our conceptualizations of the world and enable us to represent it with such purposeful diversity (Hoye, 2005). Modality acts as stance-taking or attitudinal qualifications, e.g. necessity (must, should) and possibility (can, may), expressing the speaker’s opinion of a proposition or a predicate and its subject. Simon-Vandenbergen (1997) shows that modal certainty is an important feature of the discourse of political speakers and give a functional explanation of modal selections in political interviews. Garzone (2013) conducts a corpus-based study to show the decline in the use of “shall” in U.K. legislative texts and the use of other modal/non-modal substitutes for the somewhat offensive “shall.” In this paper, we examine modality use in a corpus of historical news to observe the rhetorical stance of government propaganda at a time of governance crisis. The results indicate that a strong sense of moral persuasion and demand was manifested by significant modal use for social responsibility.

2. Theoretical framework and methodology

Theoretical studies to modality include generative, cognitive-pragmatic, and typological approaches (Hoye, 2005). The central notions to linguistic modality in typological sense are possibility and necessity (Lyons, 1995). We adopt Li’s (2004) Chinese modal system which was derived from an English modality framework (van der Auwera and Plungian, 1998).

The semantic categories of the modal types and the primary Chinese modal verbs are listed below. Chinese
modal verbs are poly-functional, each may indicate more than one modal senses.

- Epistemic uncertainty: estimates whether something will become a fact or not and suggests objective possibility, which corresponds to epistemic possibility. The modal verbs in Mandarin Chinese that express epistemic possibility are 能 (can), 能够 (can), 会 (may), 可 (may), 可以 (may), 得 (can).

- Epistemic probability: predicts the necessity about a finite event or state or concludes about the necessity of a current event. The modal verbs that are used to express a note of conjecture include 該 (should), 應 (should), (should), 要 (will), 得 (must).

- Ability: expresses subjective possibility of participant related ability, function, property, or quality. Chinese modal verbs indicating participant-internal possibility include 能 (can), 能够 (can), 会 (may), 可 (can), 可以 (can), 得 (can).

- Need: concerns with subjective necessity that corresponds to need internal to the participant involved in the state of affairs. It relates to hope, intention, and interest which come to cause the ultimate action or event. The Chinese modal verbs identified for expressing need are 要 (need), 需 (need), 須 (must), (must), 得 (must).

- Permission and circumstantial possibility: deals with possibility out of deontic sources like rules, regulations, authority, or non-deontic objective circumstances. Chinese modal verbs that express the notional categories of permission and circumstantial possibility are: 能 (can), 能够 (can), 可 (can), 可以 (can), 得 (must).

- Obligation and circumstantial necessity: involves deontic necessity out of morality or social conventions, and non-deontic necessity out of objective situations and reasons. Modal verbs that express obligation and circumstantial necessity include 要 (must), 該 (should), 應 (should), (should), (should), (should), (should), (should), (should), (should), (should), (should), (should).

The corpus for our investigative purpose is the 228 event Taiwanese news archive, published by the 228 Event Memorial Foundation to compile local news articles during a short period, dated from 2/28/1947 to 5/15/1947, of widespread riot after Chinese takeover of Taiwan at the end of World War Two. The current study focuses on news articles from Taiwan Shin Sheng Daily News (TSSDN), controlled by the government at that time, while all private news publishers were shut down one week after the incident erupted. As a baseline benchmark, we use the Academia Sinica Balanced Corpus of Modern Chinese (Sinica Corpus), designed to be a balanced collection from different areas of genre, style, mode, topic, and source (Huang and Chen, 1992). The two corpora are both Mandarin (modern Chinese) without notable language variants and are considered as comparable.

For both TSSDN and Sinica corpora, we use CKIP segmentation and part-of-speech (POS) tagging for first-line processing (Chang & Chen, 1995). The size of the TSSDN corpus is a total of 0.237 million word tokens. The Sinica Corpus (version 3.1), dated approximately from 1981 to 1997, contains a total of 5.738 million word tokens, which is about 2.4 times the size of the TSSDN corpus. For the purpose of comparing modal use in the TSSDN corpus and the Sinica corpus, the following procedure was used to extract and observe respective modal use distribution.

Step 1. For each word token in the list of common modal verbs, extract sentences that contain the specified word token with the POS tag of auxiliary verb.

Step 2. Rank the modal verbs by their occurrence frequency, i.e., the number of the extracted sentences for each modal verb.

Step 3. Exclude the bottom half of the list of modal verbs that show insignificant use and compare the use of significant modal verbs with both absolute frequency and normalized frequency (per million word tokens).

Step 4. For the TSSDN corpus, assess each sentence in use of a modal verb and determine its actual modal type.

Step 5. Compile the actual use frequency of the modal types in the TSSDN corpus.

Step 6. Compile the top five verb semantics following the use of each modal verb for observing the association of modal sense and semantic notion.

### 3. Results and discussion

An initial frequency observation on the list of common modal verbs in the TSSDN corpus is shown in Table 1. This led us to focus on the top half of the modal verbs that are clearly of more significant use in the investigated corpus.

<table>
<thead>
<tr>
<th>Rank 1 ~ 4</th>
<th>Rank 5 ~ 8</th>
<th>Rank 9 ~ 12</th>
<th>Rank 13 ~ 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>要 (will)</td>
<td>可以 (can)</td>
<td>會 (may)</td>
<td>應當 (should)</td>
</tr>
<tr>
<td>yao4 (should)</td>
<td>ke2 (must)</td>
<td>hui4 (can)</td>
<td>dang1 (should)</td>
</tr>
<tr>
<td>535</td>
<td>206</td>
<td>77</td>
<td>21</td>
</tr>
<tr>
<td>要 (will)</td>
<td>可以 (can)</td>
<td>會 (may)</td>
<td>應當 (should)</td>
</tr>
<tr>
<td>yao4 (should)</td>
<td>ke2 (must)</td>
<td>hui4 (can)</td>
<td>dang1 (should)</td>
</tr>
<tr>
<td>476</td>
<td>170</td>
<td>69</td>
<td>13</td>
</tr>
<tr>
<td>要 (will)</td>
<td>可以 (can)</td>
<td>會 (may)</td>
<td>應當 (should)</td>
</tr>
<tr>
<td>yao4 (should)</td>
<td>ke2 (must)</td>
<td>hui4 (can)</td>
<td>dang1 (should)</td>
</tr>
<tr>
<td>409</td>
<td>138</td>
<td>68</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1. Rank list of common modal verbs by frequency in TSSDN corpus
<table>
<thead>
<tr>
<th>Modal Verbs</th>
<th>TSSDN Corpus</th>
<th>Sinica Corpus</th>
<th>Increase Ratio</th>
<th>Sinica corpus Newspaper subset</th>
<th>Increase Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolute Frequency</td>
<td>Normalized Frequency</td>
<td>Absolute Frequency</td>
<td>Normalized Frequency</td>
<td>Absolute Frequency</td>
</tr>
<tr>
<td>應 ying1 (should)</td>
<td>535</td>
<td>2257.4</td>
<td>3250</td>
<td>566.4</td>
<td>398.5%</td>
</tr>
<tr>
<td>要 yao4 (will, must)</td>
<td>476</td>
<td>2008.4</td>
<td>15783</td>
<td>2750.7</td>
<td>73.0%</td>
</tr>
<tr>
<td>可 ke3 (can, may)</td>
<td>416</td>
<td>1755.3</td>
<td>8318</td>
<td>1449.7</td>
<td>121.1%</td>
</tr>
<tr>
<td>能 neng2 (can)</td>
<td>403</td>
<td>1700.4</td>
<td>10867</td>
<td>1893.9</td>
<td>89.8%</td>
</tr>
<tr>
<td>可以 ke2 yi3 (can, may)</td>
<td>206</td>
<td>869.2</td>
<td>9546</td>
<td>1663.7</td>
<td>52.2%</td>
</tr>
<tr>
<td>須 xu1 (must)</td>
<td>170</td>
<td>717.3</td>
<td>786</td>
<td>137.0</td>
<td>523.6%</td>
</tr>
<tr>
<td>應該 ying1 gai1 (should)</td>
<td>138</td>
<td>582.3</td>
<td>2787</td>
<td>485.7</td>
<td>119.9%</td>
</tr>
<tr>
<td>必須 bi4 xu1 (must)</td>
<td>123</td>
<td>519.0</td>
<td>3181</td>
<td>554.4</td>
<td>93.6%</td>
</tr>
</tbody>
</table>

Table 2. Benchmark comparison of modal verbs use in semantic notions

<table>
<thead>
<tr>
<th>Modal Verbs</th>
<th>TSSDN Corpus</th>
<th>Sinica corpus</th>
<th>Increase Ratio</th>
<th>Sinica corpus Newspaper subset</th>
<th>Increase Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolute Frequency</td>
<td>Normalized Frequency</td>
<td>Absolute Frequency</td>
<td>Normalized Frequency</td>
<td>Absolute Frequency</td>
</tr>
<tr>
<td>應 ying1, 應該 ying1 gai1 (should)</td>
<td>673</td>
<td>2839.7</td>
<td>6037</td>
<td>1052.1</td>
<td>269.9%</td>
</tr>
<tr>
<td>可 ke3, 可以 ke2 yi3 (can, may)</td>
<td>622</td>
<td>2624.5</td>
<td>17864</td>
<td>3113.3</td>
<td>84.3%</td>
</tr>
<tr>
<td>要 yao4 (will, must)</td>
<td>476</td>
<td>2008.4</td>
<td>15783</td>
<td>2750.7</td>
<td>73.0%</td>
</tr>
<tr>
<td>能 neng2 (can)</td>
<td>403</td>
<td>1700.4</td>
<td>10867</td>
<td>1893.9</td>
<td>89.8%</td>
</tr>
<tr>
<td>須 xu1, 必須 bi4 xu1 (must)</td>
<td>293</td>
<td>1236.3</td>
<td>3967</td>
<td>691.4</td>
<td>178.8%</td>
</tr>
</tbody>
</table>

Table 3. Benchmark comparison of modal verbs use in semantic notions
Table 4. Frequency distribution of modal type expression by modal verbs

<table>
<thead>
<tr>
<th>Modal Verb</th>
<th>Epistemic Uncertainty</th>
<th>Epistemic Probability</th>
<th>Ability</th>
<th>Need</th>
<th>Circumstantial Possibility</th>
<th>Circumstantial Reed</th>
<th>Permission</th>
<th>Obligation</th>
</tr>
</thead>
<tbody>
<tr>
<td>應 ying1, 應該 ying1 gai1 (should)</td>
<td>11</td>
<td>15</td>
<td>647</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>可 ke3, 可以 ke2 yi3 (can, may)</td>
<td>112</td>
<td>97</td>
<td>248</td>
<td></td>
<td></td>
<td></td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>要 yao4 (will, must)</td>
<td>27</td>
<td>74</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td>342</td>
<td></td>
</tr>
<tr>
<td>能 neng2 (can)</td>
<td>8</td>
<td>168</td>
<td>138</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>須 xu1, 必須 bi4 xu1 (must)</td>
<td>3</td>
<td>3</td>
<td>77</td>
<td></td>
<td></td>
<td></td>
<td>213</td>
<td></td>
</tr>
</tbody>
</table>

Absolute Frequency 120 | 38 | 265 | 77 | 386 | 125 | 254 | 1202 |

Normalized Frequency 506.3 | 160.3 | 118.1 | 324.9 | 1628.7 | 527.4 | 1071.7 | 5071.7 |

Table 5. Primary verb semantics following modal verbs

<table>
<thead>
<tr>
<th>Modal Verb</th>
<th>Top Five Verb Semantics with Occurrence Frequency and Ratio</th>
<th>Semantic Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>應 ying1, 應該 ying1 gai1 (should)</td>
<td>注意 zhu4 yi4 (33) (4.9%) 遵守 zuni shou3, 遵照 zuni sha04 (27) (4.0%) 負責 fu4 ze2 (27) (4.0%) 處分 chu3 fen4, 嚴懲 yanz2 cheng3 (27) (4.0%) 檢查 jian1 cha2, 調查 dia04 cha2 (27) (3.7%)</td>
<td>Reed Comply responsible punish inspect</td>
</tr>
<tr>
<td>可 ke3, 可以 ke2 yi3 (can, may)</td>
<td>說 shuo1, 知 zhi (63) (10.1%) 恢復 hui1 fu4, 強定 wen3 ding4 (45) (7.2%) 實現 shi2 xian4, 達成 da2 cheng2 (36) (5.8%) 運輸 yun4 shu1, 通行 tong1 xing2 (32) (5.1%) 報告 bao4 gao4, 提請 ti2 qing3 (26) (4.2%)</td>
<td>speak, know restore, stabilize achieve transport, pass report, submit</td>
</tr>
<tr>
<td>要 yao4 (will, must)</td>
<td>知道 zhi1 dao4, 認識 ren4 shi4 (64) (13.4%) 努力 nu3 li4, 加強 jia1 qiang2 (34) (7.1%) 說明 shuo1 ming2 (21) (4.4%) 檢舉 jian1 j3, 糾正 jiu zheng4 (17) (3.6%) 負責 fu4 ze2 (14) (2.9%)</td>
<td>know, perceive strive, strengthen Explain report fault, correct responsible</td>
</tr>
<tr>
<td>能 neng2 (can)</td>
<td>了解 le3 jiej3, 明瞭 ming2 liao3 (39) (9.7%) 恢復 hui1 fu4 (24) (6.0%) 實現 shi2 xian4, 達成 da2 cheng2 (22) (5.4%) 解決 jiej3 jue2, 克服 ke4 fu2 (19) (4.7%) 看懂 kan4 dong3, 讀寫 du2 xie3 (16) (4.0%)</td>
<td>understand Restarch achieve solve, overcome read/write</td>
</tr>
<tr>
<td>須 xu1, 必須 bi4 xu1 (must)</td>
<td>登記 deng1 ji4, 註冊 zhu4 ce4 (12) (4.1%) 持有 you1 (12) (4.1%) 注意 zhu4 yi1 (11) (3.8%) 懲罰 cheng2 ban4, 處分 chu3 fen4 (8) (2.7%) 懲清 su4 qing1, 鎮壓 zhen4 yan1 (7) (2.4%)</td>
<td>register carry (valid permit) Reed punish exterminate, suppress</td>
</tr>
</tbody>
</table>

Table 2 compares the use of major modal verbs in TSSDN corpus, Sinica corpus, and the newspaper subset of Sinica corpus (29.4% of the whole corpus). It is observed that TSSDN corpus shows a considerable frequency variation of modal verb use when compared with Sinica corpus and its newspaper subset. Among the eight modal verbs, three pairs of modal verbs are actually variants of each other and may be aggregated to better represent the semantic notions of the modal verbs.

In Table 3, we aggregate three pairs of modal verb variants of the same semantic notion and re-calibrate the relative amount of modal use in the two corpora and one sub-corpus. The comparison shows that the use of 應 ying1, 應該 ying1 gai1 (should) and 須 xu1, 必須 bi4 xu1 (must) in TSSDN corpus are significantly frequent than in Sinica corpus and its newspaper sub-corpus, while the use of the other modal verbs are somewhat comparable. This
indicates that TSSDN corpus contains a strong attitude and stance through the unusual emphasis of should and must.

Next, we observe how the use of modal verbs is distributed in the modal system to depict various aspects of attitude and stance. Each occurrence of a modal verb in a sentence is categorized in modal type by independent coders. Disputed codes are discussed to reach consensus decision. Table 4 breaks down the occurrence of modal type expression by the poly-functional modal verbs. The results reveal an extremely high concentration on the modality type of obligation, signaling a heavy dose of demand and persuasion of social responsibility from government propaganda.

In conclusion, our study seems to indicate that modality is an effective linguistic feature for extracting narrative stance and provides a convenient contextual view of a corpus. Our future work includes examining more comprehensive modal expression and evaluating against corpora of various historical context.
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Motivation

In a relatively recent study on the needs of humanities faculty and students in using digital sources (Lindquist and Long 2011), two major issues were identified: 1) locating data relevant to a topic when online collections are distributed across institutions and systems; and 2) being able to explore the items found in context. In addition, problems were identified with crossing language barriers and with ambiguities and variants in names.

The CORE contextual reader is an application that uses natural language processing and Linked Data (Heath and Bizer 2011) techniques to address these issues in the context of close reading of primary source material. Particularly, the CORE application has been designed to improve the user reading experience with texts in a domain not entirely familiar to them. Examples of this situation include a history student approaching a new topic through primary sources, or a layperson trying to make sense of law texts.

The CORE user interface

CORE supports contextualization in and understanding of unfamiliar documents by utilizing Linked Data refer-
be configured to include terms for related entities, such as the actors participating in an event or the names of all villages in a particular municipality under investigation.

Because CORE is able to dynamically process most HTML and PDF content, any linked resource can be loaded into the contextual reader by clicking on it. This function facilitates endless browsing on a topic through thematic and contextual connections, regardless of from where the linked material comes.

Figure 2. Contextual visualizations for the shooting of Nurse Edith Cavell

System demonstrators

In contrast to most other similar systems, a CORE instance can relatively easily (and always should be) configured for a particular domain, thus ensuring the contextual information provided is actually useful and interesting to the end-user.

To provide its services, CORE makes use of dynamic, configurable entity recognition, in which modular lexical analysis services are combined with SPARQL queries. This allows multilingual entity recognition against any vocabulary stored at a Linked Data endpoint. A configuration therefore consists of tuning the lexical analysis service to a particular domain and set of languages, as well as defining the endpoints and queries to be used in bringing in contextual information and related resources.

While in future the application is intended to be fully configurable using a web user interface, currently new instances must be configured from the source code, released under the MIT open source license at http://github.com/jiemakel/core/. Thus far, three different demonstrators have been created.

The first of these is the contextual reader for First World War primary sources available at http://demo.seco.tkk.fi/ww1/. For vocabularies, it draws on the WW1LOD dataset (Mäkelä et al. 2015), the vocabularies of 1914–1918 Online, the Europeana 1914–1918 thesaurus, the Out of the Trenches (Pan-Canadian Documentary Heritage Network 2012) and Trenches to Triples vocabularies, and DBpedia (Lehmann et al. 2015). Repositories used for sourcing related content are CU-Boulder’s WWI Collection Online, WW1 Discovery, Europeana, the Digital Public Library of America (DPLA), and The European Library (TEL).

To further demonstrate multilingual support as well as support for inflected languages, a second contextual reader has been configured to support the study of ancient Roman sources, be they translated into English or still in the original Latin. This installation is available at http://demo.seco.tkk.fi/ancore/. Here, ancient place names are located on maps through the Pleiades gazetteer of ancient places, while information on entities like people and mythical characters mentioned in the texts is sourced from the English and Latin DBpedias. Targeted repositories are the Perseus Catalog, the various Pelagios datasets, and again Europeana, DPLA, and TEL.

The final demonstrator, aimed at supporting the reading of legal documents in the highly inflected language of Finnish, is available at http://demo.seco.tkk.fi/laki/. In this case, the documents are drawn from, for example, the consolidated legislation and the precedents of Finnish supreme courts published by the Finnish Ministry of Justice. In addition to linking these distributed resources to one another, the application is able to bring in news articles dealing with laws of interest published by Edita Publishing.

When reading documents containing precise legal terminology, the reader is supported by definitions from the legal terminology section of the Bank of Finnish Terminology in Arts and Sciences, the Asseri vocabulary of the Ministry of Justice, the Edilex legal vocabulary from Edita, the Finnish law vocabulary from Talentum Publishing, and the legal terminology section of the Finnish DBpedia. In addition to Finnish, this reader has also been configured with limited support for Swedish, as Finland is a bilingual country.

Conclusions and future work

The CORE contextual reader clearly demonstrates the potential of utilizing Linked Data vocabularies to bridge institutional silos and language barriers, even in situations where the structured metadata of the corresponding databases is lacking. On the other hand, the core mission of the tool is to support contextualization and understanding.
While initial experience points both to significant overall support, as well as a marked increase in support with regard to less domain-configured alternatives (Csomai and Mihalcea 2007; Olango, Kramer, and Bouma 2009), a formal user evaluation of the reader remains to be conducted. This will be the natural next step for the project, and plans for testing the WW1 version of the reader are already underway.

At the same time, the CORE reader is currently seeing uptake in new contexts, most notably a project to unify disparate material related to the Finnish view of the Second World War (Hyvönen et al. 2015). Supporting these new contexts may require further development of components of the reader. For example, the Second World War material under study contains multiple distinct places and people with the same names. To properly handle these would require better support for disambiguation in the entity recognition component of the reader.
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Motivation

Digital humanities needs tools that better support the core processes of humanistic inquiry. This includes support for handling uncertainty and incompleteness in the data, for interactive exploration, and for fluidly moving between close and distant reading (Drucker 2011; Jänicke et al., 2015; Caviglia, Ciuccarelli, and Coleman, 2012; Ubaldi and Caviglia, 2015).
The Khepri tool presented here is part of a project to develop a modular set of components that take these requirements into account, and can be connected and configured to respond to the needs of a particular humanities task and data. Khepri targets data stored as Linked Data (Heath and Bizer, 2011), a set of scalable standards that has gained widespread adoption particularly in the sphere of cultural heritage.

Development process

To ensure the tools developed meet the needs of humanities users, they are being developed iteratively, utilizing participatory design in case studies, as advocated by the field of design science (Hevner et al., 2004; Peffers et al., 2007; Wieringa 2009). The task of the computer scientist is to see beyond these individual studies; to identify common components allowing the tools to generalize beyond the projects under scrutiny.

To date, a variety of collaborations have been embarked upon, from the prosopographical study of the Republic of Letters1, through supporting engagement with WW1 primary sources (Mäkelä, Törnroos, et al., 2015), to developing a contextual network for Finnish fiction (Mäkelä, Hypén, and Hyvönen, 2013). Together, these span a range of research questions, and types of data.

Through these collaborations, a prevalent process of inquiry was identified – the need to explore and contrast differently constrained subsets of a dataset. For instance, this might be looking at the correspondence networks of different individuals and comparing them, or looking at how possible values of a linguistic variable behave with respect to each other as well as associated metadata.

To support this process, Khepri utilizes the view-based paradigm (Mäkelä, 2010), where data is presented simultaneously from different perspectives, with each perspective acting both as a visualization as well as a means to constrain what is shown. A proper implementation of the paradigm also allows for speedy informed variation of parameters, and thus interactive exploration.

Because the views interact in a defined way, they can be developed as separate components targeting major visualization classes such as geographical, temporal or statistical. Each individual Khepri instance can then select from these the views suitable for that particular use.

Thus far, most of the work has been preparatory, with the functionalities simulated through ad-hoc disconnected components, tied together and supplemented by manual work of the computer scientist. However, now a first complete tool for a particular task has been developed. This instance has been configured for historical sociolinguistics.

Khepri for historical sociolinguistics

Historical sociolinguistics is the study of language in relation to social factors through time (Nevalainen and Raumolin-Brunberg, 2003). A possible research question would be to chart the role of gender, age and socioeconomic status in the diffusion of the English progressive (as in I am writing). From the viewpoint of the Khepri tool, this is interesting because it requires combining access to unstructured text with access to the structured (meta) data describing their authors.

This is also the area where current tools fall short, for while corpus tools (e.g. CQPweb (Hardie, 2012), Korp (Borin, Forsberg, and Roxendal, 2012) and WordSmith) enable querying texts by linguistic features, they poorly support walking from the texts to the attributes of the authors. On the other hand, tools for visually exploring structured data (e.g. Palladio, European4D and RAW) do not support interacting with text corpora.

This makes research currently very labor-intensive. For instance, if one wishes to study the aforementioned progressive, one first searches for instances of -ing in the corpus using a corpus tool. The instances are then exported into Excel to analyze them and eliminate false hits such as gerunds (My favourite hobby is writing). Next, the number of hits produced by each person is calculated using another sheet that lists the authors by gender, age, socioeconomic status and time period. These numbers are then exported for statistical analysis and visualization.

Because the corpus texts, spreadsheets, visualizations and statistical analyses are not connected to each other, the exploration and interpretation of the observations is cumbersome and time-consuming at every stage.

The user interface configuration of Khepri for historical sociolinguistics

The Khepri interface for historical sociolinguistics is depicted in Figure 1. The interface is divided into three columns, with the views contained in each having different primary purposes.

On the left are views aimed primarily at producing a
subset of interest. The first view is for text search. Below the query, matching keywords from the data are presented for evaluation. Notice that two sets of counts are given. One shows the overall amount of hits for a keyword in the corpus, while the other takes into account constraints set in other windows. This way, the view acts not only as a selector, but also as a statistical breakdown of the current subset.

Below the keyword search view, the user can add metadata views. Here for example, a view visualizes and allows one to constrain the data through the lens of the author’s education.

The second column shows the items in the current subset. Matches are shown in their textual context, with metadata and additional context available on mouse-over. While tuned for close reading, this view also acts as a filter. Clicking on an item removes it from the current subset. For linguistic research, this is important as the inclusion or exclusion of a particular example of a phenomenon may depend on contextual cues and background knowledge that cannot be defined as search parameters, but require manual evaluation.

When focusing on close reading, the column can be expanded to occupy the whole right-hand side of the interface. Expanded, the view shows additional metadata, such as the author and year of the texts. The view can also be sorted according to these properties, as well as grouped by them, so that for example only a listing of the authors, or the linguistic types (e.g. different words ending with -ing) is shown, with the individual matches revealed by expanding.

To further help in keeping a close reading task organized, the interaction between this view and the constraining views has been designed so that it is easy to temporarily restrict the matches shown to only those from e.g. a particular spelling, or a particular social class.

Finally, the column on the right is intended primarily for visualization. In fact, it can visualize and contrast multiple subsets of the data. To facilitate this, the first two columns are subsumed in a tabbing container, with each tab containing the query state of a single subset. In the example of Figure 1, these are spelling variants of the negated auxiliary verb cannot (written separately, contraction, written together).

By default, the frequency of each subset is visualized as its own line chart. However, numerous options affecting this are provided, drawn from best practices in the field (Hinneburg et al., 2007). For example, separate lines can be graphed for each of the values of a particular metadata property. In Figure 1 for example, each chart contains lines for male and female writers, showing that the use of the form “can not” seems to follow an approximately linear decline for men, but not for women.

To prevent misinterpretations arising from small samples, each graph can be accompanied by a dotted logarithm representing the size of the corpus as a whole for that metadata value. The interface also supports bootstrapping to visualize confidence intervals. As this takes considerable time to calculate, it should only be enabled when a seemingly significant discovery needs verification.

The interface also offers alternative charts. For example, when comparing possible values of a single linguistic variable, the area chart visualization shown in Figure 2 is appropriate. In addition, a motion chart visualization (Figure 3, inspired by the static scatterplots in Nevalainen, Raumolin-Brunberg, and Mannila (2011)) is provided, used to see how different individuals relate to the variable under study, and even how they change their use through time.

In line with the view-based querying paradigm, all visualizations also act as selectors, enabling delving deeper into interesting phenomena. Through them, one can for example constrain the instance list to show only usage by women in a particular timespan, or in the case of the motion chart, even the use of a single individual.

Discussion and future work

Khepri for historical sociolinguistics is the first complete version of the tool. It is also only in its second iteration, and will continue to improve based on feedback. However, it has already been received with excitement, enabling research that was previously too time-consuming to attempt.

With the architecture of the tool now in place, other instances will soon follow, targeting next the Republic of Letters and Finnish fiction use cases. This can be said because all the views created are actually generic, and can be pointed to different data by reconfiguring. For example, text search is also useful for locating individuals or books,
while the metadata facets directly target structured data already. The views requiring most modification are the statistical charts, but even here work will be fine-tuning to match differing metrics. Correspondingly, any visualizations developed for other scenarios can be imported here, to for example visualize language phenomena on maps.

Figure 3. Motion chart showing how many percent of individual writers use the form "cannot"
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Problem: towards a non-topical classification of weblog genres

The existing typologies of weblog genres - both popular and academic - are based on the blog topic, e.g. cooking blogs, travels, business (cf. Morrison 2008) or its medium, e.g. vlogs, picture logs (cf. Herring et al. 2005). In order to go beyond topical distinctions, Maryl, Niewiadomski and Kidawa (2016) conducted an interpretive study on the sample of 322 popular Polish blogs. They adopted a new-rhetorical approach, basing on Carolyn Miller’s (1994) concept of genre as a social action, concentrating mostly on the blog’s communicative purpose and functions. Following the principles of the grounded theory (cf. Lonkila 1999) the team interpreted those blogs and created an empirical-conceptual typology which entailed following genres: diaries (subjective, self-referential discourse), reflection (subjective discourse on universal matters), criticism (subjective and expert discourse on general issues), information (objective facts), filter (gateway to the existing web content), advice (subjective and expert instructions on particular issues), modelling (serving as a role model for readers) and fictionalization (description of fictional events). Weblogs in the sample were coded by three separate coders with 69% average pairwise percent agreement and Cohen’s kappa of .622.1 Such a moderate agreement could be attributed to the fact that the resulting genres are ideal types, and most of the actual blogs share features of more than one genre.

This subsequent study aims at supplementing this close-reading typology with a distant-reading perspective (Moretti 2013), based on selected tools for language processing and text clustering. We explore the style of those genres, adapting the definition proposed by Herrmann et al.: “Style is a property of texts constituted by an ensemble of formal features which can be observed quantitatively or qualitatively” (2015:41). We chose this approach due to its stress on mixed methods, as we are combining linguistic and literary criteria of selecting style markers to discriminate between blog genres (Leech & Short 2007,57-58).

Current research in the field of computational literary genre stylistics focuses on Most Frequent Words (e.g. Schöch and Pielström 2014; Jannidis & Lauer 2014) or functional linguistic categories (or both) (e.g. Allison et. al 2011). Yet, this study applies similar methods to emergent and uncategorised forms of writing. The quantitative methods are incorporated into the qualitative research workflow in order to create a productive feedback loop.

Corpus

The corpus of blogs was collected with the use of BlogReader - an extension of a corpus gathering system developed in CLARIN-PL (Oleksy et al. 2014) on a basis of open components: jusText and Onion (Pomíkálek, 2011). From the initial set analysed by Maryl et al., 250 blogs were selected for processing as being long enough and included clean text (comments were omitted). We intentionally left out blogs with exceptionally large or small amount of text in order to balance the sample. The selected subcorpus includes: Diaries (44 blogs), Reflection (12), Criticism (73), Information (10), Filter (11), Advice (59), Modelling (24), Fictionality (5), and 10 ‘Unblogs’, i.e. websites or portals using the label of blogs. Posts from the one blog were merged together into a single text document per a blog that was saved in the CCL corpus format (Broda et al., 2012).

Processing

We followed the blueprint of stylometry to find groups of blogs, e.g. (Burrows 2002), (Stamatatos, 2009) or (Eder, 2011). Blogs were described by feature vectors whose initial values were frequencies of the selected elements. They were next filtered or transformed. The transformed vectors were clustered into a number of groups that could be presented as automatically identified blog types or compared with the original types.

According to the criteria considered for the typology of blogs, we assumed that the interesting distinctions are not of semantic character. Thus we tried to define descriptive features that are not sensitive to the semantics of the blog contents. As a consequence, we have analysed features based on frequencies of lemmas, grammatical classes and sequences of grammatical classes. The brief description below will be elaborated in the presentation:

1. We have selected the 500 most frequent lemmas from the Polish National Corpus (Przepiórkowski et al., 2012) and in the series of experiments on the corpus of novels we reduced it to 212 lemmas that did not trigger semantic grouping (e.g. filtering out most of nouns and verbs).

2. Grammatical classes (as defined in the Polish National Corpus tagset) were recognised by WCRFT morpho-syntactic tagger (Radziszewski, 2013).
3. Features were defined and extracted with the help of the Fextor system (Broda et al., 2013).

4. Raw feature values were transformed by measures returning positive results for those features which contribute the significant amount of information to the document description. SuperMatrix system (Broda & Piasecki, 2013) for Distributional Semantics was applied during the transformation.

5. Similarity of the transformed vectors were computed by the cosine and ratio measures. The first is not sensitive to the differences in the document lengths that was the case of the analysed collection. The ratio as a heuristic measure that is aimed at comparing how much information is shared by the two vectors:

\[
\text{ratio}(V, U) = \frac{2 \cdot \text{sum}(V_i + U_i) / \text{max}(V_i, U_i) - 1}{\text{length}(V) + \text{length}(U)}
\]

6. Clustering was performed by the Cluto package for text data clustering (Zhao & Karypis 2005). In addition, Stylo package (Eder et al., 2013) for stylometry was used in experiments with visualisation of the possible blog clusters.

In order to understand the clusters better, most significant features for each cluster were identified and ranked. From several tests the Mann-Whitney U nonparametric test was chosen. For each feature its values in the documents of the given cluster were compared with its values in documents from the rest of the collection.

Experiments
We have performed several experiments that can be divided into three main groups:

1. **Lexical level analysis**, based solely on the selected most frequent lemmas and punctuation marks and aimed at testing whether those properties can serve as a basis for automated identification of the blog types;

2. **Lexico-syntactic level analysis** featured grammatical classes in combination with the lexical features of the lexical analysis in order to assess whether blog styles result in syntactic properties. On both levels we set the expected number of clusters to 20, in order to give algorithm more ‘freedom’;

3. Extraction of significant features for the blog types with the help of the Mann-Whitney U nonparametric test.

Discussion
The generated groups represented relatively high average of clusters purity: 54%-60.4%, i.e. more than 50% blogs in a cluster are of same type. Entropy was higher than expected: 0.438-0.481, i.e. besides dominating types in clusters blogs of other types were scattered (especially smaller types). However, the obtained clusters did not match very well the qualitatively defined types. Lexical analysis combined with the ratio measure produced results that were closest to the qualitative types: entropy of 0.467 and 58% purity, see Figure 1. Yet, lexico-syntactic analysis (lexical features together with grammatical classes and bigrams) yielded better results: 0.438 of entropy and 60.4% of purity, see Figure 2. A slightly worse result: 0.481 of entropy and 54% of purity, was obtained with trigrams instead of bigrams - groups became too small and too specific.

![Figure 1. Results of the lexical analysis (features: 212 selected frequent lemmas, punctuation marks), PMI weighting, the ration similarity and, graph clustering algorithm from Cluto](image1)

![Figure 2. Results of the lexico-syntactic analysis (lexical features plus grammatical classes and bigrams), PMI weighting, ration similarity, graph clustering algorithm](image2)

Such genres as advice, criticism and, to certain extent, diaries and modelling were clustered together with others present in multiple clusters. It was caused by distinctive language features of those genres, especially of the advice, which employs instructional vocabulary, or criticism, due to its essayistic style with compound sentences and conjunctions reflecting logical reasoning. Diaries tend to use narrative language, whereas modelling blogs are clearly concentrated on expressing the author’s self.

Those differences were further explored through the extraction of blog types’ significant features with the use of Mann-Whitney U statistic. The results were in line with the definitions of classes, but provided more detailed information about the linguistic cues in those genres, some of which are presented in Table 1.
Conclusions

This study showed how close readings (literary interpretative practices) and distant readings (computational approaches to genre analysis) could be integrated in a non-topical analysis of the emerging genres. The novelty of the presented approach lies in the fact that we do not aim at assessing existing genres but rather at developing tools and procedures for the analysis and classification of new genres. The automated methods are used not only to verify the qualitative findings, but rather to enhance them by pointing towards the attributes which might have been overlooked by human coders who were able to read only a sample of each of 332 blogs. The aim is not to cluster texts automatically but rather to support human interpretation in an integrated research design.

Recurring problems with clustering genres other than advice could be attributed to the fact that individual blogs within one class may consists of posts which follow different genre conventions. Hence, further studies should explore the genre problem by comparing individual posts (rather than entire blogs) by different authors in order to find stylistic similarities.

Table 1. Selected linguistic features of weblog genres (Mann-Whitney U)

<table>
<thead>
<tr>
<th>Genre</th>
<th>Linguistic features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advice</td>
<td>infinitive, passive adjectival participle, numerals, measurements (&quot;about&quot;, &quot;large&quot;, &quot;small&quot;)</td>
</tr>
<tr>
<td>Criticism</td>
<td>subjective vocabulary: „I“, „mine“; conjunctions pointing to logical reasoning, e.g. &quot;if&quot;, &quot;that&quot;, &quot;given&quot;, &quot;hence&quot;, &quot;but&quot;</td>
</tr>
<tr>
<td>Diaries</td>
<td>1st &amp; 2nd person; vocabulary: &quot;self&quot;, &quot;to be&quot;; specific words and verb forms pointing out to a narrative: &quot;certain&quot;, &quot;there&quot;</td>
</tr>
<tr>
<td>Fictionality</td>
<td>past tense, 3rd person</td>
</tr>
<tr>
<td>Filter</td>
<td>punctuation, substantives</td>
</tr>
<tr>
<td>Information</td>
<td>impersonal verb forms, 3rd person</td>
</tr>
<tr>
<td>Modelling</td>
<td>interjections (e.g. &quot;eh&quot;), exclamation marks, 1st &amp; 2nd person, vocabulary: &quot;mine&quot;, &quot;thing&quot;, &quot;new&quot;, &quot;why&quot;, &quot;because&quot;</td>
</tr>
<tr>
<td>Reflection</td>
<td>1st &amp; 2nd person, vocabulary: &quot;self&quot;, &quot;always&quot;, &quot;everything&quot;</td>
</tr>
</tbody>
</table>

Table 1. Selected linguistic features of weblog genres (Mann-Whitney U)
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**Introduction**

Current computational models of intertextuality run the risk of ignoring several desiderata: on the one hand, they mostly rely on single methods of quantifying text similarities. This includes syntagmaatic models that look for shared vocabularies (unigram models) or (higher order) (k-skip-) n-grams (Guthrie et al., 2006). Such approaches disregard the two-level process of sign constitution according to which language-related, paradigmatic relations have to be distinguished from their text-related, syntagmatic counterparts (Hjelmslev, 1969; Miller et al., 1997; Raible, 1981) where the former require language models of the sort of neural networks (Mikolov et al., 2013), topic models (Blei et al., 2007) or related approaches in the area of latent semantic analysis (cf., e.g., (Paasch et al., 2004)). On the other hand, computational models should enable scholars to revise their computations. The reason is that hypertextual relations (in the sense of Genette) – see Table 1 for nine related research scenarios. In order to explore, annotate and display such relations, Wikidition computes multi-layer networks that account for the multi-resolution of linguistic relations – on the side of the hypo- and the hypertexts. The reason is that hypertextual relations (in the sense of Genette) (that occur in the form of transformations, imitations or any mixture thereof) may be manifested on the lexical, sentential or the textual level (including whole paragraphs or even larger subtexts). As a consequence, Wikidition spans lexical, sentential and textual networks that allow for browsing along the constituency relations of words in relation to sentences, sentences in relation to texts etc. In this multi-layer network model, intrarelational links (of

<table>
<thead>
<tr>
<th>Hypertext [i ≥ 1]</th>
<th>Hypertext [i ≥ 2]</th>
<th>Hypertext [i ≥ 3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
</tr>
</tbody>
</table>

Table 1: Nine scenarios of generating Wikiditions out of corpora of (referring) literary hypertexts and their (referred) hypertexts. Examples: (1) Kafka’s “Bericht für eine Akademie” (in the role of a hypertext) versus Hauff’s “Der Affe als Mensch” (in the role of a hypertext); (2) Kafka’s “Bericht für eine Akademie” versus all “Affentexte” (Borgards, 2012) since the end of the 18th Century (including works of, e.g., Hauff, E. T. A. Hoffmann, Flaubert etc.); (3) Kafka’s “Beim Bau der Chinesischen Mauer” versus the “Prager Tagblatt” from August 1914 to March 1917; (4) Kafka’s “Oeuvre” versus Nietzsche’s “Geburt der Tragödie aus dem Geiste der Musik”; (5) a selection of Kafka’s “Oeuvre” versus a selection of Nietzsche’s “Oeuvre”; (6) Kafka’s “Oeuvre” versus a newspaper corpus (e.g., sampled from the ”Prager Tagblatt”); (7) the complete works of several authors versus a single hypertext (e.g., Goethe’s “Faust”); (8) the complete works of several authors versus a corpus of “Faust” texts; (9) the complete works of several German authors versus the complete works of several French authors.

This paper presents Wikidition as a Literary Memory Information System (LiMeS) to address these desiderata. It allows for the automatic generation of online editions of text corpora. This includes literary texts in the role of (referring) hypertexts (Genette, 1993) in relation to candidate (referred) hypertexts by exploring their intra- and intertextual relations – see Table 1 for nine related research scenarios. In order to explore, annotate and display such relations, Wikidition computes multi-layer networks that account for the multi-resolution of linguistic relations – on the side of the hypo- and the hypertexts. The reason is that hypertextual relations (in the sense of Genette) (that occur in the form of transformations, imitations or any mixture thereof) may be manifested on the lexical, sentential or the textual level (including whole paragraphs or even larger subtexts). As a consequence, Wikidition spans lexical, sentential and textual networks that allow for browsing along the constituency relations of words in relation to sentences, sentences in relation to texts etc. In this multi-layer network model, intrarelational links (of
words, sentences or texts) are represented together with interrelational links that combine units of different layers. Figure 1 shows the range of sign relations that are mapped. To this end, Wikidition combines a multitude of text similarity measures (beyond $n$-grams) for automatically linking lexical, sentential and textual units regarding their (1) syntagmatic (e.g., syntactic) and (2) paradigmatic use. We call this two-level task linkification.

Figure 1: Sign relations that are automatically explored and annotated by Wikidition (Mehler et al., 2016): on the level of words (Module (5) – paradigmatic –, (6) and (7) – both syntagmatic), on the level of sentences (Module (3) – paradigmatic – and (4) – syntagmatic) and on the level of texts (Module (1) and (2) – both paradigmatic). Wikidition additionally includes a component for wikification (i.e., for linking occurrences of concepts to articles in Wikipedia (Mihalcea et al., 2007)) and especially for automatically inducing lexica out of input corpora (i.e., for linkification). Arcs denote links explored by Wikidition; reflexive arcs denote interrelational (i.e., purely lexical, sentential or textual) links. In this way, intra- and interrelational links are maintained by the same information system.

Beyond linkification, Wikidition contains a module for automatic lexiconisation (see Figure 2). It extracts lexica from input corpora to map author specific vocabularies as subsets of the corresponding reference language. Input corpora (currently in English, German or Latin) are given as plain text that first are automatically preprocessed; the resulting wikiditions are mapped onto separate URLs to be accessible as self-contained wikis. By means of lexiconisation, research questions of the following sort can be addressed: What kind of German does Franz Kafka write? (E.g., Prager Deutsch.) What terminologies does Franz Kafka use in "In der Strafkolonie"? (E.g., engineering terminology.) How does his German depart from the underlying reference language? Since texts are not necessarily monolingual (because of using citations, translations, loan words, verbal expressions etc.), the same procedure can be applied by simultaneously looking at all foreign languages being manifested in the texts under consideration (right side of Figure 2).

To this end, Wikidition distinguishes three levels of lexical resolution: superlemmas (e.g. German Tätigkeit), lemmas (e.g., Thätigkeit) and syntactic words (e.g., Thätigkeiten (nominative, plural)) as featured sign-like manifestations of lemmas (lower part of the figure). Note that this model diverges from the majority of computational models to textual data which start from tokens as manifestations of wordforms (referred to as types) and which, therefore, disregard the meaning-side of lexical units. Based on linkification and lexiconisation, Wikidition does not only allow for traversing input corpora on different (lexical, sentential and textual) levels. Rather, the readers of a Wikidition can also study the vocabulary of single authors on several levels of resolution: starting from the level of superlemmas via the level of lemmas down to the level of syntactic words and wordforms (see Figure 2).

Figure 2: Left side: schematic depiction (red) of the vocabulary of an author (e.g., Franz Kafka) as manifested within Wikidition’s input text(s) (e.g., "In der Strafkolonie") as mainly overlapping with the vocabulary of the corresponding reference language (e.g., German).

![Diagram](https://via.placeholder.com/150)

Table 2: Notions of human, computer-supported and machine-based reading. Wikidition addresses machine close reading by integrating semantic web (SW) resources and the human mind (HM) (as the ultima ratio of interpreting its computations). $T_1, ..., T_m$ span the input corpus of $m$ (hyper-)texts; $X_n$ denotes the contextualizing corpus of hypotexts of size $n$ that is explicitly consulted by the reading process. Machine close reading is similar to human reading in that it focuses on small, rather than big data.

While the linkification component of Wikidition relates to principles of WikiSource and Wikipedia, the Wiktionary project is addressed by its lexiconisation module. Wikidition uses numerous computational methods for providing interoperability and extensibility of the resulting editions according to the wiki principle. In this way, the dissemination of computer-based methods is supported even across the borders of digital humanities in that scholars are enabled to make their own exploratory analyses. However, Wikidition does not address a big data scenario in support of distant reading (Moretti, 2013), nor does it aim at emulating human reading in the sense of machine reading (Etzioni, 2007). Rather, Wikidition ad-
addresses what we call *machine close reading* in that it aims at massively supporting the process of (scientific or literary) reading by means of computational methods (see Table 2).

**Evaluation**

We exemplify Wikidition by example of three pairs of text. Regarding the layers of lemmas and sentences, Table 3 shows that Wikidition generates extremely sparse networks (whose cohesion is below 1%) of high cluster values and short average geodesic distances in conjunction with largest connected components that comprise almost all lexical and sentential nodes. In this example, we compute paradigmatic associations among words by means of word2vec (Mikolov et al., 2013) while sentence similarities are computed by means of the centroids of the embeddings of their lexical constituents. Networks are filtered by focusing on the first three most similar neighbors of each node – obviously, this does not interfere with the small-world topology of the networks. Each pair of texts is additionally described regarding the subnetwork of syntactic words and sentences. This is done to account for the impact of inflection on networking. As a result, the networks are thinned out (cohesion is now at most 0.5%), but neither the sizes of the largest connected components nor the cluster and distances values are affected considerably. Obviously, differentiation leads to sparseness, but in a sense that the general topology is retained. By focusing on a single level of resolution (e.g., paradigmatic relations among words), sub-networks are generated that fit into what is known about universal laws of complex linguistic networks (Mehler, 2008). See (Mehler et al., 2016) for additional evaluations of Wikidition.

**Conclusion**

We presented Wikidition as a framework for exploring intra- and intertextual relations. Wikidition combines machine learning with principles of several wiki-based projects (Wikipedia, WikiSource and Wiktionary) to generate multi-layer networks from input corpora by integrating syntagmatic and paradigmatic relations on the lexical, sentential and the textual level. Our approach addresses intra- and inter-level networking in a single framework while adhering to laws of networking as being explored by complex network theory. In this way, input corpora get traversable in line with both empirical findings about characteristics of linguistic networks and the multi-resolution of sign relations whose space complexity is preferably reduced. Currently, Wikidition exists as a prototype that is further-developed by means of several edition projects in order to be finally made available as open source software. Wikidition is open for the cooperative development of digital editions.
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<table>
<thead>
<tr>
<th>Edition</th>
<th>#nodes</th>
<th>#links</th>
<th>C</th>
<th>lcc</th>
<th>l</th>
<th>coh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kafka // Nietzsche</td>
<td>1624</td>
<td>10391</td>
<td>0.27</td>
<td>1</td>
<td>3.31</td>
<td>0.008</td>
</tr>
<tr>
<td>Kafka // Rathenau</td>
<td>1749</td>
<td>10782</td>
<td>0.28</td>
<td>1</td>
<td>3.36</td>
<td>0.007</td>
</tr>
<tr>
<td>Kafka // Rauchberg</td>
<td>4034</td>
<td>30951</td>
<td>0.25</td>
<td>0.999</td>
<td>3.35</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>6830</td>
<td>44369</td>
<td>0.31</td>
<td>0.999</td>
<td>3.62</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 3: Wikiditions of three text pairs (Kafka: Beim Bau der Chinesischen Mauer // Nietzsche: Die Zeit der Zyklopen-Bauten; Kafka: Ein Bericht für eine Akademie // Rathenau: Höre, Israel; Kafka: In der Strafkolonie // Rauchberg: Statistische Technik) compared by their cluster value c, the average geodesic distance of their nodes l, the fraction of nodes in their largest connected components lcc and by their cohesion coh (the number of links in relation to all possible links). First line of each text pair: nodes comprise lemmas and sentences; second line of each pair: nodes comprise syntactic words and sentences. Networking is conditioned by the operative preprocessor (Eger et al., 2016).
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Introduction

University College London (UCL) owns a large corpus of the philosopher and social reformer Jeremy Bentham (1748-1832). Until recently, these papers were for the most part untranscribed, so that very few people had access to the corpus to evaluate its content and its value. The corpus is now being digitized and transcribed thanks to a large number of volunteers recruited through a crowd-sourcing initiative called Transcribe Bentham (Causer and Terras, 2014a, 2014b).

The problem researchers are facing with such a corpus is clear: how to access the content, how to structure these 30,000 files, and how to get relevant access to this mass of data? Our goal has thus been to produce an automatic analysis procedure aiming at providing a general characterization of the content of the corpus. We are more specifically interested in identifying the main topics and their structure so as to provide meaningful static and dynamic representations of their evolution over time.

Comparison with other works

The exploration of large corpora in the Humanities is a known problem for today’s scholars. For example, the recent PoliInformatics challenge addressed the issue by promoting a framework to develop new and original research in text-rich domains (the project focused on
political science but can be extended to any sub-field within the Humanities).

Specific experiments have recently been done in the field of philosophy, but they mainly concern the analysis of metadata, like indexes or references (Lamarra and Tardella, 2014; Sula and Dean, 2014). Different experiments have nevertheless involved an exploration of large amounts of textual data (see e.g. Diesner and Carley, 2005 on the Enron corpus) with relevant visualization interfaces (Yanhu et al., 2009).

In this paper, we propose to explore more advanced natural language processing techniques to extract keywords and filter them according to an external ontology, so as to obtain a more relevant indexing of the documents before visualization. We also explore dynamic representations, which were not addressed in the above-mentioned studies.

Corpus exploration strategy

The Text analysis module

Different scripts have been developed to filter the corpus\(^1\). Then documents are assigned a date whenever possible: Since the corpus mostly contains notes and letters, the first date mentioned in the document often refers to the date of the document's composition (even if this assumption is of course not always true). A large number of documents cannot be assigned a date and are thus not used for the dynamic analysis of the corpus.

To index the corpus and identify meaningful concepts, we first tried to directly extract relevant keywords from the texts. However, traditional techniques like the use of tf-idf (Salton et al., 1983) and c-value (Franz et al., 2000) do not seem very efficient in our case. This is not too surprising: it is well known that texts are too ambiguous to provide a sound basis for a direct semantic extraction. Surface variations, the use of synonyms and hyponyms, linguistic ambiguity and other factors constitute strong obstacles for the task. We thus decided to use natural language processing techniques that provide relevant tools to overcome some of these limitations. The tools we employed are either web-based or possible to execute on a personal computer with average specs.

We tried to refine concept extraction by confronting the text with an external, structured database. We used DBpedia (Auer et al., 2007) as a source of structured knowledge (DBpedia is a database made of information extracted from Wikipedia). DBpedia is not a specialized source of information but this guarantees that the approach is not domain or author specific and could be easily used for other corpora. We then used the DBpedia Spotlight Web Service (Mendes et al., 2012; Daiber et al., 2013) to make the connexion between the corpus and DBpedia concepts. This leads to a much more fine grained and relevant analysis than possible with an entirely data-driven keyword extraction.

Based on the outputs of Spotlight, only concepts that occurred at least 100 times, and with a confidence value of at least 0.1 were kept. Spotlight outputs a confidence value between 0 and 1 for each annotation; a 0.1 threshold removes clearly unreliable annotations while maintaining good coverage. Tagging the full corpus with Spotlight (ca. 30,000 documents) took over 24 hours. We called the Spotlight service one document at a time; parallelizing the process can decrease processing time.

The visualization module

Once relevant concepts are identified, one wants to produce relevant text representations so as to provide a usable interface to end users. We present here three different kinds of interfaces that show the possible exploitation of the analysis described above.
The corpus is first indexed in a Solr search index and accessible through a graphical end-user interface. It is possible to query the corpus by date, using Solr's faceted search functions (see figure 1).

It is also possible to cluster together related keywords, so as to get access to homogeneous sub-parts of the corpus representing specific subfields of Bentham's activity (see figure 2).

Dynamic maps are also possible, to see for example the evolution of the different topics addressed in the corpus over time (see figure 3).

Scholarly benefits of these tools for the Transcribe Bentham project

Since 1958, UCL's Bentham Project has been producing the new, critical edition of the "Collected Works of Jeremy Bentham". The edition is expected to run to some eighty volumes, the thirty-third of which has recently been sent to the press. The "Collected Works" is based upon texts, which Bentham published during his lifetime, and unpublished texts, which exist in manuscript. It is a major task: UCL's Bentham Papers runs to some 75,000 manuscript pages, while the British Library's has a further 25,000 or so pages. About 40,000 pages have been transcribed to date and, while UCL’s award-winning 'Transcribe Bentham' initiative has helped to significantly increase the pace of transcription, a great deal more work needs to be done.

The first task in producing a volume of the "Collected Works" based upon texts in manuscript is to identify all the relevant pages. Bentham Project editorial staff use the Bentham Papers Database Catalogue, which indexes the manuscript collection by sixteen headings, including date, main heading, subject heading(s), author(s), and so forth. It is, however, entirely possible to miss relevant manuscripts using this method. The subject maps produced for this research promise to complement traditional Bentham Project methods; for instance, Bentham's work on political economy encompasses topics as varied as income tax to colonisation, and the subject maps will make it more straightforward to investigate the nexus between these, and other, subjects.

The dynamic corpus view, showing the evolution of topics addressed over time, could also prove useful in editorial work as can be shown in two examples. First, an editor at the Bentham Project is currently working on Bentham's writings on convict transportation, though there is some confusion over when exactly Bentham first broached the topic. The dynamic corpus view could help to clear up whether it was only around 1802 when Bentham wrote about transportation, or if he had investigated the subject in any great detail during the 1790s. Second, Bentham became more radical as he aged, and several Bentham scholars have sought to identify the point at which Bentham abandoned his earlier conservatism and 'converted' to political radicalism, and representative democracy; an analysis of Bentham's language at the turn of the century would be instructive in helping clarify this matter.

Conclusion

In this paper, we have presented a first attempt to give a relevant access to a large interdisciplinary corpus in the domain of philosophy, law and history. We have shown that using tools in concept clustering and visualization can provide an alternative way to navigate large-scale corpora, and confirm and visualise scholarly approaches to large scale textual corpora. Exploring how these tools can be effectively used with a corpus such as Bentham's indicates these methods are applicable to other sources as well.

In the near future, we are planning to refine the linguistic analysis in order to give better representations of the textual content of the corpus. We are also planning experiments with end-user to evaluate in more details the solution and the visualisation techniques used so far in this project.
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Reading in translation is an impoverishment, not so much because of the fluctuating quality of a translation or the loss of a perceived ‘original work’ but because of the elision of sociolinguistic context and the difficulty in conveying that lost context to readers. That world literature is taught almost always in translation at universities in America and elsewhere (a situation driven by the low capacity for foreign language instruction at the university level and the broad linguistic reach of world literature courses) compounds this problem. Of the estimated 20.2m American undergraduates in 2015, an estimated 1.6m are enrolled in foreign language courses, and, historically, only 17% of those reach the higher levels of proficiency necessary to read literature (Goldberg et al., 2013). The problem of American monolingualism has even affected the publishing industry; as noted translation theorist Laurence Venuti argued (1998), there are more translations of English texts into other languages than ever before while fewer foreign texts are translated into English. This trend means that American students are even less likely to feel
comfortable with literature in translation than students from non-English speaking countries.

However, conversations about literary summarization, a core practice of critical reading, take place globally and are preserved in the background of pages on every national language Wikipedia. As each language community summarizes their translations of works of world literature in the form of Wikipedia articles, they generate for every crowdsourced entry a discussion page and a history of that page; together, they reveal that literary work’s history of reception for a reading community in a given language. By striving to synthesize an authoritative, peer-reviewed summary of text native to or translated into that community’s language, each group highlights their concerns, thought processes, and the challenges posed by a given work. The goal is to make these differences and conversations more visible to readers through techniques from natural language processing for automatic translation, topic modeling, and the visualization of topic models; in so doing, we aim to develop a method by which the digital humanities can address a core problem in comparative and world literature.

Machine translated Wikipedia discussions can help reveal to monolingual audiences the degree to which cultural pragmatics influence the reception of key (and popular) works of world literature. Although flawed, automatic translation has been found in some languages to be comparable with human translation, at least in regards to cohesion and formality (Li et al., 2014). Presenting parallel national-language conversations – such as the national language conversations about topics like translating the title for Camus’ L’Étranger / The Stranger / Der Fremde / The Foreigner and a visualization of the change-over-time of Goethe’s Faust I summarizations in English, German, and Spanish – would help demonstrate the practical reception of a work in a language community. While work has been done on multi-lingual topic models (Ni et al., 2009), our research assumes that there will be both alignment and misalignment of topics across the various languages of a work; as such, our project resists the urge to normalize those topics into one category on the basis of an imperfect vector model of semantic similarity. Furthermore, experiments on iterative summarizations, such as elements of The Tale of Genji, demonstrate how even basic tasks in literary scholarship contain cultural dimensions and can thus reveal strong cultural patterns and biases held by different populations (Kashima, 2000). Along with the works mentioned above, this research explores the Wikipedia conversations around J.D. Salinger’s Catcher in the Rye / Der Fänger im Roggen / El cazador oculto / L’Attrape-cœurs / Il giovane Holden and Homer/Omero’s The Odyssey / Die Odyssee / Odisea / L’Odyssée / Odissea across English, German, Spanish, French, and Italian Wikipedia pages.

In an increasingly digitized cultural landscape, the pedagogical use of Wikipedia and similar platforms has gained a great deal of traction in certain fields. While it is often derided as a dubious source for information, Wikipedia has proven to be a successful arena for instructing students on the distillation of information, writing in the public sphere, and collaborative writing (Purdy, 2009; Vetter, 2014; Sweeney, 2012). As a multilingual space, Wikipedia has offered many scholars the opportunity to examine the ways in which the cross-cultural sharing of information takes place (Nothman et al, 2013; Filatova, 2012). In some instances, Wikipedia specifically has been used as a place for the comparison of knowledge and representation across cultural and geographic divides (Callahan and Herring, 2011). These scholars provide a framework for examining the cross-linguistic aspects of Wikipedia in order to highlight cultural differences and deconstruct colonial power structures that privilege the English language (Ensslin, 2011). In the available scholarship, the use of Wikipedia in teaching literature has been largely ignored; only a few studies exist and those mainly address literary studies’ reticence to incorporate Wikis into pedagogy (Bayliss, 2013). However, quite a few studies suggest that Wikipedia can occupy a distinct operational space in the university that supplements established pedagogical spaces and practices (Gorard and Selwyn, 2015; Knight and Pyke, 2012).

Our computational framework follows these possibilities to supplement two established methods of teaching translation in a world literature classroom. The first method consists of placing a work of literature in translation – a passage from a novel, for example – in relation to the same work in its original language. The hope is that students can analyze the differences between the original and the work in translation and, thereby, understand the way the literary text undergoes a ‘new life’ in translation. This method not only assumes a sophisticated knowledge of foreign languages among the majority of students but also brackets the question of how these works are read in the original language by native-language readers. The second method juxtaposes several translations of the same work into English. This has the advantage of not assuming knowledge of a foreign language. For example, students might read various translations of the 19th-century French poet Baudelaire in English, starting from English translations from the late 19th century and continuing through translations that have been published in the last twenty years. The advantage of this method is clear: students can easily see, in their own language, the way translation can change the meaning of a poem as they read it from one translation to another. While this method successfully bypasses the problem of foreign language competency, it amplifies the second problem: the student is even more divorced from the source-language context since all emphasis is placed on the way English speakers respond to a work of literature.
New methods, therefore, are needed to expose foreign texts and foreign contexts. Using computational methods to enter the themes and arguments about specific texts in other languages precludes some of the need for high-level competency in a foreign language in order to understand the debates about world literature in a non-American — and especially non-English — context. Automatic translation and topic modeling facilitate encounters with Wikipedia ‘talk’ pages in other languages. The rough output of these automated and annotated procedures preserves some of the estrangement of working across languages as the translation is rough, clearly communicating its nature as translation — and therefore serves its purpose without fully replacing the source text. With such experiments, our project broadly addresses two questions: how different language populations create summaries that are culturally distinct, and how these differences can be folded back into meaningful encounters for readers of works in translation. The overall method for this project is to identify the subset of well-documented and significant works, mine the relevant Wikipedia entries and conversations, and develop preliminary code to identify the linguistic features of the entry (e.g. topics, use of modals, noun density, phraseological structures, complexity measures, etc.) and the nodal points of the crowd’s conversation that yielded the page. As an example, consider the discrepancies across the Italian and English discussion pages of The Odyssey / Odissea as represented by ten 5- to 10-term topic models.

<table>
<thead>
<tr>
<th>Terms, Italian Discussion Page</th>
<th>Topic Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>odissea originali palla contributi registrami</td>
<td>Contributions and Registration</td>
</tr>
<tr>
<td>wikipedia forum migliorarla posto figlio arrivassero tener tentare importanza</td>
<td>Need for More Expert Contributors</td>
</tr>
<tr>
<td>ulisse niente aggiunto dante manch riferimento elenco proced cielo parte pirote condizioni</td>
<td>References to Dante</td>
</tr>
<tr>
<td>poseidone divina generale voglia commedia incontra quesiti acce cato ostacola competenti voce</td>
<td>Unclear</td>
</tr>
<tr>
<td>ripristino aggiungerei siti porre partenza traducendo manna materia versione</td>
<td>Older Versions are Better than Newer Versions</td>
</tr>
<tr>
<td>dir notizie rete evidente polifermo</td>
<td>Unclear</td>
</tr>
<tr>
<td>inglese qualcuno pena piccola inferno appositi pagina discutere film serve decise</td>
<td>Using English Wikipedia to Backfill Italian</td>
</tr>
<tr>
<td>esattamente pecca opere fin tema passo potere utenti</td>
<td>Reflections on Contributors</td>
</tr>
<tr>
<td>pare so troia attendo basandomi mesi trova provvisorio</td>
<td>Reflections on What to Write</td>
</tr>
</tbody>
</table>

Table 1. Named Topics Models from English and Italian Discussion Pages of Omero/Homer’s The Odyssey / Odissea

What comes across in this comparison is the somewhat different concerns of the two reading communities. The Italian discussion reflects concerns with the expertise of the editing community, a social reflection common to Wikipedia, and with connections between Homer and Dante, a figure more central to Italian literary identity. The English page reflects a concern with the Odyssean journey and its possible real-world correspondences. More commonality was found in another example comparing the discussion pages of J.D Salinger’s The Catcher in the Rye. These alignments and misalignments of reader’s concerns can destabilize the primacy of concerns held by a given reading community and speaks to one of the core benefits of reading world literature.
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**Introduction**

Big Data is reshaping the historical profession in ways we are only now beginning to grasp. The growth of digital sources since the advent of the World Wide Web in 1990–91 presents new opportunities for social and cultural historians. Large web archives contain billions of webpages, from personal homepages to professional or academic websites, and now make it possible for us to develop large-scale reconstructions of the recent web. Yet the sheer number of these sources presents significant challenges: if the norm until the digital era was to have human information vanish, “now expectations have inverted. Everything may be recorded and preserved, at least potentially” (Gleick, 2012).

While the Internet Archive makes archived web content available to the general public and mainstream scholarly community through its “Wayback Machine,” (at http://archive.org/web) which allows visitors to enter a Uniform Resource Locator (URL) to visit archived web versions of a particular page, this system is limited: not only do visitors need to know the URL in the first place, but they are limited to individual readings of single webpages.

By unlocking the Wayback Machine’s underlying system of specialized files, primarily ISO-standardized WebARCHive (WARC) files, we can develop new ways to systematically track, visualize, and analyze change occurring over time within web archives. Warcbase, an open-source platform for managing web archives built on Hadoop and HBase, provides a flexible data model for storing and managing raw content as well as metadata and extracted knowledge. Tight integration with Hadoop provides powerful tools for analytics and data processing. Using a case study of one collection, this paper introduces...
the work that we have been doing to facilitate web archive access with warcbase. We have growing documentation at http://docs.warcbase.org.

Project Rationale and Case Study

In 1996, the Internet Archive launched a complementary research services company, Archive-It, which offers subscription-based web archiving to collecting institutions. The University of Toronto Library (UTL) began collecting a quarterly crawl in 2005 of Canadian political parties and political interest groups (the collections were separate in 2005, merging in 2006) (University of Toronto, 2015). The collection itself has a murky history: UTL had been part of a broader project that would have collected political websites. It fell through, but UTL opted to carry out their crawl on their own and the librarian was responsible for selecting the seed list herself (faculty and other librarians did not respond for calls for engagement). While formal political parties are robustly covered, the “political interest groups” collection was a bit more nebulous: sites were discovered through keyword searches, and some were excluded due to robots.txt exclusion requests. Beyond this brief sketch, we have little information about the decisions made in 2005 to create this collection. This lack of documentation is a shortcoming of this collection model, as if a historian was to use this material in a peer-reviewed paper, questions would be raised about its representativeness.

If a user wants to use the Canadian Political Parties and Interest Groups Collection (CPP) through Archive-It today, they visit the collection page at https://archive-it.org/collections/227 and enter full-text search queries. In August 2015, our group also launched http://webarchives.ca, based on the British Library’s SHINE front end for web archives; this was a way to facilitate a different form of more casual user access, aimed at the general public (we discuss this in a separate paper).

The Archive-It portal is limited. There are no readily-available metrics of how many pages have been collected, how they break down by domain and date, and the portal undoubtedly provides skewed results unless the search phrase is dramatically narrowed down.

Consider the search for “Stephen Harper,” Canada’s Prime Minister between 2006 and 2015 in Figure 1. The results are decent: Harper’s Facebook page from 2009, a Twitter snapshot from 2010, and some long-form journalism articles and opposition press releases. But amidst the 1,178,351 results, there is no indication as to how the ranking took place, what facets are available, and how things may have changed over the last ten years of the crawl.

The data is there, but the problem is access.

Warcbase: A Platform for Web Archive Analysis

Warcbase is a web archive platform, not a single program. Its capabilities comprise two main categories:

1. Analysis of web archives using the Pig or Spark programming languages, and assorted helper scripts and utilities
2. Web archive database management, with support for the HBase distributed data store, and OpenWayback integration providing a friendly web interface to view stored websites

One can take advantage of the analysis tools (1) without bothering with the database management aspect of Warcbase – in fact, most digital humanities researchers will probably find the former more useful. This paper focuses on the former capabilities, showing how we can use the warcbase platform to carry out text and network analyses.

Using Warcbase on Web Archival Collections: Text Analysis

We have begun to document all warcbase commands on a GitHub wiki, found at https://github.com/lintool/warcbase/wiki. We begin with installation instructions, and then provide simple scripts written in Apache Spark to run the commands.

While possible to generate a plain text version of the entire collection, a more fruitful approach has been to generate date-ordered text for particular domains. If a researcher is interested in say, the Green Party of Canada’s evolution between 2005 and 2015, they can extract the plain text for greenparty.ca by running the following script:

```java
1. import org.warcbase.spark.matchbox.(RemoveHTML, RecordLoader)
2. import org.warcbase.spark.spark.spark.RddRecordReader
3. 4. RecordLoader.loadArc("/test/resources/arc/example.arc.gz", sc)
5. .keepValidPages()
6. .keepDomains("greenparty.ca")
7. .map(r => (r得到rawlDate, r得到Domain, r得到url, RemoveHTML(r得到contentString))
8. .saveAsTextFile("out")
```
All they would need to change would be the path/to/ input to the directory with their web archive files, the path/to/output for where they want to save the resulting plain-text files, and the greenparty.ca value to whatever domain they might be interested in researching.

They then receive a date-ordered output of all plain text for that domain (as per the extractCrawldateDomainUrl-Body command). It can then be sorted and used in other research avenues. For example, this plain text could be loaded into a text analysis suite such as http://voyant-tools.org/ or other digital humanities environments.

We have also been experimenting with other visualizations based on the extracted plain text. Computationally intensive textual analysis can be carried out using warcbase itself. Using the Stanford NER package in parallel, we have a script that extracts entities, counts them, and then visualizes them using D3.js to help see overall changes in a web archival collection. Figure 2 below shows the output of the NER visualizer.

Finally, another text approach is topic modelling (Blei et al., 2003). LDA works by finding topics in unstructured text. To visualize topic models, we elected to use the Termite Data Server, which is a visual analysis tool for exploring the output of statistical topic models (“uwdata/termite-data-server,” n.d.). As Figure 3 demonstrates, the visualization allows you to get a top-down view at the topics found in a web archive.

Warcbase presents versatile opportunities to extract plain text and move it into other environments for analysis. Unlike the keyword-based Archive-It portal, we now have data that can be inquired in many fruitful ways.

Using Warcbase on Web Archival Collections: Hyperlink Analysis

Warcbase can also extract hyperlinks. While text can be very important, these sorts of metadata can often be more important: allowing us to see changes in how groups link to each other, what articles and issues were important, and how relationships changed over time.

Consider Figure 4, which visualizes the links stemming from and between the websites of Canada’s three main political parties.

Above, we can see which pages only link to the left-leaning New Democratic Party (ndp.ca), those that link only to the centrist Liberals (liberal.ca) in the top, and those that only connect to and from the right-wing Conservative Party at right. We can use it to find further information, such as in Figure 5.
The above links are from the 2006 Canadian federal election. The Liberal Party was then in power and was under attack by both the opposition parties. In particular, the left-leaning NDP linked hundreds of times to their ideologically close cousins, the centrist Liberals, as part of their electoral attacks, ignoring the right-leaning Conservative Party in the process. Link metadata illuminates more than a close reading of an individual website would. It contextualizes and tells stories itself.

While we have traditionally used Gephi to do analysis, importing material into Gephi from warcbase required many manual steps as documented at https://github.com/lintool/warcbase/wiki/Gephi:-Converting-Site-Link-Structure-into-Dynamic-Visualization. We have been prototyping a link analysis visualization in D3.js, which can run in browser (Figure 6).

Conclusions

With the increasingly widespread availability of large web archives, historians and Internet scholars are now in a position to find new ways to track, explore, and visualize changes that have taken place within the first two decades of the Web. Warcbase will allow them to do so. This project is among the first attempts to harness data in ways that will enable present and future historians to usefully access, interpret, and curate the masses of born-digital primary sources that document our recent past.
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Introducción

Este trabajo tiene como objetivo mostrar las posibilidades que ofrecen las herramientas digitales para representar literaturas de México pertenecientes a los pueblos originarios. Estas formas literarias han sido subrepresentadas y los acercamientos a ellas siempre han estado marcados por una visión parcial sobre los procesos intrínsecos que las caracterizan y que las distinguen de las literaturas oficiales de México.
Las conclusiones se presentan en base a los resultados de dos proyectos: por un lado la edición digital Códice Mendoza y por otro un prototipo digital para la representación de poesía ritual. Ambos proyectos, como se verá, ilustran las ventajas de la representación digital sobre la que se ha venido haciendo por décadas en soportes impresos.

### Antecedentes

México es un país con una profunda tradición intelectual que viene desde mucho tiempo atrás de la llegada de los españoles. Las culturas que habitaron lo que hoy se denomina Mesoamérica lograron un enorme desarrollo científico y cultural, que se ve reflejado en su organización política, en su esplendor arquitectónico, en la precisión de sus cálculos astronómicos y en sus expresiones artísticas y literarias.

Es importante mencionar que hoy en día ese conocimiento sigue vivo a través de más de 60 culturas que cohabitan en el territorio mexicano. Esas culturas, en mayor o menor medida, son portadoras de ese conocimiento milenario, y siguen representando y actualizando ese saber a través de sus literaturas.

El investigador británico Gordon Brotherston se ha referido a estas literaturas como los libros del “cuarto mundo”, expresiones literarias que no necesariamente responden a los estándares que hemos definido durante siglos en la tradición intelectual hegemónica como literatura. (Brotherston, 1997)

Entre los ejemplos que podemos encontrar a lo largo del continente se encuentran los quipús andinos, y por supuesto los dos casos que nos ocupan: la poesía ritual y los manuscritos pictóricos mesoamericanos. Vale la pena recordar que muchas de estas culturas tenían una forma integral y holística de representar el cosmos, por lo que estas expresiones no se entienden de manera aislada de otros factores culturales como los rituales, la guerra, la caza o los fenómenos naturales.

Estos ejemplos de formas literarias no canónicas, que se multiplican por todo el continente americano, deben ser reconocidos como textos en sí mismos. Pueden ser entendidos como una modalidad enmarcada de lenguaje y todos cuentan con coherencia interna (estructura, formato y orden); codificación que le permite resistir al paso del tiempo; todas son entidades en sí mismas y cuentan con una estructura y una función comunicativa.

Es muy probable que los mecanismos de representación que hemos usado hasta ahora hayan sido poco sensibles a las necesidades formales que este tipo de expresiones exigen. Debemos reconocer que nuestros acercamientos están siempre enfocados a través de una visión binaria entre lo oral y lo escrito, irrelevante e insuficiente para las literaturas de la América Indígena.

En ese sentido hemos sido indiferentes o insensibles al ignorar todas estas categorías de representación. Si bien las hemos estudiado, y gracias a una enorme tradición de estudiosos desde fray Bernardino de Sahagún, pasando por el Padre Ángel María Garibay hasta llegar a Miguel León Portilla y Alfredo López Austin, las pudimos conocer, no hemos resuelto aún como adecuarlas para que su representación formal responda a la complejidad de su esencia.

Es necesario que entendamos que estos textos mesoamericanos son mucho más complejos de lo que hoy leemos como medios escritos. Son indioscindibles de todos los elementos que lo integran: material, oral y ritual. Son dicrónicos y dialógicos y al mismo tiempo multimediatizados.

Por último es necesario tener en cuenta que las dos formas expresivas de las que nos ocupamos, tienen origen en el México prehispánico, y en algunos casos han sobrevivido a los procesos de aculturación. También, estas dos expresiones resultan únicas por sus características y, hasta el momento en que estas líneas se escriben, el autor no ha podido conocer otros proyectos que aborden desde una perspectiva holística el problema de representación de estas literaturas o expresiones culturales mexicanas en otro tipo de medios.

### Representación de códices mexicanos en medios digitales

El primer proyecto que se abordará es la edición digital del Códice Mendoza esfuerzo histórico por ofrecer en plataformas digitales un nuevo acercamiento a estos manuscritos históricos. Estos documentos pictográficos son considerados objetos culturales complejos que representaban el conocimiento histórico, simbólico, calendárico, económico y ritual de los antiguos mexicanos. Fueron creados en diferentes tipos de soportes como el papel amate, el papel de maguey o el papel europeo, después de la llegada de los españoles.

La escritura de los códices mexicanos no es fonética salvo en el caso de los códices mayas. En el caso de los códices zapotecos y mexicas la relación entre las imágenes es lo que determina el significado. Este tipo de escritura no alfabética ha sido definida como semasiográfica (Boone Hill, 1994, 20). Asimismo, integran en un todo holístico lo que nosotros podríamos considerar como elementos separados. En ese sentido, los podemos considerar como textos multimedia ya que echan mano de imágenes, oralidad, memoria, ritual e incluso elementos no directa o físicamente asociados como esculturas, sitios sagrados o algún corpus de inscripciones. De igual manera, la lectura de estos documentos era un acto performático y ritual, sólo ejecutado por quien Jerome Rothenberg llamaría un técnico de lo sagrado.

En síntesis podemos decir que los códices son soportes abiertos, dinámicos, participativos, interactivos y ‘suceden’ en tiempo real. Por estas características resulta muy difícil imaginar que podamos representarlos en un soporte plano bidimensional como una edición en papel.
El especialista Miguel León-Portilla ha considerado que es insuficiente traducir un códice a una edición en papel. Quizá lo mismo se puede decir de cualquier traducción y transliteración, aunque por las características descritas arriba, se acentúa la complejidad en el caso de los códices. León-Portilla también estableció una interesante analogía, muy adecuada para nuestro tema, donde compara a los CR-ROMs con los códices. Enfatiza que ambos tienen varias formas de lectura, los dos son multimedia al combinar imágenes, texto y sonido, al tiempo que ambos tiene un afán totalizados de diversas facetas del conocimiento. (León-Portilla, 2003)

Hoy, el equivalente a un CD-ROM sería una aplicación web o una aplicación nativa para algún dispositivo móvil.

En este sentido, la edición digital del Códice Mendoza demostró que la representación digital es óptima para los códices mexicanos. Su complejidad semántica y también su carácter multimedia se representan de manera más holística en medios digitales. En este sentido vale la pena recordar las palabras de Willard McCarty cuando señala que toda traducción de un medio textual a un medio digital, conlleva una importante pérdida de sentido (McCarty, 2008). Sin embargo, en este caso la pérdida es mucho menor ya que lo que estamos trasladando es un medio dinámico a otro medio dinámico.

Del mismo modo, consideramos que el resultado funciona de manera doble en varios sentidos: permite un acercamiento al público en general y también un acercamiento a los académicos especializados. Al mismo tiempo, permite una representación más completa pero también las herramientas tecnológicas nos permiten un estudio más profundo de estos documentos, principalmente por su accesibilidad.

Representación de poesía ritual en medios digitales

Dentro del territorio mexicano existen más de sesenta lenguas indígenas, que con sus variaciones dialectales son más de trescientas. Como en todas las lenguas del mundo, son complejísimas las expresiones literarias verbales que residen dentro de estas lenguas y estas culturas.

Estas expresiones son consideradas como patrimonio intangible, innombrable y único a que existe una buena cantidad de registros, son escasos los que recaen en su valor literario, y en muchas ocasiones se desecha este tipo de acercamientos frente a los de las ciencias sociales.

Al igual que los códices, estas expresiones son dinámicas, abiertas, multimodales, participativas e interactivas. Dentro de la enorme diversidad de expresiones, se encuentran los cantos chamánicos o rituales, que por sus características son aún más complejos. En ellos, también inciden aspectos rituales, estados de trance y otros elementos contextuales difíciles de representar como pintura facial, eructos o incluso convulsiones.

Hasta hace poco tiempo estas expresiones se represen-
Podemos crear ediciones más holísticas, precisas, fieles y con un mayor grado de contexto que permite una mejor comprensión del objeto representado.

Se puede decir también que después de haber trabajado en dos casos disímiles en su formato, pero análogos en su origen y en su complejidad, la representación de un medio dinámico siempre debe de ser representada en un medio dinámico.

Tanto en el caso de la poesía oral ritual como en el caso de las códices se hace patente que la complejidad de las expresiones culturales prehispánicas encuentra una representación más rica y transparente a través de las herramientas digitales. Sus características dinámicas, abiertas, procesuales, interactivas y multimediales obligan a pensar en los medios digitales como óptimos para la representación y estudio de este tipo de literaturas. Los recursos digitales son más fieles al original, abren más canales semánticos, ofrecen más contexto, y una forma más holística y transparente de presentación.

Asimismo, en ambos casos encontramos enormes posibilidades para los interesados en el estudio de la cultura mexicana, para entender mejor este enorme patrimonio, esta literatura sumergida, donde creemos que es necesario profundizar en las ventajas y virtudes que nos ofrecen las herramientas digitales para un replanteamiento total en el estudio de ellas.
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Notes

1 Hay varios factores que inciden en la falta de preocupación por representar de manera más completa estas expresiones, principalmente hay poco interés de parte de los antropólogos por las características meramente poéticas de este tipo de literaturas. En general, las consideran como un accesorio para conocer otros aspectos de la cultura a la cual pertenecen, una fuente más para el estudio del otro. (Rothenberg and Tedlock, 1970).
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What is Sustainability?

Sustaining the results of digital humanities research projects remains an ongoing challenge within the wider DH ecosystem. This is particularly the case for research infrastructure developments, where the scale, complexity and indeed the overarching aim of the project to serve a potentially still emerging research community makes their continued accessibility even more important, and even more difficult.

Like any enduring challenge, sustainability of complex digital resources has been subjected to a certain amount of scholarly investigation (though less overall than one might expect). What a survey of this literature shows, however, is that the perspectives on how to face the challenge of sustainability are highly dependent on how a project or infrastructure views itself: for example, when viewed primarily as a form of organisation or institution, the sustainability model proposed will likely focus on the necessary ‘business model’ for maintaining the services created (Maron et al., 2009). The Archives Portal Europe (APE1), for example, established itself as a Foundation after the end of the project, in order to maintain the vital functions of the infrastructure and to further connect with other projects and similar initiatives.

Alternatively, when project outputs are viewed as a tool or technical platform, a sustainability proposal will primarily take into consideration issues and practices such as migration and curation of elements such as the repositories where the data are stored and continued maintenance of work environments and specific tools. The ‘TextGrid project’, for example, has been hugely successful in rolling its activities forward over a long period, continuing to make its services available to users. At its best, this approach results in a broad focus on software durability, documentation of processes and the modularity of services (Buddenbohm et al., 2015).

But to understand sustainability thoroughly we must also engage a second huge and unresolved issue in digital humanities, that is the reuse of project outputs and data. In particular, the “Log Analysis of Digital Resources in the
Arts and Humanities, or the LAIRAH project (Warwick et al., 2008) has contributed significantly to our understanding of what factors enable digital projects and tools to be found and adopted by users. From the results of this project we can see another model for the sustainable project to emerge, in which the communication and branding of the project is a key element of its success.

The CENDARI Project and its Approach to Sustainability

This presentation brings forward the hypothesis that a successful approach to sustainability for Research Infrastructures needs to be comprehensive; an approach that doesn’t just consider data or technology, community, communications or processes, but in fact all of them simultaneously. In addition, it should focus not only on a project as a collection of tangible and intangible assets, but also on the potential user base for these assets, and what these users consider valuable about them.

Discussion of this user-centred approach to sustainability will be based on the experiences of the Collaborative Digital Archival Research Infrastructure (CENDARI) project’s year-long sustainability planning exercise, conducted from January 2014-January 2015. This exercise, which built upon previous work in the project and a strong link to the Digital Research Infrastructure for the Arts and Humanities (DARIAH ERIC3), resulted in a set of principles and processes for mapping and sustaining user value from the project for the medium and long terms. Although both the generic process (which will be released as a sustainability toolkit at the end of the project) and the specific actions implemented by the project match on some level the specifics of the CENDARI development, they also reflect the reality, identified by Joris Van Zundert, of the “fluidity” of research infrastructure, caught up in both the digital information lifecycle and the creation of knowledge by end users, as well as the software components (Van Zundert, 2012).

The Sustainability Planning Cycle

The CENDARI sustainability planning process was comprised of a series of 4 stages, from pre-planning to closure and post-project actions, each of which contributed to the overall, holistic sustainability strategy. This cycle was intended to counteract a natural impetus within projects to view sustainability as a concern only for the final phase of the project, rather than one to be integrated into the project’s development and even its conception.

The CENDARI Assets and Multilevel Sustainability Action Plan

As a key component of the second and third phases of the CENDARI project sustainability planning process, the project carried out a thorough audit (including a stakeholder validation meeting) to refine its understanding of what assets the project had generated and how they could be maintained, shared and indeed passed on to its key users for further development. This process identified 7 categories of assets as most likely to find future usage, each of which posed unique challenges in how they could be captured, made visible and sustained. It has been one of the greatest challenges of the CENDARI sustainability planning process to ensure that for each of these areas we could find a solution, as we would for our personal work data, to make them findable and reusable in a contextualised manner, and preserve them in ‘multiple formats and multiple locations.’ For each asset type, the audience for potential future use is different, and therefore the solution proposed is as well.

The CENDARI portal is the most visible of its assets, representing the final synthesis of the project’s activities and its main point of access. For many projects, this would be where sustainability planning would not only begin, but end. CENDARI approached this sustainability challenge via a three pronged strategy, guaranteeing 3 years of access through the German arm of DARIAH but also ensuring new communities and new approaches would be recruited to continue development.

But the portal is not only useful in its complete final form, but also as a collection of unique services, tools and components optimised to support DH research. This possible reuse of the project outcomes was foreseen from the beginning, and a very modular, service oriented architecture was adopted for the project. The tools therefore require a sustainable pathway outside of the portal. That said, however, connecting tools with potential user bases is a constant challenge. The software community practice of using GitHub to share software was adopted, but further awareness raising was also required to ensure the maximal future use for the tools.

CENDARI holds a lot of data from different sources, some unique to the project, others well signposted elsewhere, and with different requirements and expectations for sustainability. This has been its legacy as a project seeking to reuse archival data for historical research, where the culture and ability to share data is unevenly developed. The CENDARI data portal gives access to this data, and the project’s data agreement and license have been developed with DARIAH as a co-signatory, so in many ways DARIAH had already agreed from an early point in the project to sustain this data. But DARIAH is not well-known as a data provider or source, and this solution alone may not maximise visibility and reuse. Therefore a redeposit protocol for unique data with an external trusted source has also been facilitated.

The Archival Research Guides exist as a particular subset of the data unique to CENDARI, but their status as both primary and secondary research sources justifies their
consideration as an asset class in themselves, in particular because of the manner in which they challenge existing norms of publication, communication and evaluation in the discipline of history. As extended and enhanced publications, incorporating analysis, links to data sources, multimedia objects, and links to project ontologies, these guides need to be delivered within the project portal. But to sustain these unique works of scholarship only in that format would again potentially limit their visibility. They will therefore be offered in one or more export formats, as well as becoming the focus of both a review publication and a research paper to be submitted to a mainstream (not digital) historical journal. In this way, their contributions to scholarship can be recognised as independent from the format in which they have been delivered.

Given how particular many of the project experiences in building for the DH community had been, a specific audit of CENDARI’s tacit knowledge was also undertaken, and several white papers and process oriented toolkits have emerged from the project on the foot of this (including, for example, a ‘White Book of Archives’ documenting the project’s experience of federating highly heterogenous data from traditional collection holding institutions). As a related issue, some of the project’s management assets may also have a future utility for others.

Perhaps the least easily defined and sustained aspects of the CENDARI project will be the communities - mixed and homogenous groups of historians and other humanistic scholars, collections experts and technologists - it has brought together and formed. Interconnectivity between cognate projects will be a key resource for this, as some communities will have interests across these projects, and networks can and should be shared. But some of the community aspects are very unique to CENDARI, and will have a specific role in guiding the future use of the portal and its components: for this reason, the project will use another DARIAH mechanism, the working group, to provide a structure for continued development of project concerns and assets.

As can be seen from this description, CENDARI has made both its own sustainability and the potential future role of the DARIAH ERIC in the sustainability of medium-to large-scale digital projects in Europe into key areas of applied research and development. The resulting tool-kit for sustainability will hopefully facilitate future projects in extending both their sustainability planning and strategies in the future.
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Digital scholarship depends on the availability of data in forms which are tractable to computational techniques, implying storage of data in sustainable archives. This is perhaps even more true of research in the humanities than in science. As the ESF observed in their 2011 report on research infrastructure: “in the hard sciences, datasets tend to be generated rather than collected and tend to be homogeneous in nature …. In Humanities, data tends to be collected and to be heterogeneous in content and format” (European Science Foundation, 2011:5). It is both the possibility of storing the data and the stored data itself which makes up critical infrastructure in many disciplines and innovative scholarly practices may not develop in the absence of such infrastructure. Here, we discuss the development of digital infrastructure in the field of language documentation (within the discipline of linguistics) and try to assess the extent to which the provision of well-funded (by the standards of the discipline) infrastructure is changing scholarly practice.

Language documentation as a field in linguistics dates from the publication of the seminal paper 'Documentary and descriptive linguistics' (Himmelmann, 1998). It is in large part a reaction by linguists to the challenge of language endangerment (see Hale et al., 1992; and Musgrave, 2015 for a recent survey) and it emphasises the collection of large bodies of data of languages in use. Language documentation began at the same time that it was becoming feasible to make high quality digital recordings, both audio and video, on reasonably priced equipment. Archiving of documentary material was a core component of the program as conceived by Himmelmann, and this was immediately seen to mean digital archiving. Indeed, it can be argued that the whole enterprise of documentary linguistics falls comfortably within the digital humanities (Thieberger, 2014).

Two projects began in the first decade of the century to fund researchers to make collections of documentary materials. One was based at the Max Planck Institute for Psycholinguistics (Nijmegen, The Netherlands) and funded by the Volkswagen Stiftung; the other was based at the School of Oriental and African Studies (London, UK), funded by Arcadia. MPI Nijmegen had a well-resourced technical department which took responsibility for developing the archiving stream of the DoBeS project. HRELP had to build their archive from scratch; no existing resources at SOAS were available to support their work. For both projects, it was a requirement of funded research that data were deposited in the relevant archive. Both archives, however, are open to deposits from non-funded researchers.

The DoBeS archive is subsumed under a larger archive called The Language Archive which also holds language data from other MPI activities and from other institutions and projects. Figure 1 shows the cumulative deposits in TLA for DoBeS material and for material classified as donated. The figures here represent the number of files retrieved from the catalogue based on their 'Last modified' field. This does not reflect the accession date of the file in all cases, but it is a reasonable proxy.

The archive at SOAS is known as ELAR. Figure 2 shows cumulative deposits in that archive; figures are drawn from information provided by ELAR in the annual reports of HRELP and represent bundles of data deposited rather than individual data files.

Notes
2 https://textgrid.de/
3 http://www.cendari.eu/
4 https://www.dariah.eu

Figure 1. Cumulative deposits in TLA
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Although both archives have grown over the periods shown, the patterns are different, with a flattening out in the DoBeS deposits starting around 2011. There was no funding round in 2010. Projects were funded in 2011 and 2012 but 2012 was the final round and while the archive still expects to receive deposits from the last two funding rounds, such deposits will continue to decrease.

Figure 3 shows the percentage of donated deposits based on the cumulative figures for each archive.

For both archives, once the infrastructure was established, non-funded deposits make up an increasing proportion of the archive. TLA has added large amounts of donated material in recent years, in part a conscious effort by the archive to expand its activities beyond the DoBeS project by taking responsibility for existing data sets. One barrier to archiving data is meeting an archive’s requirements particularly in the area of metadata. ELAR uses a more flexible metadata system than TLA (which uses the IMDI scheme, https://tla.mpi.nl/imdi-metadata/). We might therefore expect more voluntary deposits in ELAR than in TLA, but this is not the case in these data. The different proxies we are using to assess these trends here make it difficult to compare the two exactly, but we can see a clear trend over the last decade which suggests that archiving data is increasingly a part of scholarly practice in this area of linguistics and that there has been progress since the rather gloomy summary provided by Thieberger (2011).

One question raised by this data is the extent to which the donated data is coming from researchers who have also been funded by the relevant program. Both projects provide training to funded researchers and it is possible that the practices learned there are continued when researchers collect data in other projects. In the case of TLA, 36 data sets have been deposited which were not the result of DoBeS funding and in six cases the researcher(s) had been funded by DoBeS for other work. ELAR has material not associated with funded projects deposited by 37 researchers of whom eight had been funded by ELDP for other work. These figures suggest that acquiring experience of the archiving process is a factor in future work practices, and that this factor has had very similar levels of effect in both archives.

The data which we have used in this paper are limited and important questions remain unanswered. The most obvious is how and to what extent are these resources being used. ELAR provide some usage statistics; based on logs for the month of November 2013, estimated traffic on the catalogue and the archive portal is around 680 users per day with an estimated 1.66 million pages served per year. These numbers suggest that the archive is being used a lot, but it is not possible to tell who the users are or what they are doing on the site. More fine-grained data are needed to tell us whether the availability of resources such as ELAR and TLA is changing scholarly practice in accessing language data.

The data we present here indicates that, in the field of documentary linguistics, the availability of good infrastructure for digital archiving has had an impact on scholarship. Data is being deposited in the archives beyond the requirements of the relevant funding bodies, and in the case of the archive for which usage statistics are available, it seems that the level of activity is substantial. These changes may in part be due to the level of training provided to funded researchers; but such training should, we suggest, be considered an essential part of the research infrastructure of digital scholarship. Another reason for the changes may be that linguistic scholarship is moving towards recognising primary data as scholarly output (Thieberger et al., 2016). This process is only possible when primary data can be cited using persistent identifiers provided by a repository (cf. NSF (Task Force on Data Policies), 2011:9 (Recommendation 2)). There is therefore the possibility of a virtuous circle here: adoption of best practice in data management will lead to more robust research methods in the field as well as career benefits for researchers.
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Understanding how the spoken language is represented in novels over time, and how this relates to gender and other characteristics of the represented speaker and the author is a key question in the Digital Humanities. Previous work has explored such questions lexically, focusing for example on differences in word choice between male and female authors. Yet while such lexical stylistic approaches have been computationally sound (Argamon 2003, Olsen 2005, Yu 2014, Rybicki 2015), a purely lexical approach is known to have serious methodological dangers. Individual lexical items are highly conflated with topic, genre, author idiosyncrasies, and era, making it difficult to draw general conclusions, particularly over long time periods. An even greater problem is that this approach essentializes gender a priori (Bing & Bergvall 1996), neglecting how the complex interplay between an author and the characters they portray creates the performance of linguistically gendered writing.

We propose to draw from methods in social psychology (Newman 2008), network analysis (Schwartz 2013), and corpus linguistics (Biber 1991) to offer two innovations in the analysis of novels. The first is a new metric for characterizing dialogue, called dialogism, that references Bakhtin’s theories of novels and dialogue (1935). This measurement uses abstract grammatical features in the text to characterize the extent to which it is dialogic. By using categories like parts of speech, our method avoids the genre-specific and era-specific problems of individual words. Our second innovation is a computational analysis of the performance of gender within dialogue. We explore the relationship between the gender of the characters portrayed in novels and their language, which illuminates the performative aspects of gender.

Although we do not entirely escape the entrapments of gender as a defining authorship trait in our analysis, we do use it to develop deeper understanding of dialogue as a whole rather than simply a tool of reifying stereotypes. From our innovations, we propose to answer three important questions: 1) what is the composition of the
dialogic landscape in fiction? 2) what characterizes dialogue linguistically? and 3) how is author gender and the gender performed by characters reflected in the language of dialogue?

**Data and Dialogue Extraction**

Using three corpora of novels from the beginning of the romantic period to the present day, we construct a corpus that contains 1,106 novels from 1782 until 2011. This corpus is largely composed of the standard English canon, with the pre-1900 portion drawn from Chadwyck-Healey, and therefore exhibits the bias present in canonical authorship, containing 851 male-authored novels and 255 female-authored novels.

We introduce and use a new dialogue extraction system to locate quoted text based on a series of rules and regular expressions. Then, using a number of high-precision patterns such as `<QUOTE>-<PRONOUN>-<VERB>`, we assign speaker gender to quotes associated with gender-disambiguating pronouns (`he`, `she`, etc.) or proper names that can be reliably distinguished from gendered namelists. We evaluate our system on texts hand-labeled for quotes and speaker identity (Austen’s *Pride and Prejudice* (He 2013), Cooper’s *The Spy*, and Fitzgerald’s *The Great Gatsby*), resulting in average quote extraction of 94.5% of quotes at 95.4% precision and gender attribution of an average of 44.4% of the extracted quotes at 93.1% precision.

**The Dialogic Landscape**

We first statistically evaluate the distributions of extracted dialogue to see whether novels have become more dialogue driven over time. Controlling for novel length (Figure 1), we measure mean quotes per thousand words per decade, finding a steady increase over time regardless of author gender (Figure 2). Overall, male authors add roughly 1 quote per 20 years ($r^2 = .80$); female authors 1 quote every 30 years ($r^2 = .64$).

Next, we examine the relative attention that authors pay to characters and gender, using dialogue as our lens. From the extracted speaker-assigned quotes we calculate the proportion of male- to female-spoken dialogue per novel. This allows us to understand the gender of the characters portrayed in our texts and how this composition has changed over time.

We compute the mean of a normalized ratio of words spoken by male versus female characters per novel, bucketed by 50 year intervals (Figure 3). This ratio is normalized such that it forms a continuous spectrum centered at 0, with +1 signifying that male characters spoke twice as often; -1 that female characters did.

Here, we see that male authors tend to write male-spoken dialogue and female authors female-spoken dialogue, but that overall, female-authored dialogue tends to be close to balanced (mean = -.04) while male-authored dialogue is far from it (mean = 2.5). An interesting leap towards balanced portrayal happens among male authors at the beginning of the 20th century, influenced largely by authors such as Henry James, E.M. Forster, and Booth Tarkington.
Linguistic Characterization of Dialogue

To discover the underlying linguistic differences between narration and dialogue, we perform Multi-Dimensional Analysis (MDA) on the dialogue in our corpus, using a slightly modified set of Penn Treebank part-of-speech tags as distinguishing features. While it is not a classification algorithm, MDA isolates factors such that data with similar features are grouped together. These factors contain features that are positively or negatively correlated with one another. Effectively, even though no class labels are used, these factors reveal strong feature relationships for dialogic text.

Based on this analysis we propose a new dialogue metric, dialogism, that is robust to lexical choice and transportable across corpora. The new metric is constructed from the ten factors (out of 16) with $r^2 > 0.5$ when used to separate narration from dialogue and considers both positive indicators and negative indicators of dialogue, shown in Table 1. Figure 4 shows the high overall separation between narration and dialogue that our metric achieves (Kolmogorov-Smirnov value = 0.89).

| + Present tense verbs, bare verbs, modals, 1st/2nd/"it" pronouns, Wh-pronouns, interjections, existential there, adverbs | - past tense verbs, 3rd person pronouns, gerunds, particles, nominalizations, determiners, Wh-determiners, prepositions and subordinating conjunctions, adjectives |

Table 1: Positive and negative contributors to dialogism score

Examing dialogism over time, we find that the distance between narration and dialogue has increased since the 18th century, and that, as a whole, novels are becoming more dialogic. At the same time, visualizing the outlying data quantifies the effects that shifts in literary style, for instance, modernism in the early 20th century, had in terms of dialogism.

Figure 5: Difference in dialogism scores for dialogue and narration over time for texts within 1 (73.1%), 2 (93.5%), and 3 (99.5%) standard deviations of the mean difference.

Gender in Dialogue: Performance and Authorship

We finally turn to the performative aspects of gender: how do authors perform gender through the speech of their gendered characters? Which authors most significantly differentiate their male and female characters through dialogue?

Using the same corpus, but subsampling to balance for speaker gender, we isolate author gender effects and use these results combined with the original data to isolate speaker gender effects. This analysis reveals that the differences between male- and female-authored dialogue cannot be accounted for solely based on either author gender or on the genders of the speakers they portray. Author gender accounts for 64% of the variation between male- and female-authored dialogue while other speaker gender effects account for 36%. However, because the standard deviation of this ratio is so high (23%), this is an indication that some authors are more heavily influenced by their own genders and some more by the characters they portray.

Digging deeper into the question of which authors are better than others at differentiating male and female characters through dialogue, we perform t-tests on the male- versus female-spoken quotes for each author. Shown in Figure 6 are the authors who differentiate their male and female characters through dialogue at $p < .0005$. Notably, while most authors portray female characters as more dialogic in speech, a small minority do the opposite (above, Maria Cummins), a trend that also holds at higher $p$ thresholds.
Conclusion

The development of the novel is marked by an increased use of dialogue over time. This suggests that the deepening of characters was accompanied by, or may be an effect of, a shift of attention towards performative modes of characterization. Moreover, this transformation to a more dialogue-driven structure bears a gendered dimension, suggesting that the depiction of sociality by female novelists favored a more realistic gender balance than the predominately male social models favored in male-authored texts. Our work suggests that the presence of any gendered language in the text may be contingent upon the mode of performance adopted by the author, regardless of gender, an observation supported by the variation in both dialogue cast composition and dialogism at the beginning of the 20th century, when a shift in literary style occurred. Further, the strict delineation of mid-nineteenth century sociality into the gendered public and private spheres, as represented by the novel, is itself a deeply gendered understanding of sociocultural codes more true of male-authored texts than female-authored ones. The substantial effects that speaker gender has on dialogue indicates that perhaps not only are novels intrinsically dialogic, but that dialogue itself is intrinsically performative. Thus, the performative nature of a novel is itself deepened by the degree to which its author differentiates the characters through a gendered performance of dialogue.
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As most of modern and pre-modern western writing systems explicitly represent division of the words in a sentence by spaces or breaks, it has been easy to use computers to analyze texts based on each word and its meanings. However, there are several modern and pre-modern writing systems that do not explicitly indicate word separation in texts; that is, all words in a sentence are contiguous. A major contemporary representative of this kind of writing is seen in the language system of East Asia. Moreover, a popular Japanese pre-modern writing system called kuzushi-ji (cursive style characters) had often been presented with undivided characters even in typesetting until the late nineteenth century (Fig. 1, Fig. 2). As the lack of word-separation has been evoking not only ambiguity but also multiple interpretations, it has formed an aspect of cultural richness in Japanese culture. However, as a result, Japanese texts have intrinsically presented difficulties: not only in the case of textual analysis but also in both manual and automatic transcription in the digital era. This presentation will discuss problems in these writing systems and the current situation of attempts to resolve them through the methods of digital humanities.


Fig. 5: A result of image search in SMART-GS

However, there are special difficulties presented when a needed character is not encoded in Unicode. It seems to be similar with the case of Medieval Unicode Font Initiative\(^2\), but the number of unencoded characters would be much more in the Japanese case included in East Asia culture. Especially, as Japanese culture has been involved with foreign cultures and developing them in its contexts, several writing systems are preserved in its cultural resources, including Kanji, Hiragana, Katakana, Hentaigana, and Siddham scripts. Siddham scripts were encoded in Unicode 8.0 with its variant characters by efforts of Script Encoding Initiative, international experts, and SAT project\(^3\). There are already 80,000 Kanji (CJK unified characters) registered, but thus number will continue to increase. Hentaigana (including over 200 glyph shapes) was proposed to the ISO committee on October 2015\(^4\). In order to make easy-use digital scholarly edition for Japanese texts, especially classics, this process will be continued.

While efforts of transcription, due to commoditization of digitizing textual materials in hi-resolution, digital image
databases have also been grown in Japan. Especially, the National Diet Library in Japan has been addressing the publication of digitized collection including over 300,000 books—since over decades ago and recently stated that most of them are to be released in the public domain\(^5\). And some institutes such as Kyoto Prefectural Library and Archives\(^6\) and the University of Tokyo Library\(^7\) are publishing their digitized collections under open license. The Art Research Center in Ritsumeikan University and the National Institute of Japanese Literature\(^8\) have released many digitized textual resources under academic license. The latter institute plans to distribute parts of their contents under open license in this year in its new comprehensive digitization project\(^9\). Needless to say, these are useful to enhance the convenience of humanities research. Especially, in Japanese contexts, many humanities researchers mention that validation of research results has been made much more efficient by the increased use of the digitized images.

Crowd sourcing transcription has recently emerged also in Japan. Transcribe JP project has been conducted as a SIG of the Japanese Association for Digital Humanities. It provides a Web service\(^10\) for transcription with Omeka and Scripto plugin. Moreover, it started a micro task crowd sourcing project on\(^11\) October 2015 in cooperation with Crowd4U project\(^12\). Contributors can determine whether a character is exactly OCRed or not, comparing a candidate character with a piece of an image only by one click. The first experiment was finished in a much shorter time than we expected. Further results will be reported at the DH2016.

**Difficulties in Word Separation**

In spite of the difficulties of transcription, there are many digitized texts in Japanese. Aozora-Bunko\(^13\), a public domain Japanese texts repository similar to the Gutenberg Project, provides over 10,000 texts on its Web site and GitHub. The National Institute of Japanese Language and Linguistics (NINJAL)\(^14\) publishes several encoded historical Japanese texts with POS tags on Web and Web services of textual analysis on modern Japanese texts including 100 million words with POS tags each word in its original format. The SAT project\(^15\) also provides digital texts of Buddhist scriptures consists of 100 million characters mainly in Chinese and Japanese with some philological tags on Web.

The texts of NINJAL consists of separated words with POS tags, but most of the others do not use this method. Then, methods for textual analysis are common in Japan: The one is n-gram analysis regarded a character as one "n". The other is developing tools for automatic separation of words sometimes with POS tagger, such as Mecabi\(^16\), Chasen\(^17\), and Kuromoji\(^18\). These tools realize a high degree of precision, but sometimes produce errors. In this case, one has to manually correct the result of the tools if sharing exactly-processed texts is necessary. Moreover, even if a separation is not mistaken, it might support an interpretation in some cases. Such kinds of cases can also be occurred in word-separated corpora. This type of writing system includes such kinds of issues.

**Rendering of texts**

In XML-formatted texts, suc has those maintained in TEI, JATS\(^19\), and so on representation of breaks in source XML files seems to be regarded a space as a separation between words in popular stylesheets. But in the case of non-separated texts, it causes problems such as unnecessary separation. The XSLT-processed Japanese text in fig.7 must exclude spaces between characters in spite of line-breaks in the XML source (fig.6). Conversely, as a Japanese semi-governmental open access journal system adopting JATS ignores line breaks even in English, the words are connected in the case of Fig. 6 and Fig. 7. This problem seems to be recognized in ePub with solution in CSS according to the target language\(^20\). While it must already be discussed even in contexts of DH because non-spacing texts have been generated in various time and place, the differences of treatment of the line-breaks in XML source files should be carefully treated regarding not only representation but also analysis of texts.

**Rendering of texts**

In contexts of current DH, huge humanities resources have still been dormant. According to their awakening, these kind of issues should be gradually revealed and needed to be solved from both practical and abstract
viewpoints. Through solving them earnestly under global communication, DH will come to better fruition.

Notes

2 http://folk.uib.no/hnooh/mufi/
5 http://dl.ndl.go.jp/
6 http://lyakuyo.kyoto.jp/
7 http://dzkiings.l.u-tokyo.ac.jp/utlib_kakouzou.php
8 http://www.niij.ac.jp/
9 http://www.niij.ac.jp/pages/cijproject/index_e.html
11 翻デジ@JADH×Crowd4U. http://www.jadh.org/transcribejp
12 Crowd4U. http://crowd4u.org/en/
13 http://www.aozora.gr.jp/
14 http://www.ninjal.ac.jp/
15 http://21dzk.l.u-tokyo.ac.jp/SAT/
16 http://taku910.github.io/mecab/
17 http://chasen.naist.jp/hiki/ChaSen/
20 http://www.idpf.org/epub/30/spec/epub30-overview.html
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Introduction

The purpose of this study is to determine the extent to which online roleplayers’ make use of language in the construction of narrative. Using computational approaches to text analysis, we compare in-game chatlogs of roleplayers with those of non-roleplayers. In doing so, we identify the particularities of the language of roleplay. Our findings are significant in that they macro-analytically demonstrate the differences between the narrative language of roleplayers and the objective-driven language of traditional players. While these differences have already been analyzed by other researchers, this study is the first to offer a thorough account of them using quantitative methods.

Roleplay is both a historic and present practice, dating as far back as ancient Greece (Corsini, Shaw and Blake, 1961). Throughout the 1970s and 80s, face-to-face roleplay surged in popularity with the advent of renaissance fairs and tabletop games such as Dungeons and Dragons (Barton, 2008). Today, MMORPGs (Massive Multiplayer Online Roleplaying Games)2 are believed to enjoy over 47 million collective subscriptions. Research on the communication habits of online roleplayers provides insight into the contemporary refiguring of this long-running narrative and representational practice. The existing research on roleplay in video games relies on qualitative methods and focuses on games that have since waned in popularity. Our game of choice is World of Warcraft, commercially one of the world’s most popular MMORPGs (Bainbridge, 2015), and thus a rich and legitimate source of data. We approach the analysis of this dataset using a range of computer-assisted methods.

Methodology and Results

For the purposes of this study, we gathered two sets of data:

- Chatlogs volunteered by World of Warcraft roleplayers
• Guild A donated strictly-roleplay chatlogs and non-roleplay chatlogs
• Chatlogs volunteered by World of Warcraft non-roleplayers
• Guild C donated non-roleplay chatlogs from a server without background roleplay
• Non-RP RP server consisted of the study authors’ chatlogs, from a server with background roleplay mixed with non-roleplay (task-oriented gameplay and casual chat)

This sample provided a middle ground between strictly-roleplay and strictly non-roleplay samples

We applied a variety of Digital Humanities methodologies to our dataset in an effort to extrapolate the differences in language of interest to this study. Our experiments included:

• Most frequent (uncommon) word analyses to determine if any dominant themes differ across roleplayers and non-roleplayers.

As can be seen (see Fig. 1), the majority of words in the roleplay sets are related to emotive and descriptive words relating to interactions between characters.

• Delta analysis to determine if chatlogs clustered by style depending on whether they were taken from roleplay or standard play.

We were able to obtain both roleplay and non-roleplay chatlogs from the same group of players (Guild A), allowing us to perform a valid stylometric analysis (see Fig. 2) to determine if there is a stylistic separation between the language used in roleplay and non-roleplay. We conduct the Delta analysis using R, which shows that the linguistic styles of these player groups are distinct.

• Zeta analysis to establish words that were distinctive to each player group.

Our Zeta analysis reveals those words which are distinct to each group. Words particular to the non-roleplayers include objective-based terms such as “dps” (damage per second), and slang terms such as “nerf” (overkill).

Meanwhile, the roleplayers tend to use descriptors of body language (e.g. “looks”, “nods”, “stares”, “glares” and “grins”) and otherwise emotive terms (e.g. “cheers”, “breath”, “growls”).

• Topic modelling to determine any discursive trends across roleplayers and non-roleplayers.

Using non-negative matrix factorization, we ran topic models for a non-roleplay guild and two roleplay guilds (see Table 1). The topic models reinforce the previous findings, demonstrating that the focus of roleplayers is largely on narrative content, whereas non-roleplayers are predominantly concerned with game objectives.

• Sentiment analysis to determine the extent to which roleplayers and non-roleplayers make use of emotive language.

Sentiment analyses of the non-roleplay chatlogs reveals that the language of non-roleplayers, as would be expected, remains, from the perspective of sentimentality, consistent throughout. The results of the analysis of the roleplayers (see Fig. 3) are interesting in that the sentiment oscillates to a significant degree, demonstrating a high degree of verbosity in the language that they use.

Significance

While a difference between the play styles of roleplayers and non-roleplayers has often been assumed by researchers based on players’ self-identification, our study confirms a real distinction between roleplay and non-roleplay in terms of language. We have shown quantitatively that the language of roleplay is more emotive, narrative, and verbose than that of non-roleplay. MMORPGs can provide a platform not only for interactive play, but also for interactive storytelling or group narrative construction.

Of particular significance is our finding that roleplayers frequently describe their avatars’ body language. Through use of descriptors such as “looks”, “nods”, “stares”, “glares”, “grins”, etc., roleplayers adapt to limitations in the control of their avatars by verbally recreating non-verbal cues. Analyzing the complex interplay of roleplayers’ chat descriptions and the actual movements of their avatars can help us to better understand the challenges and potential of virtual forms of embodiment. It can also assist game designers in better accommodating the needs of a dedicated subpopulation of players.

Methodologically, our choice to seek chatlogs from roleplay and non-roleplay guilds, rather than rely solely on our own in-game chatlogs, is a strategy that can be of use to other researchers. Guilds in World of Warcraft frequently store—and, in the case of roleplay, even clean—their own chatlogs, which can provide a focused dataset.

![Figure 1](image-url)
Overall, this research demonstrates the potential for increased intersection between games studies and critical DH methods. Our study provides the statistical evidence necessary to further extrapolate how roleplayers use language to create their own storylines, invent character personalities, and develop meaning in the context of a game’s fictional world. In this paper, we will further detail the outcomes of our analyses, and offer a number of interpretations founded upon our results.

Top NMF topics in non-roleplay

Topic 0: kill mcs interrupt dps weapon switch power lol world corruption
Topic 1: power world horde whirling corruption lol true yes dps flows
Topic 2: rested feel longer learned blueprint watch frenzy goes thats just
Topic 3: pst if guild wod just heroic looking soo man raid

Table 1
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1 Roleplay in videogames refers to users remaining “in-character” while playing the game. While roleplaying, users use performative communication, interacting in a manner suited to their character’s personalities, and remaining constrained within the established limits of the game’s backstory.

2 A Massively Multiplayer Online Role-Playing Game, or
MMORPG, is a roleplaying videogame that takes place in a persistent Web-based world. This world is shared by a large player base interacting within a common environment for the purposes of socialising and playing the game in both an individual and collective manner.
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Background

In opera and music theatre, the realisation of a work in performance differs significantly from the abstract concept that is captured in the score. The scenic interpretation, with its own characteristics and specific perspective on the work, is created afresh in every new staging – thus a performance and its experience cannot be determined from the score alone (Cook, 2013).

Comparing a mere three stagings of Richard Wagner’s Der Ring des Nibelungen illustrates this point: the Bayreuth premiere in 1876, Boulez’/Cherau’s “centennial Ring” in Bayreuth 1976, and the Ring Cycle in Birmingham in 2014 (which is the subject of our digital annotation capture in this paper). Not only are costumes and decorations entirely different, but also the setting and staging of the action, interpretation and presentation of the characters, visual and scenic aesthetics, and the perspective on and attitude towards the work.

For studies of the reception and perception of an operatic work, keeping a record of a particular performance – the characteristics of individual stagings – is an important requirement. This poses the question of how best to document the ephemeral phenomenon of an opera. Audio-visual recordings appear to provide an answer, but they are neither neither objective nor exhaustive; live annotation by a musicologist in the audience can thereby provide an additional or alternative resource.

Musical Score Annotation Kit

We developed the Musical Score Annotation Kit (MuSAK) to capture these musicological annotations, designing it to meet the requirements – and technical compromises – of operating in the environment and timescales of a live production in a working theatre, and providing an interface of sufficient responsiveness and adaptability to meet the needs of a working musicologist. The kit comprises:

• A touchscreen tablet device, running a bespoke web-based client through which each individual page of a score can be annotated and pages can be turned;
• A server based on the Union platform which gathers annotation keystrokes from the tablet client;
• A second “score following” page-turn annotation interface, capturing timings of the realisation (performance) of the material on a particular score page;
• A Livescribe Echo digital smart pen, used to take notes beyond those described in the annotation key (see below);
• Capture of audio and video, potentially recording both the staged performance and the musicologist using MuSAK.

Technical details of the MuSAK infrastructure are fully described elsewhere (Page et al., 2015). In this paper we report upon the utility of the toolkit: both in relation to the needs of the musicologist during the annotation event; and in relating the quantitative temporal data captured to the qualitative consideration of its potential musicological interpretation. Particularly with regard to the latter data-derived investigations, a key functionality of the kit for post-performance analysis is the temporal reconciling of the constituent digital media and annotations into a coherent metadata hyperstructure, enabling navigation of the information-dense digital captures (Nurmikko-Fuller et al., 2015).

Annotation workflow and enactment

The first full deployment of MuSAK captured annotations during a complete staging of Richard Wagner’s Ring, performed on four nights over five days by the Mariinsky Opera at the Birmingham Hippodrome in November 2014 (Figure 1).
Figure 1: The musicologist and MuSAK in position from her viewpoint at the back of the stalls before curtains up

This multi-stage process is summarised in Figure 2. Digital images were generated from short piano scores of the operas obtained from IMSLP\(^1\), then formatted and cleaned for viewing on the MuSAK tablet. The musicologist spent considerable time before the performance annotating printed copies of these scores which were subsequently re-digitised. These pre-performance notes highlighted musical elements determined directly from the score; these also served as ‘signposts’ for potential points of interest which would be revisited during the live performance.

This necessitated the development of a symbolic key (Figure 3) which allowed annotations to be made at sufficient speed during the live performance, and which was trialled before deployment during co-development of the technical system. During the Birmingham staging the musicologist annotated the tablet-based score image directly using a stylus to draw symbols from the key (Figure 4), allowing for adaptation of the key between the nightly performances, based on experience during fieldwork.

A significant volume of annotation and related data was gathered: 15 hours of video footage; over 100,000 tablet strokes encoding 8,216 annotations; 1,300 performance-based page turns; 1,316 digital score images; and 104 pages of writing producing 13 hours of digital pen replay.

**Toolkit Assessment**

The usability attributes of MuSAK were assessed in interviews with the musicologist after the Birmingham performances according to learnability, efficiency, memorability, and satisfaction, as defined by Ferre (Ferre et al., 2001).

Learnability was evaluated through the musicologist’s experience of acquiring the skills necessary to complete the annotation process. She found the system comparable to existing musicological annotation pragmatics, minimising the need for training:

> Using MuSAK [is] very similar to the process that I as a musicologist used to do regularly...I think it worked very well because [it repeated existing] processes [...] and fitted in with actions I was very well adapted to...the tools were very non-invasive.

On satisfactory functionality and performance, the musicologist felt “quite” able to keep up with the pace of the
opera, although believed that the time necessary to make additional freehand annotations and cognitively process observations made the page turn annotations inaccurate:

I was quite well able to keep up with the pace... I have been able to capture...a pretty good picture of...the profile of the performance... an important realisation is that making these scenic [and musical] annotations … which are particular about this performance... requires a lot of time to think and... process even if it is only [around] 10 seconds or 5 seconds...if we want to also capture a detailed and accurate time profile of the performance it would be necessary to have two people...

However, an analysis of the page turn data (below) indicates an ability to at least turn pages at a pace highly correlated with the performance. (MuSAK can also be configured to support multiple annotation devices and annotators simultaneously, although this was not done during the Ring capture.)

The musicologist reported an ability to capture the idiosyncratic profile of each specific performance, including deviations from the score or expectations based on it, as well as staging, lighting, and the behaviour of the actors:

...the performance details: are the musical details particular in any places, is something particular loud...[or]... fast, are any mistakes made ... scenic specifics of the performance, what happens on stage... are people moving a lot, are they using a lot of gestures, are there significant lighting changes, are there changes of scenes...

MuSAK was described as supportive of traditional annotation paradigms, because new skills were not necessary for effective and efficient annotation using the touchpad screen and stylus:

...intuitive to use because it was mainly very similar to just using pen and paper which everyone who is concerned with analysing music is very used to... so it’s very similar to the process that I as a musicologist used to do regularly anyway and ... it worked very well because it took up processes that were there anyway and tried to fit in with actions I was very well adapted to [...] very similar to [...] if you eventually get used to the touch screen which didn’t take such a long time...

The additional affordances of a digital system were noted, including the automatic capture of the temporal profile of the performance and the benefit of being able to easily make corrections:

...they actually help because with using a pen and paper you wouldn’t be able to undo things if you make mistakes, ...[nor]... be able to afterwards see the timings [...] with pen and paper doesn’t give such an accurate profile of this particular performance [...] you’re capturing the timings [of] not only the music but also the timings of the annotations because afterwards you can look at how dense are the annotations.

Data Interpretation

In addition to recording the musicologist’s (subjective) annotations, MuSAK can be used to produce statistics about the acts of annotation to supplement our understanding of the technical system and our interpretation of the musical context.

For example, Figure 5 shows comparative plots of what is, effectively, the rate of performance of each page (from the score-following annotations) compared to the musicologist, indicating an overall ability to "keep up" with the pace of the staging.

Figure 5: Comparative plots of performance and annotator

Figure 6 shows the rate of annotations over the course of the four operas, indicating what might be considered as a crude measure of "music information density".

Figure 6: Rates of annotation over time during the Ring Cycle performance

Moments which pass a higher threshold of annotation rate have been identified to relate to significant music-dramatic instances in several places, which involve highly concentrated activity on stage (e.g. Hagen killing Gunther in Götterdämmerung).
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Bretez: Conjugaison du passé au futur

Myléne Pardoen
mylene.pardoen@wanadoo.fr
Institut des sciences de l’Homme de Lyon (FRE 3768) / CNRS

S’appuyer sur le sensible pour valoriser le patrimoine est une demande récente des musées. En effet, à une époque où le multimédia modifie chaque activité de découverte, agissant notamment sur la perception, il devient nécessaire d’intégrer cette dimension du sensible lors des présentations touchant au patrimonial. *Bretez* est un projet multimédia, associant des acteurs de sciences humaines et sociales et ceux de sciences de l’ingénieur. Il est conçu pour répondre à ces problématiques.

Le projet tire son nom du géographe (Louis Bretez) qui leva, en 1739, le plan pour le prévôt des marchands Turgot en utilisant l’axonométrie – une technique de projection révolutionnaire pour l’époque.

Le projet *Bretez* relève de la recherche empirique, exploratoire et d’une méthodologie expérimentale ayant pour objectif la mise au point d’un modèle. Sa conception s’appuie sur les techniques de virtualité. Comme tout modèle virtuel, *Bretez* n’incarne pas une vérité scientifique figée mais une proposition représentant l’état de la science à l’instant de sa création et qui est voué à évoluer. Dans notre cas, c’est un média (la maquette crée sur une plateforme de jeu) qui sert de départ pour le dialogue entre différents membres d’une communauté scientifique, mais aussi un public large.

Deux grands axes se dégagent dès le début des réflexions portant sur l’élaboration du projet *Bretez*. D’une part, comment intégrer la dimension sensible, d’autre part, comment répondre à cette demande de multimédia tout en respectant les besoins des musées.


La demande muséographique (dans notre cas) place le concepteur aux confins de la composition, de la musicologie et de l’histoire. Un « simple » habillage sonore (*sound design*) ne peut, en effet, satisfaire cette demande très spécifique qui entre, également, dans les cadres de la sauvegarde du patrimoine immatériel.

En effet, pour le musicologue, pour le metteur en scène, ce travail est inhabitable. Les matériaux ordinaires sont quasi inexistants: pas d’enregistrements disponibles pour les années antérieures à 1870. Entendre le passé implique donc qu’il faut en chercher les traces dans l’ensemble du corpus littéraire (livres, journaux, etc.) ou graphiques. Puis, tenter de le pister dans le temps d’aujourd’hui afin d’en faire une capture. Il faut également solliciter l’imaginaire lors de la restitution pour mieux servir l’Histoire.

Pour le visiteur, l’ambiance sonore ainsi (re)crée doit également exciter son imaginaire pour l’aider à mieux percevoir, recontextualiser des situations historiques, tout en préservant la réalité historique et non jouer sur les émotions. Trouver le juste milieu dans la sollicitation de cet imaginaire pour mieux servir le patrimoine et le mettre en valeur sera le fil conducteur de cette première partie.

D’autre part, ainsi que nous l’avons mentionné plus haut, dès nos premières observations sur et autour du Projet *Bretez*, il est apparu que de nombreuses contraintes techniques étaient présentes, notamment des contraintes matérielles et logicielles. Parmi celles-ci, l’obsolescence présente un réel frein pour les musées car elle représente un coût financier important. Il devient donc évident que mettre au service des musées, des historiens ou des archivistes une représentation visuelle, spatiale et audio qui respecte et témoigne d’une réalité du quotidien était un enjeu majeur, ceci afin de faciliter sa communication à un public de plus en plus friand de multimédia. Il était également incontestable que nous pouvons y répondre grâce, notamment, à l’utilisation d’un moteur de jeu.
Ce détournement d'utilisation de logiciel de conception de jeux vidéo soulève, à son niveau, de nombreux problèmes épistémologiques et éthiques. Comment développer une telle plateforme à des fins pédagogiques et scientifiques? Comment utiliser l'outil? Quelle stratégie de conception et de scénarisation? Quelles en sont les avantages, mais aussi les limites? Pour quel public? Ces réflexions structureront cette seconde partie.

La présentation de mes travaux s'appuie sur la maquette qui sert de matrice à la recherche et s'attardera plus particulièrement sur l'élaboration d'une maquette historique sonore, en s'articulant autour de cette réflexion: comment voir et ouïr le passé pour réjouir nos sens sans trahir l'Histoire?

Bretez est un projet restitution de Paris au XVIIIe siècle. La maquette virtuelle, résultat d'une coopération scientifique, associe des équipes de sciences humaines et celles des sciences de l'ingénieur (Humanités Numériques). Sa destination première est orientée muséographique. Son objectif, la valorisation patrimoniale par sa restitution numérique tridimensionnelle et sonore spatialisée, se dénote par une nouvelle approche de la restitution du passé en 5 D (la combinaison du visuel – la 3D –, le déplacement et la dimension sensoriel – le sonore). Fruit d'un travail collectif, Bretez présente une très forte dimension sonore qui rend le passé disponible et tangible pour un très large public. Il met ainsi en valeur une vision méconnue et scientifiquement valide de la ville lumière.

À terme, ce projet vise la conception d’une plateforme générique pour la génération procédurale de villes virtuelles, tant sonore que visuelle, qui permet de s'affranchir des contraintes technologiques liées à la diversité des supports et leur obsolescence. Projet innovant, ses spécificités porte sur:

- L'inter et la transdisciplinarité (association étroite entre les Sciences Humaines et Sociales et les Sciences de l'ingénieur);
- La valorisation du patrimoine par le sensible;
- La construction autour du son et une élaboration concomitante visuel/son.
- La création d’un nouveau concept: la 5D.

Un tel projet permet d'élargir au maximum sa sphère de rayonnement. Pensé pour la muséographie, il s'est orienté vers la recherche sur demande d'équipes de chercheurs historiens ou archéologues (notamment LaDéHiS/EHESS). Il n'entre pas dans la catégorie jeu ou purement artistique car répond à des critères scientifiques. Toutes les sources sont primaires (archives de police, notariales, témoignages d'époque…). Nous assumons les « vides »: S'il n'y a pas de sources (ou ne pouvant être validées par la communauté scientifique), nous n'inventons pas – tant sur le plan visuel que celui des ambiances sonores. Chaque information est recoupée et validée par des historiens, sociologues... Le tout forme autant de contraintes à tout acte compositionnel « traditionnel ». Les questions de temporalités, au sein du logiciel, sont réétudiées afin de répondre aux critères historiques et scientifiques et non ludiques.

L'élaboration de la maquette initiale sur une plateforme de jeu vidéo est un véritable atout. Ce type de logiciel permet de répondre à des demandes diverses et ouvre la porte à l'élaboration de toute sorte de produits finalisés : ceux touchant à la réalité virtuelle, à la réalité augmentée, à la création de supports immersif ou non, à ceux nomades (pour les principaux)... Le projet entre en phase de prototypage. Les premiers essais et retours sont programmés à partir de juin 2016. Dans un premier temps, il est prévu la mise en test in situ, Place du Châtelet à Paris, d'une application en réalité augmentée en partenariat avec Labo-M (chef de projet: Pierre Girard) et le musée Carnavalet.

Ce projet soutenu et accompagné par la SATT PULSALYS pour une mise en chantier au 01/01/2016
https://sites.google.com/site/louisbretez/home

Bibliography


Chronological corpora: Challenges and opportunities of sequential analysis. The example of ChronoPress corpus of Polish

Adam Tomasz Pawłowski
adam.pawlowski@uwr.edu.pl
University of Wrocław, Poland

Chronological corpus – definition

The notion of chronological corpus has appeared so far only in publications of limited circulation (cf. Pawłowski, 2006), whereas it is practically absent from mainstream literature on corpus linguistics and digital humanities. This is somewhat surprising given that the research of so called "lexical series" has been conducted in the past (cf. Brunet, 1981; Salem, 1987) and that Google has been for some years developing the tools Ngram Viewer and Google Trends, which allow sequential analysis of Google Books resources and of users’ Internet queries (cf. Michel et al. 2011).

In order to understand what chronological corpus is one must grasp the basic distinction between synchrony and diachrony at the heart of structural linguistics. Synchrony is a study of language at a certain moment in time, where "moment" can last even several decades, provided there are no apparent changes in grammar, vocabulary and pronunciation. As for diachrony, it exposes evolution of language taking place in the process of its development, usually over long periods, spanning even several centuries. However, corpus research supported by NLP tools enables a far more flexible approach to the time variable, since text samples consistent in terms of their typography, spelling and grammar can be annotated with their exact publication dates. Scientific description then focusses on the dynamics of the frequency change of specific lexemes (or other segments) in time, rather than on the evolution of word forms beginning with a hypothetical proto–language until the present state.

An important issue to be resolved is that of naming such an approach, whereby the chosen term would instate it in the domain of corpus linguistics. While social sciences and psychology use the term of "longitudinal" research, its equivalent in linguistics could be 'microdiachrony'. Having said that, the terms association with traditional diachrony and history of language could prove misleading. This is why it is more advisable to speak of chronological analysis and chronological corpora, where, similarly to diachrony, both terms contain a reference to time – gr. chronos.

Consequently, chronological corpus should be understood as a sequence of text samples consistent in terms of their spelling and grammar, corresponding to subsequent points on the axis of time (e.g. weeks, months etc.). Such a corpus would make it possible to explore the dynamics of the change of lexeme frequencies in successive periods using the method of time series analysis (cf. Gottman, 1981; Cryer, 1981; Pawłowski, 1998, 2001). A chronological corpus would differ from a diachronic one in that in the former texts are evenly spread in time and word forms remain unchanged, while in the latter it is the opposite: word forms must evolve to become object of interest and time spans between measurements may be of any length. It needs to be emphasised that the annotation of the time variable may be ignored (if such is the premise of the conducted research); a chronological corpus would then be treated as a synchronic one.

Chronological corpora

There exist corpora that are intrinsically arranged with regard to the time variable, e.g. literary outputs of some authors presented as Shakespearean Corpus, Corpus Thomisticum or Corpus Platonicum. If the date of creation of every piece of data in the corpus is known, the development of the text’s stylistatistical properties over time can be established. If text chronology remains partly unknown, stylometric research can help to put undated works in the correct order (cf. Lutosławski, 1897).

But there is also another set of text corpora that seem to be naturally predestined to sequential analysis. Contrary to other genres or functional styles, press and media texts necessarily incorporate the date or even the time of their creation. This is of course little surprising, since media must comment upon actual events. Publication dates in the headers or footers of printed newspapers may be thus regarded as “time markup” that is invaluable as a Gutenberg era contribution to the sequential corpus research in the digital universe.

ChronoPress – features and origin

At present ChronoPress corpus contains texts representing Polish press of the post-war totalitarian period (1945-1954). Future extensions are planned to cover the entire period of the country’s sovereignty (1918–2018). As the flow of press information was abundant even in the early post-war period, representative method of sampling has been applied. It has also been assumed that the minimum time spans, visible from the user level, are limited to subsequent months (the volume of text corresponding to weeks was too small to guarantee a sufficient level of representativeness). Apart from that it should be pointed out that the pace of public discourse in the times of printed press was slower than it has been in the digital world, so that months as time units can be regarded as sufficient to trace relevant events or processes.

In order to obtain reliable values of lexeme frequencies the number of words per month has been established as
ca 120,000-140,000. Since sample size has been fixed to ca 250-300 words of continuous text, every month is represented by 480 samples and every year by 5760 samples (ca 1.5 million words per year). Equal numbers of words per month are important to guarantee that time series and other parameters generated from ChronoPress remain statistically unbiased with regard to the sample size. Selected newspapers represent a relatively broad spectrum of public post-war discourse of the totalitarian state. Particular titles to be included in the corpus have been selected according to two criteria: newspaper circulation (only titles with the highest values and national range have been considered) and target groups, as defined by the ideology of the time (first of all the working class, peasantry, army, youth, and, to a lesser extent, "intelligentsia"). The corpus is freely available through an interactive user interface.

Data have been thoroughly sampled from Polish dailies and weeklies. Preparatory stages of analysis consist of: sample selection, scanning, OCR, markup with metainformation (XML scheme) and text curation. The corpus has been annotated morphosyntactically using Morfeusz tool which had been designed for the Polish National Corpus. Metadata (Fig.1) include newspapers’ titles, articles’ titles, authors’ names, exposition, and data support.

Fig. 1 Example of sample annotation with metadata

![Metadata](image1)

Fig. 2 Moving average of the frequency of the lexeme *machine* (maszyna). It supports the view that despite the systemic inefficiency of communist economy technological progress was promoted in post-war Poland.

ChronoPress offers a variety of online linguistic and exploratory tools, such as concordances, frequency lists, word profiles and word maps. Its specific feature is, however, the possibility to generate time series. The analysis of lexeme frequency values displayed on an axis of time allows users to discover and explore the dynamics of events and phenomena represented in daily press over long periods of time.

**Goals of the presentation**

ChronoPress allows to conduct a wide range of research in linguistics, contemporary history, cultural anthropology, media studies and communication science. The perspective adopted here is oriented towards the analysis of dynamic processes occurring in time rather than towards static states of language reflecting extralinguistic reality. The goal of the presentation is to provide an overview of the available exploratory techniques for chronological corpora, highlighting their explanatory power and limitations. In particular the following issues will be addressed and exemplified with empirical evidence from the ChronoPress corpus:

**Manual and automated trend detection, modelling and interpretation**

Long-term change in frequency of selected lexemes will be analysed as the expression of dominating topics of interest in public discourse, but also of social change imperceptible from the point of view on an average. Illustration material will include salient and informative examples generated from the ChronoPress database (*inter alia* lexemes from the semantic fields *war*, *health*, *technology*).

**Detection of events**

Events are understood here as sudden changes, such as natural or technological catastrophes, wars, accidents etc. They manifest themselves as sudden rises in the lexeme frequency. This task will be illustrated with some examples generated from the ChronoPress corpus and from other online sources.

**Testing the efficiency of statistical tools**

The utility of the autocorrelation function (for univariate series) and of the cross-correlation function (for multivariate series) in the analysis of chronological corpora will be verified.

**Comparison of ChronoPress and online resources**

Informational potential and functionalities of the ChronoPress corpus will be compared with other online
research tools, such as Google Ngram Viewer, Hansard Corpus and Polish National Corpus.

**Word profiles analyses**

Collocations and semantic profiles of selected lexemes in subsequent years will be generated (using Log Likelihood Ratio) and compared.

**Automatic detection and annotation of named entities**

Proper names and other named entities in Polish can be detected and annotated using Liner 2. Spatial distribution of toponyms identified by Liner 2 will be automatically displayed on a map and further analysed. Both tools have been created in the framework of the Clarin-PL project (http://clarin-pl.eu/en/home-page/).
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**Overview**

Social Networks and Archival Context (SNAC), initiated in 2010 as a R&D project, is now being transformed into an international cooperative. SNAC’s original research objective was to demonstrate that descriptions of people, embedded in the descriptions of historical records that document their lives, could be extracted and used to reveal the social networks within which their lives were lived and provide integrated access to geographically dispersed historical records. SNAC’s early success led to plans to establish a sustainable international cooperative to maintain and expand these descriptions of people. The long-term technological objective is a platform to support a continuously expanding, curated corpus of reliable biographical descriptions of people linked to, and providing contextual understanding of, the historical records that function as primary evidence for understanding their lives and work. The SNAC Cooperative will benefit librarians, archivists, and researchers, and will provide traditional historical researchers integrated access to distributed historical records and the social contexts within which the records were created and used. It will provide prosopographic researchers with methods for reconciling and establishing reliable social networks, and will enable archivists and librarians to share descriptive data while also making descriptions more effective.

**The Archival Description Source Data**

Archival description source data encompasses both descriptions of historical records as well as authority data for corporate bodies, persons, and families documented in historical records. OCLC WorldCat, sixteen archival consortia (representing hundreds of individual repositories), over thirty repositories, and two digital humanities research projects contributed their source data to SNAC. The holdings of over 4000 repositories are represented:

- 190,000 finding aids, contributed by fifteen consortia and over thirty repositories in the U.S., the ArchivesHub
in the U.K., and the Bibliothèque nationale de France (Catalogue Collectif de France (CCFr) and BnF archives et manuscrits)
  • 2.25 million OCLC WorldCat archival descriptions
  • 400,000 authority records contributed by NARA (93,051), the British Library (297,731) the Smithsonian Institution Archives (2,083), the New York State Archives (258); and the Archives nationales, France (2,350)
  • 30,000 correspondent names from the Joseph Henry Papers Project, Smithsonian Institution Archives
  • 2,332 correspondents from The Walt Whitman Archive
  • 1,200 names associated with the Chaco Research Archive

Data Processing

During SNAC's R&D phase (2010-2015), this source data was processed in three distinct steps.
  • Biographical and historical data was extracted or migrated from existing archival descriptions and assembled into standardized descriptions that identify and document organizations, persons, and families based on an international archival communication standard, Encoded Archival Context – Corporate Bodies, Persons, and Families (EAC-CPF). Each EAC-CPF identity description includes the description of the entity as such (names, life dates, biographical information, etc.), links to descriptions of the historical records from which the data was derived, and links to other identities found in the same source. These links provide the foundation for assembling a vast social-document network or graph.
  • The EAC-CPF identity descriptions were matched (identity reconciliation) against one another and against descriptions in the Virtual International Authority File, combining records that identify the same entity, to produce a set of unique EAC-CPF records.
  • We developed a prototype access system, based on Extensible Text Framework (XTF), open source software from the California Digital Library. It has three major functional components: 1) display of the EAC-CPF records; 2) sophisticated searching and exploration of the EAC-CPF records; and 3) exposing the data to enable third-parties to access and use it in other applications.

Merged Data

After performing identity resolution processing (match and merging), we had:
  • 3,741,262 EAC-CPF records
  • 2,466,425 persons, 1,077,588 corporate bodies, 197,249 families
  • 7,966,737 links between the 3,741,262 persons, corporate bodies, and families
  • 15,031,209 links to 2,079,504 unique resource descriptions

Prototype History Research Tool

The prototype history research tool (http://socialarchive.iath.virginia.edu/snac/search) allows researchers to find persons, organizations, and families; to read biographic information about them; to explore the social networks within which they existed; to locate historical records that document their lives, related resources, and external links associated with that name. Associated links are provided for ArchivesGrid and Digital Public Library of America, as well as "sameAs" links to Wikipedia, VIAF, WorldCat Identities, and others.

Significance for Researchers

Researchers have welcomed SNAC for its research economies: SNAC's History Research Tool provides integrated access to distributed primary (archival) and secondary (published) resources, eliminating or at least substantially ameliorating the need to track down resources in multiple archival catalogs. Painstakingly locating these resources is a labor-intensive, time-consuming activity in the current research environment, with successful discovery and assembling of the data highly dependent on persistence and serendipity. Indeed it is likely that some of the information found in the SNAC records might never be discovered using current methods. SNAC also makes explicit what has been, at best, implicit in archival description: the social-professional-intellectual networks within which the lives and work of the people documented in historical resources took place. It exposes the vast global social-document network that connects the past to the present. Ed Ayers, President of the University of Richmond and a Civil War historian, wrote that:

SNAC promises to change the way history is imagined and written! For all that the digital revolution has revolutionized, the heart of research lies within the primary record embedded in archives large and small. The pioneering work of SNAC will unlock that record, revealing connections and patterns invisible to us now.

Alan Liu, Professor of English, University of California, Santa Barbara and Director of Research Oriented Social Environment (RoSE), describes SNAC's potential:
SNAC employs state-of-the-art computational techniques to do three things very well: 1) unlock information originally recorded for specific purposes in library and other archival finding aids to make them usable in new contexts; 2) connect widely-distributed information of this sort from around the world; and 3) marry the “library” or “archive” model of knowledge to a whole other model of social networks that both humanizes our understanding of the way knowledge emerges from communities of knowledge creators and seekers, and speaks powerfully to today’s “social network” generation.

Significance for Prosopographical Research

SNAC is building a humanities resource that benefits humanities researchers, but ongoing development and refinement of identity reconciliation techniques are of further benefit to humanists engaged in prosopographical research. Names alone are weak identifiers: multiple people can have the same name and one person may have multiple names. A number of factors influence our ability to reliably identify people. Indeed, the larger the domain from which names are drawn, the higher the likelihood that a name is shared by several people.

Though each step in the processing described above presents intellectual and technical challenges, the most challenging is identity reconciliation. A fundamental human activity in the development of knowledge involves the identification of a unique “real world” entity (e.g., a person or book) and recording facts that, when taken together, uniquely distinguish that entity. Establishing the identity of a person, for example, involves examining available evidence, including the existing knowledge base, and recording facts associated with him or her (such as names, dates and places of birth and death, occupation, etc.). This is an ongoing, cumulative activity that both leverages existing established identities and establishes new identities. Identity reconciliation is the process by which an encountered identity is compared against established identities, and if not matched, is itself contributed to the established base of identities. The networked computing environment presents opportunities for using algorithm-based inference methods to compare newly encountered entities with established identities to determine the probability that a new entity represents the same person or thing as an established identity. This ongoing expansion of the base of reliable identities is an interplay of human research, knowledge recording, and computational methods.

Transforming SNAC into an International Cooperative

It became clear early on that the biographical data extracted and assembled from archival resource description constituted a valuable independent resource that could (and should) be maintained and further developed cooperatively. Development of a cooperative began back in 2011 and it recently entered its pilot phase with a group of fourteen inaugural institutional members that support the potential benefits of aggregated description and access demonstrated to date in SNAC, and, further, embrace the idea that the resources amassed should be cooperatively built and maintained in order to fully realize these benefits. The initial members represent research archives, libraries, museums (art and natural history), government archives, and institutional archives. The U.S. National Archives and Records Administration (NARA) serves as the secretariat for the Cooperative, while the Institute for Advanced Technology in the Humanities (IATH), University of Virginia, hosts the technological infrastructure. SNAC is led by IATH, working collaboratively with NARA, the California Digital Library, and the iSchool at UC Berkeley. The National Endowment for the Humanities (2010-2012), the Institute for Museum and Library Services (2011-2013), and the Andrew W. Mellon Foundation (2012-2017) have provided funding for SNAC.

Notes

1 Because family names, as traditionally formed, lack sufficient qualifying information and thus commonly result in false positives, no matching was done against family names. In the final production, two family names were rejected as malformed.
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Writing in Literary and Linguistic Computing, Julianne Nyhan et al argue that "without a better understanding—a more appropriate term might be “body of interpretations”—of the near and distant history of computing in the humanities, we are condemned to repeat the revolutionary trope ad infinitum." (Nyhan, Flinn, and Welsh, 2013). Willard McCarty, amplifying this, writes that “rather than hypnotizing ourselves with supposedly unprecedented marvels, we must learn to see computing in its historical and social contexts, and so be able to ground modelling in something larger than itself. For computing to be of the humanities as well as in them, we must get beyond catalogues, chronologies, and heroic firsts to a genuine history. There are none yet.” (McCarty, 2008).

Susan Hockey wrote in Companion to Digital
that “humanities computing has a very well-known beginning,” by which she means the decades-long collaboration between Father Roberto Busa and IBM to create a concordance of the work of Thomas Aquinas (Hockey, 2004). This is the heroic first, which Busa, writing in the forward of that same volume, summed up with admirable brevity: “During the World War II, between 1941 and 1946, I began to look for machines for the automation of the linguistic analysis of written texts. I found them, in 1949, at IBM in New York City.” This narrative is familiar to many of those working in digital humanities today, and has become openly accepted as the standard historical background for, first, humanities computing and, subsequently, the digital humanities writ large.

This presentation aims to upset this easy narrative by re-situating the history of one type of digital humanities project—Early English Books Online—as one chapter in an overall history of a technological humanities. That history—the history of a technological humanities—the story of how academics have deployed technology to better understand human creations, especially in textual form—or to understand and explore texts—did not begin in 1949. The creation of digital humanities, radiating outward from those early years, is surely part of the larger story of how technology and text have come together and drifted apart over many centuries. I claim that there is a great deal more continuity in the apparatuses, in the knowledge infrastructure of the humanities than we put forward in our “official” histories. In our search for a neat disciplinary history, we elide technology as a whole with the digital electronic computer. Busa’s project likely does represent the beginning of one type of computational textual processing. It bears remembering, however, that his goal was to create a concordance, a type of reference tool and interface in existence in Western Europe since at least the 13th century. What is the history of this type of textual processing in the intervening six hundred years?

Instead of a history of tools for textual work beginning with the rise of humanities computing and moving forward to the present day, I hope to juxtapose a different narrative, one that troubles the rhetoric of a textual digital humanities that arises from a clear break with what came before. I hope to, perhaps polemically, test the boundaries of histories of digital humanities by considering an equally technologically sophisticated pre-digital humanities. Such a reframing opens many avenues of inquiry, including a consideration of Linked Open Data in the context of cooperative cataloguing practices from the 19th & 20th centuries, or contemporary textual analysis tools such as Voyant alongside the imposing machinery of an electromechanical Hinman Collator. This presentation, however, will highlight particularly those technologies of textual reproduction developed prior to the oft-quoted originary moment of 1949. Drawing on the history of Early English Books Online (EEBO), I argue that while a computational humanities may indeed be limited to the last half-century, the technological humanities—in both materialist and cultural senses—have a much longer history.

From the first book printed in English by William Caxton, through the age of Spenser and Shakespeare and the tumult of the English Civil War, Early English Books Online (EEBO) will contain over 125,000 titles listed in Pollard and Redgrave’s Short-Title Catalogue (1475-1640), Wing’s Short-Title Catalogue (1641-1700), the Thomason Tracts (1640-1661), and the Early English Tract Supplement - all in full digital facsimile from the Early English Books microfilm collection.1

In practice, this means that users are able to view the metadata for a given text; view page images of the original, early modern books in TIFF or PDF format; and, where available, view a full text transcription of the volume that are derived from the EEBO - Text Creation Partnership. Efforts to microfilm early English books began in 1931, intensified as World War II loomed, and continue today. Digital images of these microfilmed documents were made (and are still being made) available online first in 1998. The printed Short Title Catalogue (itself published in 1926) has determined what objects were photographed and, subsequently, scanned and put online (EEBO).

The history of EEBO crosses multiple media, was directly impacted by global war, involves private companies and public universities, and is both analog and digital. To bracket EEBO (or EEBO-TCP) as a only a digital project impoverishes our understanding of how digital technologies have impacted the reproduction, preservation, and use of texts in humanistic scholarship. To write the full history of the early English books project, Early English Books Online, the Early English Books Online Text Creation Partnership is to engage in an act of disciplinary archaeology, one that forces digital humanists to grapple with the pre-digital origins and ideologies that inflect contemporary digital resources undergirding scholarship. EEBO is a microcosm through which one body of interpretations of digital humanities might be seen.

As much as it is a history, this presentation is also engaged in answering claims by Alan Liu and Tara McPherson, amongst others, that digital humanities has chosen disciplinarily to disengage from socio-critical questions.2 Thinking through the history of EEBO is one way to approach the digital humanities as a discipline tied to war-driven technological development; the uneasy relationships between private-sector providers and our shared cultural heritage; or the many varieties of labour that are imbricated within the knowledge infrastructures humanists use day in and day out.3 Blending media analysis, historical perspectives, and in-depth knowledge of humanities research tools, I hope to question the boundaries of what we consider digital humanities to be, how we write our histories, and how we move forward.
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As much as it is a history, this presentation is also engaged in answering claims by Alan Liu and Tara McPherson, amongst others, that digital humanities has chosen disciplinarily to disengage from socio-critical questions.2 Thinking through the history of EEBO is one way to approach the digital humanities as a discipline tied to war-driven technological development; the uneasy relationships between private-sector providers and our shared cultural heritage; or the many varieties of labour that are imbricated within the knowledge infrastructures humanists use day in and day out.3 Blending media analysis, historical perspectives, and in-depth knowledge of humanities research tools, I hope to question the boundaries of what we consider digital humanities to be, how we write our histories, and how we move forward.
Introduction

The programme Projet Odysseus permet de voir immédiatement des différences et similitudes entre diverses traductions de l’Odyssée d’Homère. Nous appliquons ce programme à un corpus français d’une centaine de traductions françaises allant de 1584 à 1934, afin de déceler les évolutions diachroniques dans les pratiques traductives. Nous constituons un corpus italien similaire, et avons aussi effectué des essais sur des traductions espagnoles, anglaises et allemandes de l’Odyssée. Le protocole est applicable à tout corps de traductions (Callison-Burch, 2008).

Notre programme permet donc de comparer un nombre indéfini de traductions d’un même texte source, sans dépendre des particularités linguistiques de chacune des langues cible.

Preprocessing: l’alignement

Pour comparer les différentes traductions entre elles, nous déterminons leurs similarités sémantiques et associons le texte source avec chaque texte cible. Nous établissons des points d’ancrage en grec et en français, qui permettent de découper les textes en séquences ayant potentiellement le même sens (Feng et Manmath, 2006) : les noms propres. Ils présentent deux avantages: ils peuvent être de très basse fréquence et sont majoritairement les noms propres qui augmentent ou diminuent le score. Un transduction peut être de très basse fréquence et être majoritairement une transcription de nom propre, qui n’influe pas sur le score de la comparaison des traductions. Par conséquent, nous déterminons leurs similarités sémantiques et associons le texte source avec chaque texte cible. Nous prévoyons deux points d’ancrage : un point d’ancrage en grec et un point d’ancrage en français.

Notes

1 This text was current as of summer 2015 and is available in cached form. Since that time, Proquest has altered the front page description of EEBO to the following: Early English Books Online (EEBO) contains digital facsimile page images of virtually every work printed in England, Ireland, Scotland, Wales and British North America and works in English printed elsewhere from 1473-1700 - from the first book printed in English by William Caxton, through the age of Spenser and Shakespeare and the tumult of the English Civil War. Strangely, this newer version eliminates reference to the Early English Books microfilm Collection, as well as collapsing a number of distinct early modern collections of content into what might be called the EEBO brand. See the current version of <http://eebo.chadwyck.com/home> and a cached version <https://web.archive.org/web/20150905141338/http://eebo.chadwyck.com/home> from September 2015.


3 It is worth noting that one of the very few publications to deal with the EEBO set of projects in this way was published in Literary and Linguistic Computing (now Digital Scholarship in the Humanities). See Diana Kichuk, “Metamorphosis: Remediation in Early English Books Online (EEBO)” (2007) 22 (3): 291-303. DOI: http://dx.doi.org/10.1093/lc/lfq018. Kichuk’s efforts have helped establish a historical framework for this discussion; this presentation seeks to contextualise the facts she has brought together and extend their relevance into discourses about DH as a whole.
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Introduction

Le programme Projet Odysseus permet de voir immédiatement des différences et similitudes entre diverses traductions de l’Odyssée d’Homère. Nous appliquons ce programme à un corpus français d’une centaine de traductions françaises allant de 1584 à 1934, afin de déceler les évolutions diachroniques dans les pratiques traductives. Nous constituons un corpus italien similaire, et avons aussi effectué des essais sur des traductions espagnoles, anglaises et allemandes de l’Odyssée. Le protocole est applicable à tout corps de traductions (Callison-Burch, 2008).

Notre programme permet donc de comparer un nombre indéfini de traductions d’un même texte source, sans dépendre des particularités linguistiques de chacune des langues cible.

Preprocessing: l’alignement

Pour comparer les différentes traductions entre elles, nous déterminons leurs similarités sémantiques et associons le texte source avec chaque texte cible. Nous établissons des points d’ancrage en grec et en français, qui permettent de découper les textes en séquences ayant potentiellement le même sens (Feng et Manmath, 2006) : les noms propres. Ils présentent deux avantages: ils peuvent être de très basse fréquence et sont majoritairement traduits par l’ensemble des traducteurs. Le texte grec pivot comprend toutes les leçons éditoriales établies à ce jour, afin d’assurer un alignement optimal tant avec les traductions anciennes que modernes. Le texte source pivot est découpé en séquences fixes : le programme découpe une nouvelle séquence dont le premier mot est le nom propre. Nous obtenons une série fixe de séquences. Nous appliquons le même processus aux textes cibles. Sont ainsi déterminés un ensemble de séquences sources et un ensemble de séquences cibles de nombre inégal.

Le programme aligne les séquences cibles aux séquences sources grâce à l’algorithme de Needleman-Wunsch (Needleman et Wunsch, 19 70). Il remplit une matrice de scores de similarité en comparant chaque séquence source avec chaque séquence cible. Un dictionnaire de noms propres augmente ou diminue le score. Un trans-
formateur phonétique, transcrivant le grec en alphabet latin, augmente le score si le nom source phonétique se trouve dans la séquence cible. Le score tient compte la différence de longueur entre la source et la cible. Nous établissons dictionnaire de fréquence : si le nom pivot est à fréquence équivalente entre la source et la cible, le score augmente. Lorsque la matrice de scores est remplie, l'algorithme établit le chemin le plus probable depuis les deux dernières séquences source et cible jusqu’aux deux premières (Fig.1).

Nous constituons ensuite un dictionnaire basé sur la distribution sémantique des mots. Chaque mot est caractérisé par un vecteur de cooccurrence : sur l’ensemble des séquences, lorsque un mot apparaît dans une fenêtre constituée d’une séquence source et de sa séquence cible, la valeur du vecteur à l’indice de la fenêtre augmente. Statistiquement, des mots à usage similaire se trouvent à la fois dans les séquences sources et cibles aux mêmes indices. La similarité des vecteurs est établie avec la similarité cosinus (Ye, 2011). Si un mot source obtient un vecteur similaire à celui d’un mot cible, la source-clé et la cible-valeur sont ajoutés au dictionnaire. Un second alignement est produit, tenant compte des scores obtenus grâce au dictionnaire de distribution. Lorsque nous effectuons plusieurs alignements en même temps, nous fusionnons les dictionnaires. Chaque séquence source comporte alors un identifiant unique auquel un identifiant cible est associé.

Classes comparatives

Nous pouvons comparer chacune des traductions alignées au texte source pivot, dans une interface faisant figurer autant de traductions que l’utilisateur le souhaite. Lorsque des vides sont laissés par l’algorithme, deux interprétations sont possibles : le traducteur est extrêmement loin du texte source, ou il ne traduit pas le texte source. Dans les deux cas, cela nous renseigne sur ses pratiques traductives.

Nous comparons ensuite statistiquement les séquences alignées. Pour chaque séquence dans l’ensemble du corpus, nous déterminons la fréquence de chaque mot. Nous pouvons voir le taux d’usage d’un mot pour chaque séquence. Il est ainsi possible de visualiser les hapax produits par chaque traducteur. Il est aussi possible de déceler si un traducteur se base sur la même source que les autres : si le nombre d’hapax sur une séquence se multiplie, le traducteur ajoute probablement une séquence par rapport à ses homologues. Nous identifions les étoffements et réductions : si le nombre de mots employé par un traducteur pour une séquence est largement inférieur ou supérieur au nombre médian de mots employés dans le corpus pour cette séquence, le traducteur étoffe ou réduit le texte source. Nous décelons enfin un littéralisme fréquentiel de chaque séquence par rapport à sa source (lorsque le nombre de mots grecs est équivalent au nombre de mots français pour une même séquence), ainsi qu’un littéralisme phonétique (lemme grec retranscrit phonétiquement proche d’un mot cible).

Nous nous appuyons sur les travaux d’Henri Meschonnic (Meschonnic, 1997) et d’Antoine Berman (Berman, 1984) pour définir des critères de comparaison entre la source et les cibles. Nous déterminons d’abord s’il y a, entre les deux, un allongement ou un appauvrissement quantitatif, en définissant une fenêtre de mots au-delà ou en deçà de laquelle nous considérons que la différence dans le nombre de mots est significative. Nous visualisons la tendance à la « rationalisation » : nous repérons, en comparant les patrons syntaxiques, l’inversion de la linéarisation des arborescences syntaxiques. Nous visualisons enfin la « destruction des rythmes », en recherchant la similarité entre les patrons de ponctuation ou les patrons de syntaxe profonde (juxtaposition, coordination, subordination) entre la source et la cible.

Pour comparer les traductions entre elles, l’utilisateur peut considérer dans l’étude statistique soit les traductions à l’écran, soit l’ensemble du corpus. Nous intégrons un graphique permettant de visualiser les tendances décrites des auteurs dans la diachronie. Si un auteur a une forte tendance à l’emploi d’hapax, et que cette tendance se poursuit chez ses successeurs, cela est immédiatement visible.

Cas d’étude

Voici deux exemples: une utilisation unilingue dans l’interface de comparaison automatique, et une utilisation multilingue avec les résultats d’un dictionnaire de distribution. Le premier exemple est basé sur le chant I de vingt traductions françaises, de 1584 à 1935.

Nous nous appuyons sur les travaux d’Henri Meschonnic (Meschonnic, 1997) et d’Antoine Berman (Berman, 1984) pour définir des critères de comparaison entre la source et les cibles. Nous déterminons d’abord s’il y a, entre les deux, un allongement ou un appauvrissement quantitatif, en définissant une fenêtre de mots au-delà ou en deçà de laquelle nous considérons que la différence dans le nombre de mots est significative. Nous visualisons la tendance à la « rationalisation » : nous repérons, en comparant les patrons syntaxiques, l’inversion de la linéarisation des arborescences syntaxiques. Nous visualisons enfin la « destruction des rythmes », en recherchant la similarité entre les patrons de ponctuation ou les patrons de syntaxe profonde (juxtaposition, coordination, subordination) entre la source et la cible.

Pour comparer les traductions entre elles, l'utilisateur peut considérer dans l'étude statistique soit les traductions à l'écran, soit l'ensemble du corpus. Nous intégrons un graphique permettant de visualiser les tendances décrites des auteurs dans la diachronie. Si un auteur a une forte tendance à l'emploi d'hapax, et que cette tendance se poursuit chez ses successeurs, cela est immédiatement visible.

Cas d’étude

Voici deux exemples: une utilisation unilingue dans l’interface de comparaison automatique, et une utilisation multilingue avec les résultats d’un dictionnaire de distribution. Le premier exemple est basé sur le chant I de vingt traductions françaises, de 1584 à 1935.
Dans la Fig. 3, la première version est de Médéric Dufour et Jeanne Raison (Dufour et Raison, 1935), la deuxième celle d’Éugène Bareste (Bareste, 1842), la troisième celle de Victor Bérard (Bérard, >1924). Les termes en vert sont utilisés pour chaque tronçon par une grande majorité de traducteurs, ceux en orange sont fréquents, et ceux en rouge sont des hapax (utilisés une seule fois dans cette séquence par un traducteur). Le programme permet de visualiser ces captures sur une grande échelle, avec autant de traducteurs que nécessaire. En comparant le « chunk 131 » de Victor Bérard, par exemple, avec l’ensemble des « chunk 131 » du corpus, nous distinguons, toute proportion gardée, une tendance de Bérard à se démarquer de ses prédécesseurs par emploi de termes rares, phonétiquement ou syntaxiquement proches du grec.

Dans la Fig. 4 Dufour et Raison (premier texte) optent pour un terme rarement associé aux yeux d’Athéna (« bal- lants »), produisant un hypallage, tandis que les autres termes sont consensuels. Bareste privilégie les présents d’hypotypose et de juxtaposition temporelle. Certaines expressions homériques sont rendues unanimement par les traducteurs, comme « ὧπνος ἡδύς », « le doux sommeil ».

Les Fig. 5, Fig. 6 et Fig. 7 sont des traductions d’une portion de texte qui tend à se traduire selon le même mode au XIXe siècle. Dans plus de vingt textes, pour l’expression « καὶ κεν τοῦτ ἐθέλοιμι Διός γε διδόντος ἀρέσθαι » , les traducteurs imitent la ponctuation du texte source (italique), mais aussi sa syntaxe (couleur bleue).

Le programme permet de déceler les portions de texte omises par le traducteur. Par exemple, Achille de La Valterie disait traduire l’ Odyssée sans connaître le grec (à partir du latin) : sa traduction s’aligne, mais le nombre d’hapax et d’omissions est sans précédent (Fig. 8).

Pour une utilisation multilingue, nous pouvons mener les mêmes expériences que pour un corpus unilingue. Nous pouvons aussi visualiser le dictionnaire de distribution, qui permet de voir comment chaque langue traduit, pour l’ensemble de son corpus, chaque notion. En Fig. 9, nous comparons comment chaque langue traduit « Ὀδυσσεύς » dans le chant I et quels en sont les termes sémantiquement proches, tous auteurs confondus. Nous pouvons choisir que certains auteurs, afin par exemple de voir l’évolution de l’emploi d’un terme en France et en Italie pour une période définie. Nous pouvons générer des dictionnaires multilingues dont le degré de sévérité dans la sélection est modifiable.

**Conclusion**

Ce programme a pour but de proposer aux comparatistes une façon simple de repérer les grandes tendances et les phénomènes notables d’une traduction à une autre, indépendamment de la langue du traducteur. Mais le programme ouvre aussi la voie à la création d’autres outils pour l’étude de corpus multilingues (dictionnaires, détection automatique de paraphrases interlinguistiques), à de nombreuses analyses statistiques (fréquence des mots, « type / token ratio », etc.) qui représenteront un apport substantiel à l’étude de l’Histoire des traductions.
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For more than 20 years, researchers at Matrix, the Center for Digital Humanities and Social Science have been working on digital projects in several countries in Africa. While the technologies are critical parts of the digital humanities, ethical considerations also need to be part of any project that involves multiple projects. This is particularly true of Digital African Studies Projects because of the long and bloody history of colonialism, exploitation, and cultural theft. This long paper will explore through the context of two ongoing projects -- “Archive of Malian Photography” and the “Gorée Island Archaeological Digital Repository” — strategies to be deployed to develop sustainable, equitable, and ethical projects. While neither project is a perfect model, the strategies deployed set against the everyday frustrations of multiple partner projects, long distance project management, and problematic working conditions does help to expose what works and what still needs to be changed or augmented.

Mali has remained the international nexus of African photography for nearly twenty years. Since 1994, its capital, Bamako, has been home to the only biennial festival of photography from Africa and has produced the continent’s most globally renowned professional photographers. Matrix in collaboration with the Maison Africaine de la Photographie in Mali, is digitizing and rendering globally accessible the archives of the nation’s most important photographers, dating from the 1940s to the present. The
“Archive of Malian Photography” addresses the following significant needs for scholarship and teaching in the humanities as well as the preservation of Mali’s cultural heritage:

- Although commercial, popular, and scholarly interest in African photography has flourished over the past twenty years, access to photographers’ studio archives is extremely limited and published materials are minimal;
- Retained in private archives, these materials are not catalogued, appropriately preserved, or internationally accessible for research and education;
- Due to the high commercial value of these archives in global markets, these materials are vulnerable to mistreatment, theft, and exploitation;
- Moreover, stored in harsh climatic conditions, the physical integrity of these collections is in serious jeopardy.

Photography was introduced to present-day Mali during the 1880s by French military officers and, later, colonial administrators, missionaries, and French expatriates. By the 1940s, an African market for photography developed in the French Sudan, as Mali was then known, and its professional photographers maintained a monopoly over the medium. As a result, their archives contain rare visual documentation of social, cultural, and political life as well as processes of urban development in the country, and in French West Africa more broadly. Spanning the eras of French colonialism, political independence, socialism, and democracy, their archives record important socio-political transformations of present-day Mali, its capital, and smaller towns along the Niger River such as Mopti and Ségué during the twentieth century. Employed by colonial and national governments, while operating private studio enterprises, each photographer’s collection houses unique African perspectives on local histories and practices, including personal and family portraiture, military activities, visits of foreign dignitaries, and images of the coup d’êats that toppled the socialist regime of the nation’s first president, Modibo Keïta (1968), and the dictatorial rule of his successor, Moussa Traoré (1991). They also feature the construction of national monuments, governmental structures, bridges, dams, roadways, as well as prominent religious leaders, political figures, cultural ceremonies, and fluctuating trends in personal adornment, popular culture, and photographic practices from the 1940s to the present.

In addition to promoting the global accessibility of these materials, the project is designed to protect the physical integrity of the original archives, safeguarding the negatives from further damage and theft. After the popularization of Malian photographers’ images in exhibitions and publications around the world since the 1990s, their archives have become increasingly vulnerable to pillaging and misuse due to their high commercial value in the international art market. Underscoring the severity of this issue, today, some images from the archives of El Hadj Tijani Sitou and Abdourahmane Sakaly are illegally featured for sale online (http://www.african-collection.dk/english/sakaly-1.htm) by a dealer in Denmark who obtained the photographers’ original negatives, along with those from Mamadou Cissé’s archives, from an administrator at the National Museum in Bamako who had been charged with their protection. To date, the dealer refuses to repatriate the negatives. In another case, prints from twelve of Sitou’s negatives appeared on the cover of African Arts in 2008, without his family’s permission. Such pervasive pillaging of negative archives by foreign collectors, dealers, curators, and scholars, as well as by the leaders of local cultural institutions (museums, galleries, libraries), has prevented these rare collections from entering formal, public archives in Mali.

The Gorée Island Archaeological Digital Repository seeks is creating virtual 3D representations of cultural heritage materials excavated from archaeological sites in and around Gorée Island, Senegal and share those representations in an open-access, online digital repository. This work answers at least three needs in the scholarly community. First, it enables cultural heritage institutions in Africa to digital preserve archaeological materials in a way that is unobtrusive, relatively inexpensive. The project makes use of photogrammetry, a process wherein a series of images are taken of an object and run through point-recognition software to create a virtual 3D image. This process inexpensive, portable, and relatively easy to complete, making it the jointly sustainable choice for African cultural heritage institutions. Second, the repository allows scholars both within Africa and around the world to have access to these cultural heritage materials without the restrictions and inconveniences of analog-based preservation. Finally, the Gorée Island Digital Repository builds capacity amongst Senegalese students, scholars, and organizations to continue documenting and preserving cultural heritage materials using industry best standards and practices.

The project is being developed through the collaboration of the Université Cheikh Anta Diop de Dakar – Sénégal (UCAD), Institut Fondamental d’Afrique Noire, the Smithsonian National Museum of African American History and Culture, Michigan State University, Matrix with the support of the Centre de Recherche Ouest Africain.

Documenting, safeguarding, preserving, interpreting/reinterpreting, and making accessible the myriad expressions of Africa’s many cultures is vitally important for Africa’s diverse constituent communities as well as for the rest of the world. Museums, libraries, and archives in Africa and around the world face an enormous challenge as Africa’s diverse and rich cultural heritage has been scattered by history and put at risk by wars, illicit trafficking, overwhelming economic challenges, and destruction or erosion due to human and environmental impacts. As pioneering efforts have demonstrated, the digital revolution opens up significant possibilities for long-term preservation and meaningful access that have
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proven unattainable in an analog world. However, to do so requires thoughtful, ethical, equitable, and sustainable strategies. These considerations need to be built into the very structure of digital humanities projects.

Significant barriers remain, however, that severely limit efforts to move beyond these individual projects and fully utilize digital technologies within Africa and with African cultural materials around the world. While we are at a moment of opportunity with digital technologies, this is also a period of crisis where invaluable cultural resources are at risk to be lost forever. This paper also calls for the need for major international leadership initiatives to tackle these barriers in coordinated fashion and chart a path forward for museums, libraries, archives, universities and other heritage preservation institutions to construct equitable international partnerships that can harness this powerful opportunity.
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Hearts and Minds: the Interrogations Project is an interactive virtual reality artwork developed by an interdisciplinary team including humanists, social scientists, artists, and computer scientists from four different universities. The project attempts to extend and make accessible difficult narratives of war and abusive violence based on actual accounts from soldiers involved. The work offers models for engaging with testimony and oral history. It uses visualization to build new discourse around challenging topics and to bridge concepts that enable storytelling. While many uses of visualization technologies are focused on providing accessible representation of “big data,” in this case, the technologies are being used as a narrative platform to represent a complex contemporary issue and to provide a platform for discussion and debate of military interrogation methods and their effects on detainees, soldiers, and society.

Hearts and Minds makes use of the CAVE2™ environment for a multisensory artwork addressing a complex contemporary problem: as American soldiers are returning from wars in Iraq and Afghanistan, it is becoming increasingly clear that some of them participated in interrogation practices and acts of abusive violence with detainees for which they were not properly trained or psychologically prepared. This has in turn left many soldiers dealing with Post-Traumatic Stress Disorder after their return home. More than 1.8 million US troops have served in Iraq and Afghanistan, with 37% having been deployed at least twice (Litz, 2009) The mental health impact of these wars is still under research as many veterans are at risk for chronic PTSD. American soldiers and citizens are left with many unresolved questions about the moral calculus of using torture as an interrogation strategy in American military operations.

Fig 1. A performer interacts with the CAVE2 version of Hearts and Minds at the EVL in Chicago

Development

Hearts and Minds bridges art, computer science, and social science research. Artist Roderick Coover (Temple University) and writer Scott Rettberg (University of Bergen) worked with the research scholars John Tsukayama and Jeffrey Stevenson Murer (St. Andrews University) to distill central themes and stories from the significant and extensive research project—based on hundreds of hours of original interviews with veterans—carried out by Tsukayama (Tsukayama, 2014). These interviews include revelations of a highly sensitive nature, including narratives of participation in acts of abusive violence that entailed violations of human rights. The interviewees granted Tsukayama the right to use their stories in his dissertation and in subsequent research outcomes derived from it, provided that their identities remained anonymous. The tapes of recorded interviews were destroyed after transcription, except for short samples to prove their authenticity, and Tsukayama did not retain any personal contact information.
for the soldiers he interviewed. The text was condensed into an accessible and coherent set of stories that would preserve the accuracy of the testimonies while voice actors would perform the roles of veterans, further assuring their anonymity.

Coover and Rettberg worked with artist Daria Tsoupikova and scientist Arthur Nishimoto at the Electronic Visualization Lab (University of Illinois at Chicago, 2014) to transform this controversial and challenging research into an accessible form through visualization and dramatization. Together they developed an interactive virtual environment with imagery, 3D models and panoramic photographic backgrounds to bring story elements together. Working across these environments allowed new kinds of connections to be made between home spaces and battlefields, and between domestic objects and the memories they become attached to.

The voice recordings performed by Philadelphia-based actors were integrated with interactive media elements in a performative interactive environment. Objects, 3D environments, textures, and some animations were developed in Maya (Autodesk Inc., CA). Maya speeds up the production process through its rich selection of tools supporting all stages of modeling, including surface creation and manipulation, texturing, lighting, rigging, and animation. The visual, auditory and narrative elements were brought together in the Unity platform (Unity Technologies Inc., CA), software that is typically used by computer game developers. The getReal3D plugin for Unity developed by Mechdyne Corporation is used to run Unity across the CAVE2™ cluster (Mechdyne Corporation, 2014). User interaction was scripted using the Omicron (Electronic Visualization Lab, 2014) input abstraction library developed by EVL.

CAVE2 Performance

In its first iteration, Hearts and Minds was presented as public performances at the University of Illinois Chicago Electronic Visualization Lab in June and July 2014 (Galatzar-Levy, 2014). Chicago-based performance artist Mark Jeffrey led a performance of the interactive work. As the audience entered the space, they found themselves in a temple environment listening to each of the four soldier character’s stories of enlistment—why they originally chose to become soldiers and what motivated their perspectives on the purpose for military service.

Jeffery then led the audience to the boy’s room, where activating four individual objects launches stories of first encounters with abusive violence in military experience, such as in hazing rituals during basic training, or after first arriving in Iraq. When each trigger object is selected within the 3D visual space, the domestic space falls away and a surreal desert landscape is revealed. This transition serves as a metaphor for the interior state of the individual solider, as it is coherent with accounts of soldiers experiencing Post-Traumatic Stress. It is also intended to bring audience members into a “listening state” where they can focus on the individual voices and the issues they raise. Objects in a living room space and a suburban backyard move us further into the field of battle, and there we encounter harrowing stories of interrogation, torture, and moral conflicts confronted differently by each of the characters.

An important component of the performances of Hearts and Minds is that the experience of the artwork is followed by audience discussion. The ultimate purpose of this work is to promote dialogue and debate about the contexts and circumstances of the use of torture in battlefield torture in recent history. In this sense the project shares an aim with Augusto Boa’s Theatre of the Oppressed, in that attempts to offer audiences “the aesthetic means to analyze their past, in the context of their present, and subsequently to invent their future, without waiting for it.” (International Theatre of the Oppressed Organization, 2014) During a 2015 presentation of the project at the Oslo Human Rights Film Festival (Coover et al., 2015), discussion participants included both a veteran police interrogator, who shared his experience that more humane methods of interrogation than torture were universally more effective, and a number of prisoners of conscience who had themselves been subject to abusive violence and felt provoked by the work to share their own experiences as victims of torture.

Accessible Versions and Alternative Platforms

One of the challenges for makers of immersive virtual reality artworks, particularly those developed in CAVEs and other custom-built VR environments is that these artworks tend to be more often read about in the literature of the field than experienced first-hand. The CAVE2™ at the EVL for example is an active research lab facility with keycard access at the center of a large engineering building on the UIC campus. Hearts and Minds has been shown there at several special events and on specially arranged tours, but it is not the ideal accessibility situation to reach a broader audience. Because Hearts and Minds was developed in Unity, it is possible to port the application to other environments. In order to make the work more accessible for new audiences, the Hearts and Minds team is developing new versions of the work: a Mac OS stand-alone application suitable for cinematic performance or installation (Coover et al., 2014), a Unity web-player version which will be published on the World Wide Web and will be accessible freely to the public, a version suitable for iPads and other tablet computers, and a version for Oculus Rift. The stand-alone application version has been used for performances in cinema environments in Paris, Bergen, Oslo, Krakow, Michigan, and elsewhere, and the other application versions will be publishedly released in 2016.
Completing *Hearts and Minds* as Critical Digital Media and Digital Humanities Project

The *Hearts and Minds* team is currently developing the tablet version of the work, which will include both the tablet (iPad and Android) application, and a package of contextualizing essays, interviews and commentaries both specific to the work and that provide more detailed treatments of the issues the work raises. These essays and interviews will for example contributions by political scientists and social scientists about the situations out of which abusive interrogations practice emerged, contributions by digital humanists considering interactive media artworks as a mode of critically and socially engaged research, and contributions by designers and computer scientists considering the history and technologies involved in virtual reality art. Coover and Rettberg’s long paper for DH 2016 will include a presentation of this new version of the project, and will further situate *Hearts and Minds* in an emergent corpus of critically engaged new media art.
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the role of visibility in ancient landscapes asking: How might visibility influence where people went, what they did, who interacted with whom, and how did these interactions shape their daily experiences?

Case Study: Copan, Honduras

The case study is the ancient Maya polity of Copan (Figure 1) ruled for over four-hundred years by a line of dynastic kings who by the late eighth century were facing mounting sociopolitical and environmental problems (Fash, 2001). Copan's final dynastic ruler, Yax Pasaj, like the rulers of many other Maya polities, was coping with strenuous environmental, demographic, and sociopolitical circumstances that would ultimately lead to the kingdom's demise. Yet during this time of stress, it seems that Yax Pasaj carried out a major urban renewal project commissioning several new temples in the city center that elevated Copan's skyline. Given the changes to Copan's urban fabric, Yax Pasaj's reign is an ideal case study to investigate the role visibility may have played in the production or re-production of social interaction among the ancient Maya.

At Copan, as at other Maya centers, imagery on ceramics, murals, and freestanding monuments depicted deities floating over lords who subsequently looked down over lower-ranking persons. Maya architecture replicated this vertical succession by elevating royal compounds above other architecture, and in essence linking Maya rulers to the heavens (Messenger, 1987). In terms of visibility, epigraphic decipherments indicate that “seeing” afforded high status, and sight had an authorizing gaze and witnessing function—similar to Foucault’s (1995) Panoptic gaze—where those who were all-seeing were all-knowing (Houston et al. 2006: 173). In order to be all-seeing or to give such an impression, however, Maya rulers needed to be seen, and so often located themselves in physically high and easily visible places or built tall temples that dominated the landscape.

While we know that Maya kings typically constructed highly visible temples, we actually know very little about the role visibility may have played in structuring social connections and daily interactions among social groups. To do this we need to broaden our view from civic-ceremonial precincts to encapsulate the broader landscape (Doyle et al., 2012; Richards-Rissetto 2010; Landau, 2015).

Background: GIS & 3D Visualization

Early visibility studies in the Maya region focused on astronomical alignments among structures, freestanding monuments, and the sky (Aveni and Hartung, 1986). Later, ethnographic studies showing that contemporary Maya often use sight lines to mark out spaces (Hanks, 1990) inspired researchers to investigate whether non-astronomical lines-of-sight also existed at ancient sites; and in fact, archaeologists identified sight lines between a major temple and outlying stelae at the site of La Milpa, Belize (Hammond and Tourtellot, 1999). Recent research has moved away from lines-of-sight between two objects to study the relationships that an object may have to the many objects or features found within a landscape, referred to as a visualscape (Llobera, 2003). Simple line-of-sight measurements cannot provide data on the relationships among multiple objects because they are done along a fixed line; however, visualscape can be measured using viewsheds that calculate an object's entire 360° field-of-view using GIS.

A GIS links mapped features to attributes stored in a database and overlays different data layers such as land usage, elevation, and buildings to help reveal complex patterns, relationships, and trends that are not readily apparent using other tools such as traditional databases not linked to maps.

Pros: In regard to visibility analysis, GIS allows archaeologists to move beyond line-of-sight analysis to viewshed analysis. A viewshed uses raster data (pixels) to identify all cells visible from one or more viewpoints in a landscape; all non-visible cells are assigned a 0 and all visible cells are assigned a 1. This basic binary schema allows for complex mathematical calculations, for example, Boolean operations or map algebra, to calculate topographic prominence of individual features (or classes of features) and percentage of intervisibility among features.

Cons: “Viewsheds depicted in a GIS map bear little resemblance to what people experience on the ground” (Conolly and Lake, 2006: 233). This limitation occurs because viewshed data are 2.5D. In other words, viewsheds store heights and elevation, but they are not actually 3D models (Figure 2). For digital humanists, these flat maps lack a sense of mass, scale, and aesthetics integral to human perception and experience, and the numerical outputs fail to differentiate visibility of a building’s façade...
versus its sides or back—essential for close reading interpretation. Technically, data resolution (i.e., ratio of pixel size to earth's surface) can dramatically affect viewshed results—low spatial resolution often masking variation and too high a spatial resolution underestimating visibility (King et al., 2015).

3D technologies offer an alternative to GIS. 3D data acquisition (e.g., airborne LiDAR, terrestrial laser scanning, and photogrammetry), 3D modeling (e.g., SketchUp, 3D StudioMax, Agisoft), and interactive 3D visualization (e.g., Unity, Oculus Rift) are transforming archaeological practice. But, what impact are such 3D technologies having on visibility analysis across ancient landscapes? Airborne LiDAR, for example, rapidly collects 3D data for archaeological sites across vast areas (Thompson and Prufer, 2015). Most LiDAR data are of unexcavated mounds requiring subsequent 3D modeling of architecture and proper alignment within terrains in order to perform visibility analysis—traditionally time-consuming tasks (Richards-Rissetto, 2013).

While most visibility analyses of archaeological landscapes use traditional 2.5D GIS, recently archaeologists have been exploring the potential of 3D approaches for visibility analysis in archaeology. Paliou (2014) developed a computational visibility approach to analyze the visual range of paintings first using 3D modeling programs (3D StudioMax and AutoCAD) and then converting the results into raster maps to be analyzed in a GIS. Dell’Unto and colleagues (2015) bring georeferenced 3D architectural models (using laser scanning and photogrammetry) into a GIS to calculate visibility of building interiors at Pompeii. While Saldana and Johanson (2015) also use 3DGIS, they employ procedural modeling to rapidly generate alternative 3D building reconstructions based on a set of architectural rules and attributes stored in a GIS to explore visibility in Ancient Rome (Saldana, 2015).

**Methods**

Building on this scholarship, I employ an iterative 3DGIS approach to explore the role of visibility at the ancient Maya site of Copan—today a UNESCO World Heritage Site in Honduras. The approach is twofold: computational and experiential. In the computational approach, I employ traditional 2.5D viewshed analysis in GIS to establish a baseline for comparative analysis with viewshed results in 3DGIS.

First, I use ArcGIS 10.3 (standard GIS software) to assign known building heights and interpolate building heights of unexcavated mounds and run viewsheds to calculate topographic prominence and percent visibility in relation to settlement of major temples and classes of architecture (Richards-Rissetto, 2013). Recent acquisition of airborne LiDAR data has generated a 1m resolution terrain allowing for greater accuracy than earlier visibility analyses (Richards-Rissetto, 2010; von Schwerin et al., 2016). Second, I employ CityEngine—a procedural modeling program that convert GIS data to 3D models—to generate 3D models for Copan's 3,000+ buildings with the LiDAR terrain using the GIS data and a set of architectural rules as well as laser scanned and photogrammetric models of some standing monuments at Copan (Figure 3) (Muller et al., 2006; Richards-Rissetto and Plessing, 2015; von Schwerin et al., 2015). These procedurally-generated 3D models are then returned to ArcScene (a 3D viewer for ArcGIS) and the viewshed analysis is rerun for comparative analysis of 2.5DGIS vs. 3DGIS of visibility at ancient Copan.

**Discussion**

In the experiential approach, I export the 3D models and terrain from CityEngine into Unity 5—a gaming engine—to interactively explore the 3D models. In this model, vegetation is added to the landscape and avatars proceed along set paths generated from a combined cost surface and visibility analysis (Figure 4) (Richards-Rissetto, 2013; Richards-Rissetto and Landau, 2014). Oculus Rift—a head-mounted virtual reality display—is employed to create an immersive experience for ancient Copan as a means to more intuitively interact with archaeological data (Bartolo et al., 2000; Frisher and Dakouri-Hild, 2008).
2.5D and 3D data to compare results and potentially derive new methods and interpretations for visibility analysis of ancient landscapes—analyses that would not be possible without taking advantage of the digital to cross-cut the computational and experiential.
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Introduction

Network visualizations are the most complex visualizations possible, but sometimes they are not capable of describing system-complexity. Even if they are the most widely employed visualization techniques, they still have limitations. Indeed a) their relations are not sufficient to analyse complexity and b) networks do not distinguish between qualitative differences of represented entities.

Starting from the actual network model, how could one manipulate this visualization to improve complexity comprehension? In this paper, we propose a solution called trajectory. The trajectory has two major points of difference compared to the network: the trajectory a) represents not only distances, but also durations, and b) it displays kinetic entities according to their evolution with time.

The discourse is articulated around these four points. Considering that networks are tools widely used by digital humanists, we propose a new language to improve the quality of represented data: a new network based on a vertical timeline. Complexification of the network visualization is not just a new language, but also a tool that would give the field of Digital Humanities the most complex of all possible visualizations.

Networks

How could one improve the visualization of complexity? To answer this question, we need to investigate the qualities and defects of network visualizations. A network is a wonderful way to visualize complexity: in this model, limitless relations and entities can be mapped. A network neither draws frontiers nor imposes quantitative limits to relations and entities. How does one imagine an even more complex visualization? In other words, how does one draw a “greater infinity” of relations and entities? It seems impossible indeed; the network could possess interminable relations and entities. But a trick is still possible – to enrich entities by adding a temporal dimension.

Conventionally, network visualizations are created considering the interdependence between distance and attraction, i.e. the spatial relationship. In fact, network visualizations are stable images, keeping each entity immobile, without possible evolutions. Changes in connections and disconnections of entities happen because of temporal events taking place in reality. So, if we want to achieve an even more detailed representation of complexity, we need to introduce another dimension for relations and entities – the dimension of time.

Time and space are intimately linked through movement. To enhance the richness of the visual language, we need to visualize the movement of entities through static
simulation, as done in *Spiral Expansion of Muscles in Action* by Umberto Boccioni, the Futurist artist who introduced the art of depicting sculpture in movement (Figure 1). We do not need to draw more actors or relations, it is enough to improve their representation with a more elaborated shape. In this way, complexity will be managed not only in terms of infinite spatial entities and relations, but also in terms of infinite time-based entities and relations.

**Movement and complexity**

If network visualization is to represent movement, it needs the fluidity through a new dimension of reality. This is the reason why relations and entities have to be both spatial and time-based. Movement lends a continuity to time and space, and is the key to better understand the representation. Consequently, the aim is to visualize the evolution of entities through a sequence of time-based networks.

Formerly, Kandinsky had noticed that nodes are fixed (1947, 32-35). To create dynamic visualizations, these nodes should progress. Now, network visualizations enriched by time could be said to be in motion. Visually speaking, network entities are represented by points; giving them a movement signifies that the points have to be represented through lines (Kandinsky 1947, 57; Ingold 2007). This solution allows us to lend more complexity to the basic point representation. Moreover, Kandinsky claims: “Considered in terms of substance, it [the point] equals zero” (1947, 25). The contrast between the point and the line in network visualizations finds another analogy in the Kandinsky’s thoughts, who considers the line as the antithesis to the point: “The line is, therefore, the greatest antithesis to the pictorial proto-element – the point” (Kandinsky, 1947: 57).

Figure 2. The DHLAB network is created by co-authoring: each node is an author and each edge a collaboration for a paper. Nodes represent also external collaborators

Thanks to the line representation, continuity enters the complexity of representation as the fabric stitching together the narrativity of several network sequences. Moreover, continuity implies an inherent relationship between both distance and duration. If the network visualization tends to be infinite in terms of spatial relations and entities, it is fairly weak to highlight time, another infinite dimension. The introduction of the trajectory brings another dimension to the visualization: the infinity of durations of relations and entities.

Figure 3. The DHLAB network is divided into years. Each trajectory represents an author who published during the years, tracing his continuity

**The visualizations in practice**

Data are extracted from Infoscience, EPFL’s publication repository. This repository is public, and everyone can access it and obtain the data presented in this paper. Technically speaking, we queried all publications associated with the DHLAB.

This article has two figures representing the DHLAB in Lausanne. Both visualizations present the same information in two different ways: the first shows collaborations on a plain surface – this figure is a classical network visualization (Figure 2); the second is based on the trajectory idea:
points previously arranged on a flat surface are transformed into lines reifying the continuity of people (Figure 3).

If we affirm that complexity representation has indeed been “complexified”, how could help digital humanists?

The first figure shows how the laboratory professor is placed at the center – the network would probably be very different without him and would be divided in parts. So, he is the core of the laboratory with good reason. The networks consist of two big clusters, which means that the professor is not included in all the publications of the laboratory (a rule that is compulsory in some labs).

The second figure immediately displays the literary production year by year. For example in 2013, the laboratory was relatively young to widely publish scientific works, collaborations have a greater size in 2014 and 2015. Compared to the network visualization, the trajectories depict the variability of links with time quite well by splitting the network into a sequence of networks.

The trajectories also describe the centrality of the professor better. For example in 2014, he basically worked with a group of people (shown at his left) and a colleague (at his right). In the same year, this colleague had a group of authors with whom he collaborated. Following the trajectories of that group, we can easily see that in 2014, it was not directly linked to the professor whereas in 2015, they all worked together. This is a detail revealed by trajectories that was not visible with classical network visualization.

The tool (conclusion)

Gyorgy Kepes wrote: “each new visual environment demands [...] new way of measuring” (1995, 13). This phrase introduces two concepts that would be of interest to the communities of Digital Humanities and Data Visualization: context and method. We could suppose that the context is given by humanists and the method by designers, but DH is the result of a blend between the two. Designers cannot think of methods out of context, the opposite is true for humanists.

As Johanna Drucker says, we are experiencing “a momentary blindness among practitioners” (2011, 5). To overcome this blindness, we put together the efforts of designers and humanists: the visualization here described represents interdisciplinarity – the context and the method at the same time. For this reason, we think that trajectories are a good example. The DH community is close to having the sensibility to solve the interdisciplinarity issue.

For this reason, theory has to be combined with practice to produce solid research tools for the DH community. Trajectories are not simply a theoretical concept but also a tool that will be presented at the DH 2016 conference and which will be available to digital humanists for decomposing their networks, or, in other words, to lend representations their complexity.
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Introduction

S’intéresser à la comparaison, à l’échelle du discours, c’est interroger sa fonction d’amarrage, de point charnière, entre plusieurs champs énonciatifs distincts ; c’est questionner la façon dont deux discours entrent en interaction et s’activent l’un l’autre sur le plan structurel, à travers un nouveau réseau de ressemblances/différenciations qui participe de leur affirmation singulière.

Cette étude exploratoire se concentre sur le dialogue particulièrement riche qu’entretiennent les discours scientifique et littéraire entre 1860 et 1928, et plus précisément sur la convocation, au sein de la critique littéraire, de tout un champ notionnel emprunté aux sciences dites exactes (biologie, physique, chimie, botanique…). À une époque où émergent la biologie moderne, la médecine expérimentale, les principes de thermodynamique, ou
encore l'évolutionnisme de Darwin et Spencer, le discours scientifique ne se cantonne plus à une sphère dévolue aux spécialistes, mais nourrit au contraire des mutations sociales, éthiques et esthétiques, au travers desquelles la littérature redéfinit sa place.

Au vu de la dimension analogique de la comparaison, on pourrait supposer qu'elle tient un rôle central dans cet appareilment des discours littéraire et scientifique, captant et catalysant en quelque sorte le « dialogisme discursif » (Adam, 2005) au niveau microscopique. Il s’agit donc de déterminer ses différentes fonctions et manifestations au cœur de cette intertextualité qu’elle crée.

**Méthode automatisée**

Le besoin d’une méthode automatisée et le recours à des outils informatiques nous ont paru incontournables afin de pouvoir traiter un corpus à la fois signifiant et vaste. Nous avons donc cherché à identifier et à extraire automatiquement les comparaisons concernées au sein d’un corpus numérisé homogène, comprenant 49 auteurs pour un total de 140 ouvrages de critique littéraire française. Pour ce faire, deux outils ont été utilisés :

- un algorithme permettant d’identifier des comparaisons potentielles construites autour de différents types de marqueurs de la comparaison ainsi que les termes qu’elles mettent en parallèle (Mpouli & Ganascia, 2015) ;
- le Dictionnaire électronique des mots (Dubois & Dubois-Charlier, 2010), un dictionnaire au format XML qui fournit pour chaque entrée un champ lexical et une sous-classe sémantique (cf. Figure 1), offrant ainsi la possibilité de ne retenir que les comparaisons dans lesquelles le comparant ou le comparé relève exclusivement du champ lexical de l’une des sciences exactes prédéfinies (chimie, chirurgie, médecine, physiologie, physique, mathématiques, astronomie, biologie, géologie, zoologie et botanique).

Précisons cependant que le terme « espèce », qui occupe une place importante dans le vocabulaire scientifique de l’époque, a dû être ajouté manuellement car le dictionnaire ne le plaçait dans aucun des domaines scientifiques concernés.

**Activation d’un dialogue interdisciplinaire**

De fait, une lecture plus poussée des résultats confirme deux positionnements antagonistes de la critique face au discours scientifique. D’une part, tout un pan de la critique dénigre l’aridité ou l’arrogance d’un discours scientifique qui permet, par contraste, de valoriser une vision romantique et symboliste de la littérature. La comparaison introduit en ce sens un rapport de supériorité au bénéfice du discours littéraire.

---

**Figure 2.** Répartition des auteurs en fonction de leur fréquence d’utilisation de termes scientifiques comme comparant. Seuls ont été considérés les concepts comptant au moins 5 occurrences dans le corpus

**Tableau**

<table>
<thead>
<tr>
<th>Livre</th>
<th>Comparaison extraite</th>
<th>Marqué par</th>
<th>Comparant</th>
</tr>
</thead>
<tbody>
<tr>
<td>P. de Saint-Victor, Le Théâtre contemporain.</td>
<td>Depuis quelques années déjà, l’auteur de l’Ami des femmes exerce la morale comme une chirurgie ; il lui prête l’impudeur tranchante d’une science expérimentale qui a le droit de tout éventrer et de tout décrire.</td>
<td>Comme morale chirurgie</td>
<td></td>
</tr>
</tbody>
</table>
| A. de La Martine, Cours familial de littérature, t. 5. | [Les psychologues] n’arrivent qu’à s’emboûiller dans leurs définitions, à se contredire dans leurs distinctions, à se perdre dans leur analyse; et, comme les chimistes, leurs émules, quand ils veulent retirer de leur creuset les principes de l’âme humaine et dire : La voilà ! ils ne tiennent sous leur plume ou sous leurs doigts qu’une pincée de cendre… | comme [psychologues]
De l'autre, une critique littéraire dite « scientifique », regroupant entre autres Sainte-Beuve, Brunetière, Guyau, Bourget, Taine, Renan, Hennquin, Lemaître, Goncourt, Zola ou Renard, instaure au contraire un rapport d'égalité avec un discours scientifique apte à enrichir le discours littéraire.

<table>
<thead>
<tr>
<th>J.-M. Guyau</th>
<th>Dans la composition des caractères, par exemple, l'art combine, comme les chimistes dans la synthèse des corps, des éléments empruntés à la réalité.</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. Zola cité par L. Bazalgette, L'Esprit nouveau dans la vie artistique, sociale et religieuse.</td>
<td>Nous devons opérer sur les caractères, sur les passions, sur les faits humains et sociaux, comme le chimiste et le physicien opèrent sur les corps bruts, comme le physiologiste opère sur les corps vivants.</td>
</tr>
</tbody>
</table>

Au sein de ce second type de critique, la comparaison apparaît comme une figure de premier plan par son aptitude à cimenter un rapport de type analogique entre les discours.

**Le système analogique d’une critique littéraire « scientifique »**

En rhétorique, la comparaison contribue souvent, de par sa fonction évocatrice, à donner plus de poids à une argumentation. Si plusieurs usages de la comparaison peuvent ici être analysés, tous semblent néanmoins obéir à une même stratégie discursive : l'image provoquée par le rapprochement de l'objet littéraire avec un élément exogène, puisé dans le domaine scientifique, vient servir le discours critique sur un plan rhétorique immédiat. Agrandir le champ notionnel par un rapprochement analogique, c'est par là-même généraliser la portée d’un énoncé qui devient exportable à d'autres domaines. En ce sens, la comparaison est mise au service d’un processus de valorisation, dans la mesure où le discours littéraire, trouvant un pied d'égalité avec le discours scientifique, reçoit simultanément une légitimité qui lui est extérieure – sans compter la forte caution institutionnelle dont bénéficie à cette époque le discours scientifique.

Cette mise en place d’un système analogique peut ainsi s’observer autour de « concepts nomades » (Stengers, 1987) que la comparaison rend nettement identifiables, telle que la notion d’espèce, dont la circulation et la réappropriation par le discours littéraire sont ici particulièrement remarquables.


Cette égalité introduite par la comparaison entre domaines littéraire et scientifique n’est jamais stricte, mais structurelle, comme le montre les exemples repris ci-dessous. La comparaison pose donc une ressemblance entre des rapports, de sorte que la critique littéraire peut traiter la littérature comme la science traite son objet : la littérature, l’art, deviennent par la force de l’analogie champs de savoir. En servant de « modèle analogue » (Black, 1962), non seulement la science légitime le projet de la critique littéraire, mais elle opère consécutivement un renversement axiologique en imposant la valeur de vérité, à laquelle les valeurs esthétiques et éthiques se retrouvent subordonnées.

| E. Renan, Discours et conférences. | Car il y a une tragédie dans une logique en cinq actes comme dans un mémoire de physiologie, et la règle des ouvrages de l'esprit est toujours la même : être égal à la vérité, ne pas s'affaiblir en s'y mêlant, se mettre tout entier à son service, s'immoler à elle pour la montrer seule, dans sa haute et sereine beauté. |

| E. Renan, Discours et conférences. | Comme tragédie mémoire de physiologie |
A. Albalat
Le Mal d’écrire et le roman contemporain.

L’étude comparative des procédés de composition dans les œuvres écrites démontre au contraire qu’il y a en art des lois d’examen invariables, des vérités esthétiques démontrables comme les mathématiques, des principes fixes, une évidence positive et irrésistible, une certitude enfin de filiation et de descendance commune à toutes les écoles et éclatant toutes les productions.

Enfin, la comparaison, autant qu’elle rassemble, se fait lieu de confrontation entre les discours. L’identité même du discours se voit ainsi mise en jeu, dans la mesure où le rapprochement analogique sert aussi, pour la critique littéraire, de mise en rivalité avec un discours scientifique dont elle cherche à la fois à emprunter des structures et à rejeter l’ascendant. Par la comparaison, qui contrairement à la métaphore ne « fusionne » pas, le dialogisme discursif participe finalement de la construction identitaire du discours littéraire, dans ce sens où « l’Autre n’est pas seulement la contrepartie du Même, mais appartient à la constitution intime de son sens » (Ricœur, 1990). En ce sens, on pourrait se demander dans quelle mesure et sous quelle forme la métaphore contribue elle aussi à la construction de ce nouveau discours critique.
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1. Background

Richard Wagner’s leitmotifs (Whittall, 2003), the compositional technique and its aesthetic implications as well as the individual motives, their musical characteristics, meanings, and transformations through the works, have been subjected to a wide variety of interpretations throughout different cultural and historical situations. The popular Wagner discourse in particular – in work introductions, guidebooks, programme notes, commentaries and motivic annotations in libretti and piano scores – focused on the extraction, description and presentation of leitmotifs in order to convey their interpretation of Wagner’s work. Thus, the phenomenon ‘leitmotif’ cannot only be defined as a compositional technique, but also as a reception practice (Grey, 1996; Rümenapp, 2002; Thorau, 2003). This study aims at a large-scale comparison of these reception practices that reaches across cultures and time periods and is able to not only describe general characteristics of sources, but to compare interpretations down to conceptions of individual motives. Semantic Web technologies (Berners-Lee et al., 2001; Bizer et al., 2011), with the enhanced capabilities of linking, searching and structuring of data they provide, may facilitate this undertaking. This paper describes an ontology that models the structure and content of leitmotif interpretations, which shall enable the semantic annotation of sources and the structured representation of the interpretations they contain. A particular focus lies thereby on the methodological considerations and design decisions that stand behind it.
2. Methodological Considerations

Semantic Web Research and Musicology are two distinct domains, each with their own conventions, terminologies, and patterns of thought and discourse. Attempts to integrate them thus have to deal with the following questions: "How do [musicological] methods translate into methods of Semantic Web Research?" (Kummer, 2011) Can we conceive of a musicological ontology, which not only forms the basis to represent discourse in novel ways, but also works as an analytical device? How can we take advantage of the commonalities and accommodate the differences between methodologies and ways of thinking, such as different approaches to the presentation of knowledge and the construction of complexity, and the confrontation of different values of flexibility, ambiguity, and metaphoricity on the one hand and explicit definitions and taxonomies on the other? There are several key strategies by which the described ontology aims to achieve compliance with both domains: 1) a historical, critical and philosophical 'awareness' within the terminology and its specifications, as well as the connection to a shared vocabulary in the form of musicological encyclopaedias; 2) the incorporation of flexibility, ambiguity and nuance into the explicit model; 3) a direct correspondence between the ontology and both the document and “thought structure” of the interpretations it models.

3. Related Work

Existing approaches that apply Semantic Web technologies to music or musicology are mostly concerned with organising and retrieving musical data. The Music Ontology aims at modelling the "music production workflow"; and focuses on managing "music-related data" of recorded and foremost popular music (Raimond, 2007). Since this domain specification also shapes the terminology and definitions it employs, its application in the scholarly context of music history can be problematic: it does not comply with the terminological standards and conventions of musicology, and does not provide sufficient concepts to describe the variety of data that contextualises music and that is vital for music-historical study. The "musicSpace" project (Bretherton et al., 2009) aimed at enhancing the possibilities of musicological research by “integrating access to many of musicology’s leading data sources”, gathering factual information from this data and metadata and making this information accessible and searchable via a single interface. While sharing common goals and objectives, the project at hand aims at going beyond factual information and at analysing the structure and content of a specific type of musicological discourse, modelling assignments people attribute to a musical work throughout the history of its interpretation. Related approaches can also be found in different disciplines, such as Cultural Heritage and Museology (Doerr, 2003): Traditional approaches in musicology tended to treat works as self-contained conceptual objects; therefore, the reception or interpretation history of a musical work can, to a certain extent, be seen in correspondence to the provenance of an object. Relevant are furthermore ontologies that aim at modelling narratives or, more general, the content or structure of sources in different contexts, such as the OntoMedia ontology (Jewell et al., 2005), Story Fountain (Mulholland et al., 2004), or Curate (Mulholland et al, 2012).

4. Structure and Design

Analyses and interpretations of musical works, even though their content, analytical approach etc. might be completely different, on a basic level often rely on similar structures and constituent elements. These commonalities increase within the "specialised" analytic or interpretative discourse that is concerned with, for instance, a particular composer, a particular form, style or genre, which shares patterns and conventions of discourse and a specified vocabulary. This ontology, therefore, aims to model leitmotif interpretation as a special case of musicological discourse: its design is based on an analysis of representative source documents, and its structure and scope is informed by the structure and content of these interpretations and their presentation principles.

The ontology negotiates between several layers that model different dimensions. The first contains bibliographical metadata on the source documents, while the second concerns the source type and the corresponding internal document structure. The third level comprises the content structure, and is most significant for the comparisons of the different leitmotif interpretations.

Guidebooks, such as Hans von Wolzogen’s Thematischer Leitfaden (Wolzogen, 1876), are already highly structured documents: They follow the chronology of the work, and narrate the music by extracting leitmotifs and describing their appearances, interactions and transformations through the course of the work. This interpretational concept of a leitmotif is, however, not the same as the compositional concept: they are integrated, self-contained constructs, abstractions from the musical context that tie together a musical phenomenon and its interpretation. They are represented as a collection of several constituent elements, such as a notation example fixing the motive’s shape, and a descriptive name defining its semantic reference (see figure 1). Which constituent elements exactly form a leitmotif concept differs between sources, and is characteristic for the source type or the interpretation approach. However, whereas within one guide, leitmotif concepts are stable and easily identifiable, the comparison between a large number of sources undermines permanent constructions: the same name can be found applied to different musical phenomena, or the same musical shape can be assigned different names; and even seemingly small nuances can point to significant differences in interpretations and aesthetic attitudes: the names ‘Schicksalsmotiv’
(Wolzogen, 1876) and 'Schicksalsfrage' (Porges, 1882), for instance, imply a completely different relationship between the name and the musical phenomenon: while the former establishes a denoting connection, with the motive acting as a sign for its semantic reference, the second establishes a metaphoric connection between the musical structure and the name, as the rhetoric characteristics of the 'Frage' ('question') parallel the musical characteristics of the motive. The varied combinations of constituent elements in different sources further complicate a comparison: how can we compare leitmotif concepts that don’t share any features? The ontology applies several strategies in order to cope with these difficulties: 1) Rather than providing a fixed definition of an interpretational leitmotif concept and its structure, the notion of a leitmotif concept is defined through its relationship to its constituent elements. Thus, the ontology does not prescribe a particular structure in which the actual instances have to be fitted, but stays flexible and can accommodate varying interpretational approaches. 2) The ontology introduces three meta-constituents, that are assigned in the analytic process and that shall introduce a common basis for comparison: the reference to a point in the work, the reference to a semantic sphere, and the reference to a basic musical shape (see figure 1). 3) Within these three categories, there is a set of relationships that aims at expressing a differentiated spectrum of influence and independence, identity and contrast, similarity and difference. In addition to the described structural features, the ontology also introduces different levels of abstraction, so that leitmotif interpretation is modelled as a special case of musicological discourse in general and the ontology remains potentially extensible to accommodate other forms of music interpretation and discourse.

Figure: Possible constituents of a leitmotif concept

5. Conclusion

The described ontology forms the basis of a semantic annotation of the digitised sources, which shall facilitate the systematic comparison of a wide variety of leitmotif interpretations and enable to answer questions such as the following: Which musical shapes have been associated with a certain semantic sphere? How has a certain set of musical characteristics been classified in different interpretations and reception contexts? Being able to reorganise and query the reservoir of leitmotif concepts according to such questions can provide insights about larger contexts, patterns and constellations and form the starting point of more detailed investigations. Furthermore, beyond this particular analysis, it forms a first step towards a new structure of musicological discourse, as it allows to link elements of musical analyses, interpretations or reception documents together in novel ways.
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Background

Commonplaces are a particular instance of historical text reuse (Dacome, 2004; Allan 2010; Blair, 2011). This paper describes our efforts at identifying commonplaces in the Gale-Cengage Eighteenth Century Collections Online (ECCO) database. Given the size of this collection, as well as the state of the data in terms of its OCR output, identifying shared passages that exhibit the textual characteristics of commonplaces – e.g., are relatively short, repeated, and rhetorically significant – is a non-trivial computational task. In our previous work on text reuse, we came across numerous examples of textual borrowings and shared passages that we considered possible commonplaces (Allen et al., 2010; Horton et al., 2010; Roe, 2012). We expanded this work into a Digging into Data Round 3 project using similar methods to explore the more than 200,000 works contained in ECCO, a dataset that represents most of the printed literary and scientific output in Britain from 1700 to 1799.

Previously we developed a sequence alignment algorithm for the identification of large-scale text reuse. This algorithm, called PhiloLine, generates a list of similar passages (based on a set of flexible matching parameters) shared between any two texts. This simple approach allows us to find borrowings and other instances of text reuse, from quotations to uncited passages and paraphrases, over large heterogeneous corpora (Edelstein et al., 2013). Historical text reuse detection is a burgeoning field within the digital humanities, whether focussed on literary allusion (Coffee et al., 2012; Coffee et al., 2014), paraphrase (Büchler et al., 2011), influence (Büchler et al., 2014), or networks of reprinting (Smith et al., 2015). While all these projects address text reuse in slightly different ways, the flexibility and scalability offered by PhiloLine, coupled with our familiarity with the system, offered significant advantages over other approaches. We thus aimed to use PhiloLine to compare the ECCO corpus to itself, compile a list of the most frequent shared passages, and from there evaluate these passages in order to build a database of potential commonplaces.

Eliminating duplicates

The scope and scale of the ECCO dataset represented a major hurdle both in terms of computational expense and evaluation of the matching algorithm. Faced with more than 32 million pages of text, any manipulation of the data takes on significant proportions. To put this in perspective, comparing ECCO’s 200,000 documents to each other means making some 40 billion pairwise comparisons and then storing and evaluating the output. Fortunately, our focus on commonplaces requires us to dramatically reduce the number of comparisons. We needed, for instance, to eliminate duplicate or near-similar texts in order to reduce the number of documents for comparison. The most obvious method would be to compare all the words in each work, and define a similarity threshold beyond which we consider two works to be the same. But, given the unequal quality of the OCR in the ECCO dataset, the reliability of any algorithm meant to detect similarity between two texts is very low. Two identical texts, for instance, can potentially only share 20% of individual tokens due to the quality of the OCR. As a result, we decided to focus our efforts on comparing document metadata instead, as it is of excellent quality.

Our methodology consisted in comparing titles in the dataset using a cosine similarity algorithm (Singhal, 2011). For our purposes, we determined a minimal similarity index to automatically determine whether two texts were the same, that is to say a re-edition of the same work. Beyond a certain threshold score, the newest document in terms of date of publication is automatically flagged as a duplicate. If it so happens that the minimal score is not reached, but still remains high, we compare authors, and if these are the same, we similarly flag the most recent document as a duplicate:

```
Pseudocode for title matching algorithm
if score > 0.8:
    return True
elif score > 0.6 and score < 0.8:
    if author == other_author:
        return True
    else:
        return False
```

The document with the oldest publication date serves as the “source” text. Using this method, we were able to reduce the size of the corpus by 43%, eliminating 88,850 documents. We were thus left with 116,700 unique texts on which to run our matching algorithm.
Detecting similar passages

Similar passage detection requires a one-to-one document comparison. Rather than compare all 116,700 texts to one another, we decided to leverage Gale’s thematic divisions, and limit the comparison task to individual modules. While PhiloLine’s matching capacity is powerful, it is necessary to understand its underlying algorithm in order to configure the tool properly. Briefly, PhiloLine’s operational logic is to compare sequences of words, or n-grams, and determine the presence of a shared passage according to the number of common contiguous n-grams between two sequences. For example, the following text from Shakespeare’s *The Tempest* is rendered by as a set of overlapping n-grams (where \( n = 3 \)):

```
The cloud-capped towers, the gorgeous palaces,
The solemn temples, the great globe itself—
Yes, all which I inherit—shall dissolve.
- Shakespeare, *The Tempest*, Act 4, Scene 1 ca. 1611
```

Trigrams: cloud_capped_towers, capped_towers_gorgeous, towers_gorgeous_palaces, gorgeous_palaces_sollem, palaces_sollem_temple, sollem_temple_globe, temple_globe_itsel, globe_itsel_grea, itself_grea_inherit, itself_grea_inherit_shall, inherit_shall_dissolve

Trigram generation and stopword removal are thus the main parameters we apply to transform texts prior to the sequence alignment process. Once this is done, we proceed with the text-sequence comparisons. Below is an example of just such an alignment of sequences drawn from the Literature and Language module:

```
an Hour of virtuous Liberty, is worth a whole Eternity in Bondage
- Joseph Addison
```

Trigrams: hour_virtuous_liberty, virtuous_liberty_eternity, liberty_eternity_bondage
```
an hour of virtuous liberty & worth a whole eternity in bondage
- James Thomson
```

Trigrams: hour_virtuous_liberty, virtuous_liberty_eternity, liberty_eternity_bondage

In this case, we note the perfect alignment, which PhiloLine detected because there are at least three contiguous trigrams in common between both passages.

Using these base parameters (overlapping trigrams with stopwords removed), we compared the ECCO corpus to itself on a module-by-module basis. The output of this comparison ranged from 3.5 million common passages in the Literature and Language module, to almost 17 million possible commonplaces in Religion and Philosophy. Identifying these common passages is thus only a first step. Even after significant duplicate reduction, the sheer scale of the passages that require post-processing evaluation is daunting.

From similar passages to commonplaces

To attack this problem, we treat commonplaces generically as the repeated use of the same passage - more or less similar - in a minimum number of different authors. We began by grouping all source passages that were identical in order of frequency. Given that commonplaces are normally short expressions, at the most no longer than several sentences, we restricted our search to passages containing a minimum of five words and a maximum of 75:

```
Potential commonplaces (ECOO - Literature & Language Module)
217 rear the tender thought, to teach the young idea
209 digne (laude verse meta vertot mer)
337 deus intersit, nifi digne virtute nodos
207 this my wise inspirer, who touch'd Isaiah's hollow'd lips with fire
218 imagination builds forth the forms of things unknown
202 now was all rite livid(e) facinus crimin
118 versus verbo curabilis redunda fines interpres
115 trahit discerio sana remedium from that tongue
112 outward and visible sign of an inward and spiritual grace
107 beauty hangs upon the cheek of youth, like a rim jewel
106 noble rage, and froze the genial current of the fell
103 side in the affairs of men, which, taken at the flood, leads us to fortune; omitted, all the voyage of their life is bound
95 honories and lowly discloses
90 deus intersit nifi digne virtute nodos
89 believing can express, or painful parts fancy when they live
86 live soberly, righteously, and godly in this present world
85 Free and candid disquisitions relating to the church of england
84 Cloud-capt towers, the gorgeous palaces, the solemn temple, the great globe
83 hour of virtuous liberty, is worth a whole eternity in bondage
82 wounded snake, drags its flow length along
82 iron tongue of midnight hath told twelve
```

A cursory glance at this list reveals several variants of the same passage that need to be merged in order to better represent a single commonplace. If we take the following passage from the Scottish poet James Thomson, for instance:

*Then infant reason grows apace, and calls For the kind hand of an assiduous care. Delightful talk! to rear the tender thought, To teach the young idea how to shoot, To pour the sweet inspiration o’er the mind, 1150 To breathe enlivening spirit, and to fix The generous purpose in the glowing breast.*

We notice that the reuse of this passage in other authors can vary significantly.

*Gentleman of the Middle Temple (1775):*

How glorious would her matron employments be, to hear the tender thought, to teach the young idea how to Jshoot; to be at once the precept and example to her family of every thing that was good, every thing that was virtuous.

*Mrs Lovechild (1790):*

Happy the Mother "Distilling knowledge through the lips of ‘love’! - ‘Delightful talk! to rear the tender thought, ‘To teach the young idea how to shoot’, To pour the fresh inspiration o’er the mind! ‘Lines which will never cease to be quoted..."

Given the variability in the reuse of any given passage, as well as the approximate quality of the OCR, we developed a new algorithm that could match similar passages in a way that was both precise, and yet more flexible than PhiloLine. The algorithm uses the same n-grams as PhiloLine, though they are constructed differently. Rather than use overlapping trigrams, as we do for sequence matching, here we use alternating bigrams for increased flexibility:

```
Potential commonplaces (ECOO - Literature & Language Module)
217 rear the tender thought, to teach the young idea
209 digne (laude verse meta vertot mer)
337 deus intersit, nifi digne virtute nodos
207 this my wise inspirer, who touch’d Isaiah’s hollow’d lips with fire
218 imagination builds forth the forms of things unknown
202 now was all rite livid(e) facinus crimin
118 versus verbo curabilis redunda fines interpres
115 trahit discerio sana remedium from that tongue
112 outward and visible sign of an inward and spiritual grace
107 beauty hangs upon the cheek of youth, like a rim jewel
106 noble rage, and froze the genial current of the fell
103 side in the affairs of men, which, taken at the flood, leads us to fortune; omitted, all the voyage of their life is bound
95 honories and lowly discloses
90 deus intersit nifi digne virtute nodos
89 believing can express, or painful parts fancy when they live
86 live soberly, righteously, and godly in this present world
85 Free and candid disquisitions relating to the church of england
84 Cloud-capt towers, the gorgeous palaces, the solemn temple, the great globe
83 hour of virtuous liberty, is worth a whole eternity in bondage
82 wounded snake, drags its flow length along
82 iron tongue of midnight hath told twelve
```

```
Bigrams: infant_grows, reason_space, grows_calls, space_kind, calls_hand, kind_assiduous, hand_care
```

By skipping a word in the creation of these bigrams, we create n-grams that are both rarer than in-sequence bigrams, but also more common than in-sequence trigrams. In essence, these bigrams are flexible trigrams where the middle word is ignored. In this manner we can alleviate some of the issues that come from the dirty OCR. As there is a higher probability for a regular trigram to contain a wrongly identified letter, it has a higher chance of being
unique, therefore making it less reliable for similarity matching than our flexible trigrams.

Finally, we needed to take into account the different lengths of these passages, as some are much longer than others. This variability led to the introduction of a coefficient that accounts for varying lengths, and allows us to automatically determine the minimum number of matching n-grams needed to establish similarity between two passages. For instance, if two passages of 30 words must share 4 bigrams, a passage of 30 words and another of 50 should share more bigrams to retain the same level of similarity.

Using the above methods, we were able to merge various uses of a single source passage and assign them a unique identifier. We can therefore now identify the highest frequency commonplaces in the Language and Literature module (see Appendix 1), as well as the most ‘highly commonplace’ authors, i.e., those that generated the most shared passages (see Appendix 2). These preliminary results suggest that commonplaceing, as an intertextual reading/writing practice, was alive and well in 18th-century England. Digging into a dataset such as ECCO can thus offer us new perspectives from which to view and understand 18th-century print culture, provided we unearth more than we cover up.

Future Work

We aim to release an interactive database of possible commonplaces in early 2016. The database will allow users to navigate the ECCO dataset via the commonplaces, most commonly cited authors and works, and visualize commonplace use and practices over time. We will also introduce several curated datasets that pre-date the 18th century, and that can act as a control on sources that fall outside the date boundaries of our data. These possible datasets include the King James Bible, Classical Latin texts, and EEBO-TCP. Further goals for this project include merging the module-specific results into one large pool of potential commonplaces that reach across disciplinary boundaries; developing a user interface that allows for commonplace curation as a form of crowdsourcing; and introducing non-English datasets for comparison in order to find instances of multi-lingual commonplace practices.

Appendix 1

<table>
<thead>
<tr>
<th>Most frequently commonplace authors (ECCO, Literature &amp; Language module)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Horace</td>
</tr>
<tr>
<td>5. Virgil</td>
</tr>
<tr>
<td>6. Aytounagh, Samuel</td>
</tr>
<tr>
<td>8. Ovid</td>
</tr>
<tr>
<td>10. Dryden, John</td>
</tr>
<tr>
<td>12. Thomson, James</td>
</tr>
<tr>
<td>13. Cicero, Marcus Tullius</td>
</tr>
<tr>
<td>15. Chambers, Ephraim</td>
</tr>
</tbody>
</table>

Appendix 2
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Introduction

Up-to-date research in the humanities today depends as much on digital methods and digital data. However, the use of computer-based methods and online sources in the humanities still faces several challenges, including the difficulty of ensuring the longevity of research data, the lack of common basic services, inadequate standardisation of data formats, insufficient training in digital methods and best practices, and weak international Digital Humanities networks. Digital documents are accumulated, organised and annotated using electronic databases. However, the necessary infrastructure is most often established in a project-specific way and is not designed for the long-term preservation of data. After the completion of a research project, these digital resources quickly become unavailable if they, and the software and hardware they rely on, are not properly maintained. Keeping digital data accessible after the end of a project is costly in terms of money and labour and is usually not included in the project funding.

While the digitisation of analogue sources produces large numbers of digital documents, these documents usually have a simple structure. By contrast, the data produced during the research process is much more complex, consisting of interlinked information (databases, annotations etc.). Because of the complexity of this research data, it is very difficult to make it permanently available. However, there are several reasons for doing so:

Transparency:
As research data is the foundation on which published results are based, it becomes necessary to have access to this data in order to evaluate the results.

Reuse:
New research projects can reuse existing research data to propose different answers to the same questions, or to ask entirely new questions, especially if the datasets from different projects can be linked.

Citability:
Digital sources may only be referenced in scientific texts if they can be accessed permanently without modification. The long-term accessibility of arbitrary digital objects (together with permanent links and unique object identifiers) is usually not possible.

Implementation of a National Data Center for the Humanities (DaSCH)
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Notes
1 On our Digging into Data project, see http://diggingintodata.org/awards/2013, and on ECCO, see http://gdc.gale.com/products/eighteenth-century-collections-online/.

2 See https://code.google.com/p/text-pair/.

3 Gale’s ECCO modules: History and Geography (17,950 works, reduced to 10,528); Social Sciences and Fine Arts (48,335 works, reduced to 30,498); Medicine and Sciences (15,616 works, reduced to 9,203); Literature and Language (53,351 works, reduced to 25,655); Religion and Philosophy (51,485 works, reduced to 29,962); Law (15,565 works, reduced to 7,726); and General Reference (5,198 works, reduced to 3,129).

4 See http://www.textcreationpartnership.org/tcp-eebo/.
• Collaboration and networking with other institutions on developing digital literacy

During a pilot phase lasting two years that ended in July 2015, the data of about 25 different research projects ranging from ancient history to musicology have been passed to new institution for preserving long term accessibility. In order to copy with such heterogeneous data, the platform has to be extremely flexible and versatile.

Since Switzerland is a highly federalist country, a balance between a central/decentral approach had to be chosen. We decided to form of a network that currently consists of several "satellite" nodes and a central office which acts as coordinator, main provider of technology and software development. The individual locations have a great deal of freedom to take local decisions (e.g. which research projects are considered important to be included in the platform). At each satellite location, it is necessary to have both a broad knowledge and experience available in humanities research as well as in IT and software development skills. The central office provides second-level support.

Technological issues

Our daily experience seems to suggest that digital data is quite volatile and unstable. Everybody who works with computers on any scale has suffered the unfortunate experience of data loss. In a recent interview, Vincent Cerf, often regarded as one of the "fathers of the internet", says he is worried that all the images and documents we have been saving on computers will eventually be lost: "Our life, our memories, our most cherished family photographs risk being lost in the wake of an accelerating digital revolution." (Cerf, 2015) Thus, it appears that "long-term preservation of digital data. However, guaranteeing long-term access to digital information remains a tedious and difficult process.

There are only a few fundamental methods for long-term preservation of digital data:

1. Emulation
   The software and to some extent the hardware of obsolete computer systems can be emulated ("simulated") on modern computers. Thus data can be rendered using vintage software.

2. Eternal media
   The "eternal" media approach requires the digital data to be recorded onto the most robust and durable media available.

3. Migration
   In the context of long term archiving, migration is defined as the process of periodically copying digital data onto new, up-to-date storage media and, if required, converting the file formats to new, well-documented standard formats.

The OAIS reference model for a digital archive is based on the migration model. In addition to a formal process description, it also covers the ingest of data into the archive and the dissemination of archived data to a user. An important aspect of the OAIS reference model is the systematic approach to metadata that is distinguished between the metadata required to identify and find a «document», and the technical metadata required for the management of the migration processes. The OAIS approach can be adapted for complex «objects» such as relational databases or NoSQL-databases (e.g. using the SIARD-suite (Ohnesorge, 2015), a standard adopted by European PLANETS project and as Swiss eGovernment Standard eCH-0165), however in order to browse or use the data, the whole dataset has to be retrieved from the archive and converted back into a working RDBMS using the SIARD-Suite – a «quick overview» is not possible.

Complementary to the OAIS archival process model, keep-alive archiving keeps a system of data, data management and access methods online and permanently up-to-date. Whenever the technology evolves (e.g. a new stable version of the data management software or a new version of a file format is released), the whole system is migrated to conform to the new environment. The keep-alive archives are especially well suited to complex data such as databases which are accessed very frequently. However, there two fundamental problems with keep-alive archives:

If the data management system does not offer a method to record all changes, the history will be lost. It is virtually impossible to keep each projects IT-infrastructure – especially the software – running forever. Each project uses its own software (Filemaker Version XY, MySQL, PHP, ruby, Excel, etc.) and data models. The adaption to the evolving technology would overwhelm each institution.

The DaSCH implements a modified keep-alive concept. It has chosen to use the Resource Description Framework (RDF, standardised by the W3C) as a common ground for representing the data. It provides a very simple but highly flexible representation of digital information. RDF allows the definition of ontologies which formalise the semantic relationship of digital objects. We defined a base ontology which implements some required basic concepts (e.g. timestamp based versioning, annotations, access rights etc.). Starting from this base ontology, for each research project taken into custody a specific ontology is being derived. On delivery of the data, the original data structure is translated into this ontology preserving the important features and relationships of the data. This technological framework thus allows the «simulation» of almost any data models (relational databases, XML hierarchies, TEI-encoded texts, graph networks etc.) in a common infrastructure using open standards such as RDF, RDFS and OWL².

The pilot phase has made it clear that project-specific access applications (such as online graph- ical user inter-
faces) have to be preserved. While this approach does not make it possible to directly reuse the original applications, it has been shown that is easy to re-implement their basic functionality as well as their look and feel.

Using the common platform, it is straightforward to create new tools and applications that reuse existing data by combining information from different datasets. Thus, new research methods can be implemented, e.g. using methods of «big data» analysis.

Due to the success of the pilot phase where about 25 projects have been integrated, some with individual user interfaces, the Academy has decided to ask for funding. The request is awaiting the approval of the swiss national parliament.
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Notes

1 RDS-Schema for expressing simple ontologies.
2 Web Ontology Language for expressing complex ontologies and relations.

Digicraft and ‘Systemic’ Thinking in Digital Humanities
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In the AIUCD (Associazione per l’Informatica Umanistica e la Cultura Digitale) conference held in Bologna in September 2014 Manfred Thaller wondered “Are the Humanities an endangered or dominant species in the digital ecosystem?” (Thaller, 2014, also Thaller, 2012). The answer was not simple nor linear and directly involved the Digital Humanities (DH from now on) as a disciplinary and research field that was still poorly defined, DH hold the promise to bring out the Humanities from the Indian reserve where they are now confined, provided certain conditions will be met. In particular DH specialists should:

1. conceive of themselves as researchers and not as conversationalists;
2. strive for a vision;
3. change the epistemology of the Humanities;
4. drive technology and not be driven by it.

A few months after the conference Serge Noiret wrote on Digital History (one of my fields of investigation) trying to clarify what actually characterizes this subject within the wider field of DH, and - within the Digital History itself - what is the specific task of the Digital Public History (Noiret, 2015; see also Robertson, 2014). We could place Noiret’s article completely under the first point of Thaller’s list: Digital History and Digital Public History are clearly seen as areas of research and not merely as new forms of communication of old disciplines. Moreover he answered to items 2 and 3 too, essentially proposing a more accurate taxonomy of DH. In a way, he seems to answer Thaller’s question with an accurate definition of some components of the meta-discipline itself.

I do not want to linger in this paper on the definition of DH as a whole nor of its components: so many authors in recent years have-debated to define what someone thinks to be (or could be) a discipline and others a research or work field (McCarty, 2005; Svensson, 2010). Every exercise of definition of a “new” area of research is, of course, useful, but at the same time it is potentially frustrating and risky. Frustrating because, as many authors and research centers have declared, despite its now long history, the DH is still an emerging field, and as well as an open, multifaceted, ever-changing one; risky, because each taxonomy of knowledge unavoidably builds walls and fences that encase the knowledge itself in a series of sterile boxes. This could be, in my modest opinion, the risk in Noiret’s essay. It’s more important to go beyond a possible but also difficult definition of DH and their several sub-disciplines, focusing our attention on items 2 and 3 of the Thaller list instead, namely on the need to have our own vision and on the importance to characterize DH in terms of the emerging changes of method in our daily research.

In particular I will try to connect the concepts expressed by both scholars, looking on the one hand to the recent history of DH in Italy (i.e. degree courses, associations, meetings) and on the other hand to my own research projects at the University of Pisa, especially inside the DH course degree (https://www.unipi.it/index.php/ects/ects?ects_id=IFU-L) and within the Digital Culture Laboratory (http://labcd.humnet.unipi.it/). Starting from some specific cases I wish to reason on the possible vision of the DH.

I will focus very briefly on some projects.

1. For what concerns Epigraphical Studies, Public History and Education:
   - Epigrapisa: A re-reading partly driven and partly spontaneous of the epigraphic messages left over time in a city. Competence/knowledge at work: history, public history, epigraphy, paleography, writing, dramatize, processing images, audio and video, web design.
   - Teaching (Digital) Epigraphy: a novel education
experience in teaching students to transcribe and interpret Roman inscribed lead tags, using a Digital Autoptic Process (DAP) in a Web environment. Competence/knowledge at work: history, education, epigraphy, paleography, writing, manipulating images, collaborative tools.

2. In the area of Digital Public History:

- Tramonti. Itinerari tra generazioni lungo i criminali della Val di Vara a complex project aimed at enhancing the cultural heritage of an Italian rural valley through the active participation of residents. Competence/knowledge at work: history & archaeology, public history & archaeology, invented archives, education, writing, dramatize, GIS, manipulating images and videos, libraries, collaborative tools, web design, project management.

By shortly describing these project I will not try to figure out what distinguishes them from each other, but, on the contrary, what characterizes all of them as Digital Culture projects and what they tell us about a possible vision of DH:

1. they are digital;
2. they are inevitably and necessarily interdisciplinary;
3. they are open;
4. they were built in a kind of new Renaissance workshop, a digital craft (DIGICRAFT).

- They are digital. This may seem trivial but it is not. These are projects “born digital” not because the digital world offers the most useful tools to achieve the same purpose in relation with the “real” world, but because they could not exist outside the incredible interaction between real and digital world that it is now our life. They are digital because they might not otherwise exist.

- Interdisciplinarity is compulsory. DH is a field unavoidably and profoundly interdisciplinary and we have to deal with each project as a complex set of activities and skills that crosses, by its true nature, several fields; this change of practice and approach implies by itself a methodological revolution, because it requires an organization of work similar to a Renaissance workshop (a DIGICRAFT), with an articulated division of labor in relation to several levels of skills, where education and training could be provided by the same learners, coordinated by a strong and mature central idea.

3. In the field of Digital Editions:

- Codice Pelavicino Digitale: the digital edition of a medieval manuscript built to provide all services of the digital world and to invite the readers to actively participate. Competence/knowledge at work: history & archaeology, public history & archaeology, invented archives, education, writing, dramatize, GIS, manipulating images and videos, libraries, collaborative tools, web design, project management.

Openness is a result and a choice. Working in a multidisciplinary team built upon research and with different tools, sustainability requires using open source tools, sharing data between individuals and giving everything to the public. Then Openness is a natural result, even it is also an ethical, political and philosophical choice as the Digital Manifesto 2.0 says: “the digital is the realm of the open, open source, open resources”.

- A DIGICRAFT. In a Renaissance workshop it was possible to produce different objects: statues, paintings, goldsmith or less valuable coroplastic objects. Each handwork was a “project” that included on the one hand a strong artistic and cultural vision (meaning, style, function, purpose, style) and on the other hand a complex set of different techniques made by different workers with different levels of capacity. The owner of the shop (or the head-artist) had not necessarily to know each technique as an expert, but his employees could in many ways be superior and the various members of the workshop could learn from each other. The owner had to keep the team together with a well clear idea of the work itself.

- Likewise a DIGICRAFT could work (and actually does in our LabCD in Pisa) in the same way: each project is taken over as an interdisciplinary complex object that requires specific skills and different but profoundly related competences. The basis (first phases) of the work are often composed by students of the Bachelor and Master’s degree in DH, who work, in the labCD, as interns or undergraduates. The work is directed by one “manager” but followed at various stages by experts, who assign specific tasks to the students, always ensuring an active connection among everyone in the team through the usual or more useful collaborative tools. While the work goes on, often happens that some student acquire, in a particular technique or phase, a greater capacity and knowledge than the others and then he/she becomes able to propose substantial changes in the work chain. The manager is not required - nor humanly could - to know every aspect in depth, nor to be fully aware of all the problems related to it, or to master each technique: however, he/she must be able:

  - to see always clearly the aim and the nature of the work;
  - to communicate effectively with everyone in the team.

- A “digicraft” is anywhere on a DH project teachers and students exchange knowledge and leverage this interaction to offer innovative and effective solutions, combining
the theoretical reasoning with practices and skills. This is possible only if the manager and the team share a common strong vision of what a DH project is, embracing a "systemic" or "organic" or "holistic" thinking of DH itself.

The core of DH is unitary and lies in the conviction that the digital turn has permeated every aspect of our lives as people and scholars modifying them deeply.

In the 70s of XXth century has increasingly gained ground a vision of Humanities Computing that kept almost unchanged the traditional disciplines within their rigid internal divisions and distinguished the humanist from the expert in information technology, hoping and promoting a dialogue between the two main areas (still in Fusi 2011, I, p. 1-2). Today this position is no longer sustainable. The web in first place and the web 2.0 in the second (but also the Big Data emerging field as well as the Data Visualization tools) have slowly but surely changed rigid taxonomy. The barrier between tools, methods and ways of sharing. We are obviously still in a transitional phase. Highly specialized sub-areas remain (and also in the future will exist) and obviously several scholars strive to better define the old/new digital disciplines (digital history, digital philology and so on), but there is also a complementary phenomenon pointing to an inclusive and unitary vision of DH.

From the perhaps limited but interesting Italian observatory I believe this change has affected both the terminology used in the establishment of centers, associations and degree programs (AIUCD, Digital Humanities degree, Digital Cultural Heritage, Arts and Humanities School), both the organisation of courses and meetings.

It’s more and more widespread the awareness that we are a new type of scholar (and graduate, and PhD), the digital humanist, someone who has a mixed formation, an open mind, is able to master both languages and the main methodological issues of the two areas without considering one serving the other.

In doing so, we need to maintain the epistemological strictness that each discipline involved in the DH has developed over time: commingling does not mean carelessness or inaccuracy; but in the same time we have to claim the change or the changes in each methodology in order to build a new global epistemology.

In order to do this the digital humanist has to embrace a "systemic" or "organic" or "holistic" thinking of the humanities, leave the enclosure of the academic fields and get away from the temptation to create an old-new rigid taxonomy.

Speaking of "systemic" or "organic" or "holistic" thinking/view (I’m sorry for the repetition but the adjectives organic and holistic mean different things not only in different languages but mainly in different subjects), I refer to the epistemological approach that has emerged in some areas of the research over the past thirty years and which tends to oppose the reductionist approach flourished since the seventeenth century onwards and imposed in almost all sectors of the so-called "hard sciences" (Capra-Luisi 2014). As we know reductionism believes that studying in depth a peculiarity of a phenomenon and understanding it completely it will be possible, by progressive addition of discoveries, illuminate the entire system. The reductionist approach has been, as we know, the basis for the scientific revolution of the modern age, but it also led in the eighteenth and nineteenth century to an exasperate fragmentation of the fields of scientific research. This phenomenon has also heavily influenced the Humanities, often creating absurd barriers and hyper-specialized languages, that have closed researches in several walled gardens. I believe that this long wave has exhausted its strength and that precisely the DH can reverse the trend.

Now a new methodological approach have arisen alongside the reductionist thinking, considering the "system", the "whole", something more and different than the sum of its components. The "systemic thinking" reasons in terms of relationships, networks, patterns of organizations and processes; it proposes a change of paradigms: from the vision of the world as a machine to the world as a network; it takes account of the fundamental interdependence of all phenomena.

This change of paradigms could and should affect the DH as well for the reasons listed above, promoting a systemic view of this meta-discipline and therefore pushing Digital Humanists to deeply transform the old practice of work.
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New technologies can now be used to fabricate old ones. With rapid prototyping techniques, a nineteenth-century mechanism can be downloaded from an online library, translated into code, fed to a 3-D printer, and used to repair a watch, all in about an hour. While such 3-D fabrication techniques tend to fetishize objects, this talk proposes an alternative: “prototyping the past,” or remaking technologies that no longer function, no longer exist, or may have only existed as fictions, illustrations, or one-offs. Conceptually, prototyping the past explains why technologies matter by approaching them as representations and agents of history. Practically, it creates media that function simultaneously as evidence and arguments for interpreting the past. Yet most important, it does more than re-contextualize media history in the present. It integrates that history into the trajectories of design practice.

This full circuit through digital and analog manufacturing corresponds rather provocatively with a “materialist turn” in media studies, where, since at least the late 1990s, scholars have stressed the importance of media as physical entities that resist or diffract interpretations as often as they facilitate them. Writing about phonography, Lisa Gitelman asserts, “At certain levels, media are very influential, and their material properties do (literally and figuratively) matter, determining some of the local conditions of communications amid the broader circulations that at once express and constitute social relations” (2006, p. 10). Somewhere between technological determinism and social constructivism, this assertion accounts for how—as both representations and agents of history—media play an active role in reproducing the past. Following Gitelman, in the following paragraphs I situate media history in rapid prototyping research, looking specifically at the effects of fabricating tactile models to “prototype the past.” While instrumental uses of rapid prototyping tend to fetishize objects, encourage commodification, foster nostalgia, or ignore the political dimensions of material culture, I argue that rapid prototyping can help researchers demonstrate how social and cultural complexity is intricately entangled with the historical particulars of design. Ultimately, what distinguishes rapid prototyping from most other approaches to media history is its investment in not only translating between 2-D and 3-D modes of trial-and-error production but also communicating across a spectrum of media that operate simultaneously as evidence and arguments for future work. Put simply, prototyping the past is more than re-contextualizing media history in the present. It is an opportunity to meaningfully integrate that history into the social, cultural, and ethical trajectories of design practice.

More common in engineering and architecture than the humanities, rapid prototyping entails producing materials through a combination of computer numerical control (CNC) machines—such as 3-D printers (additive manufacturing) and routers (subtractive manufacturing)—with manual approaches to wood, paper, clay, etc. The aim is to subject a 3-D model to repeated feedback throughout the development process. In this sense, the design cycles are small, not grand. Also, the models are versioned. Instead of working toward a single model, multiple models are maintained throughout production. This approach is steeped in “design-in-use,” which privileges situated activity over some ideal model or user (Botero, 2013). Through design-in-use, a prototype is treated like a congealed dialogue between interested groups.

With the above in mind, this talk explains why scholars of media history may wish to prototype the past. It builds on especiwork by Kraus (2009), Balsamo (2011), Ratto (2011), Buechley (2012), Perner-Wilson (2012), Ames (2014), Hjorth (2014), Jungnickel (2014), and Rosner (2014), and It also they in part corresponds with arguments published in “New Old Things” (2012), by Elliott, MacDougall, and Turkel. There, Elliott et al. argue that “matter [is] a new medium for historical research. Working with actual, physical stuff offers the historian new opportunities to explore the interactions of people and things” (2012, p. 122). Also, rapid prototyping may frame prototypes may be understood as situations for interpretation, without creating exact reproductions of historical artefacts (127). By extension, using matter as a medium for historical research
need not fetishize the past. Instead, it becomes a time and space to interpret the material intricacies of technological design, both now and then.

Perhaps most important, prototyping the past allows scholars to remake technologies that no longer function, no longer exist, or may have only existed as illustrations, fictions, patents, or—fittingly enough—prototypes. These One appeal of prototyping the past is that remade technologies remade technologies may be circulated as tangible reminders of what was forgotten or destroyed. Yet prototyping the past also affords critiques of what is ready to hand. That is, it refuses to take historical materials at face value. Through trial and error, it tests the plausibility of historical claims. After all, what is depicted in a text may contain redactions, deliberate omissions, purposeful obfuscations, or accidental occlusions. Using historical materials to prototype a technology amplifies the meaningfulness of these absences.

Put this way, prototyping the past is intertwined with close reading. However, its emphasis on physically remaking historical technologies expands hermeneutics to include the centrality of translation and tacit knowledge to media history. By re-contextualizing historical technologies in the present, prototyping also accentuates differences across time. What was once an innovation in the 1860s becomes a relic in 2015. Alternatively, these differences across time may turn things of the past into the stuff of present-day current curiosity, thus complicating distinctions between old and new.

Rather than transcending such differences, prototyping the past grounds media history in a particular thing and the interpretations it affords. Following the work of Karen Barad, such grounding posits prototypes as entanglements of meaning with matter by attending to the substance of “fine-grained details” (Barad, 2007, p. 90). Here, neither meaning nor matter can be relegated to a concept or abstraction. Again, situations are significant. And prototyping reminds scholars of that significance. It is an embodied process involving frustration and surprise, trial, and error, and it highlights how technologies do not emerge effortlessly from the brilliant minds of inventors or makers. Prototyping also reminds scholars that 1) the sources of meaning are forever unstable and under dispute, 2) historical materials are not complete “total” works but rather compositions of parts that change—degrade, rot, morph, warp, break, or swell—over time, 3) prototypes can be de- and remanufactured without significant material consequence, and 36), as noted earlier, materials resist or diffuse as many interpretations as they facilitate.

Example Application: Kits for Cultural History

Based at the Maker Lab in the Humanities (“Lab”) at the University of Victoria, the Kits for Cultural History (“Kits”) remake technologies from the past, package them in bespoke containers, contextualize them with historical materials, and encourage people to experiment with them. Comparable to Heathkits, the Kits include components and guides for assembly. However, the guides are steeped in cultural history and do not assume a single approach to assembly. By design, this resistance to uniformity is essential, since the Kits focus on technologies that are inaccessible today. These technologies are not found in galleries, libraries, archives, or museums; they no longer function as they once did; or they were never actually built or mass-manufactured. Such inaccessibility necessarily entails a degree of uncertainty where research is concerned. Rather than approaching this uncertainty at a remove, the Kits prototype absences in the historical record and prompt audiences to examine the contingencies of that record. Anchored in design-in-use, this method approach presents prototypes as negotiations or situations for interpretation, not replicas.

The Kits’ design cycle may be visualized as follows:

Once the Lab selects a technology for remaking, we historicize it through archival materials. Informed by existing theories, we then speculate about absences in the record and determine how those absences might manifest in tactile form. Next, we model, fabricate, and assemble the technology’s component parts into prototypes, which we test and share with other researchers. After feedback, the Lab writes about the process and related history. When bundled together, the writing, prototyping, and testing refine our the research, and the cycle is repeated until we deem a Kit persuasive. Once a Kit is ready for circulation, we publish it in tactile form, as a repository of digital files, and through an exhibit. With these, the Lab also authors articles about the Kit’s contribution to media history, theorhistory, and design. We treat these publications—the tactile Kit, repository, exhibit, and article—equally as elements of scholarly communication.

Throughout this cycle, we ask several questions of what we are prototyping: 1) Who made it? For whom? When? 2) How was it made? How did it work? How was it used? 3) Do any instances of it exist? If so, where are they? Can
they be handled? 4) Under what assumptions was it made and used? 5) How might prototyping it shape design in the future?

We have used this process to produce three Kits thus far: an Early Wearable Kit (for an electro-mobile skull stick-pin from 1867), an Early Magnetic Recording Kit (for experiments involving steel wire, telephones, and carriages during the late 1890s), and an Early Optophonics Kits (for a reading aid patented in 1919).

Findings: Rapid Prototyping and Media History, Together

The Kits support the following observations about the articulation of CNC techniques with media history: 1) prototyping the past demands methods from the humanities, engineering, and fine arts; 2) prototyping is not always futurist or restricted to forecasting; 3) 3-D media such as tactile models are not more persuasive than 2-D media such as illustrations; both include exaggeration and omission; 4) history remains inaccessible even with access to physical materials, which neither resolve issues of absence nor guarantee certainty about the past; 5) prototyping the past may actually resist nostalgia; 6) as with any research method, prototyping is not immediate and cannot access "real history"; 7) prototyping may be premised on not replicating history—on what we should not repeat; 8) prototyping tests suspicions of history by grounding them in fine-grained details of matter and meaning; and 9) prototyping the past need not aim for a rational history without remainders. Instead, it can recognize how the technologies we use to reproduce history exceed our control and understanding. Indeed, the speculative elements of prototyping can be anchored in the specificities surrounding historical absences—of what we cannot prove or do not know for sure but certainly shapes us.
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Introduction

In fictional prose narrative such as novels and short stories, various forms of speech, thought, and writing representation are ubiquitous and have been studied in great detail in linguistics and literary studies. However, beyond quotation marks, what are linguistic markers of direct speech? And just how ubiquitous is direct speech really? Is there systematic variation in the amount of direct speech over time or across genres? Especially for the field of French literary history, where typography is not a reliable guide, we really don’t know.

This is regrettable, because being able to quickly and automatically detect direct speech in large collections of literary narrative texts is highly desirable for many areas in literary studies. In the history of literary genres, this allows to observe distributions and evolutions of a fundamental, formal aspect of the novel on a large scale. In narratology, differentiating narrator from character speech is a precondition for more detailed analyses of narrator speech, e.g. with regard to text type (descriptive, narrative, argumentative text). And in authorship attribution, it hereby becomes possible to discard character speech from a set of novels and perform authorship attribution on the narrator speech only, something which may improve attribution.

Against this background, the work presented here addresses both the question of how to identify direct speech in French prose fiction and that of how prevalent direct speech is in different subgenres of the nineteenth-century French novel.

Aims and hypotheses

Our first aim has been to use machine learning to automatically identify direct character speech in a small collection of French-language fictional prose. This is less trivial than it seems to be since in the French typographical tradition, direct speech is usually not marked with opening and closing quotation marks (figure 1). Rather, a long hyphen usually indicates the beginning of direct speech, whereas the end is left unmarked. In figure 1, the first highlighted direct speech continues after the insertion revealing who has just spoken (“lui dit-il, tout bas,” he quietly said to him). In the second example, the direct speech ends after the speaker has been indicated (“dit une voix à la portière”; said a voice at the door). Our hypothesis is that there are enough linguistic markers of direct speech to make it possible to identify it automatically and reliably (for an overview of such markers, see Durrer, 1994).

Figure 1: Detail from Paul Féval, La Louve, 1857, p. 126 (Source: http://gallica.bnf.fr/ark:/12148/bpt6k6366934b)

Our second aim has been to use the best-performing algorithm to identify direct speech in a larger collection of French nineteenth-century novels and to study its distribution. Here, we hope to detect significant differences in the proportion of direct speech found in different novelistic subgenres. Research about other literary traditions supports this hypothesis (e.g. Allison et al., 2011).

State of the Art

Speech, thought and writing representation are common topics in narratology and stylistics (Genette, 2008, Leech/Short, 2007). Semino and Short’s 2004 quantitative study finds that direct representation is clearly the most frequent type in their English fiction sub-corpus. Brunner 2015 confirms this trend for her corpus of German short narratives. Here, the percentage of sentences containing direct speech is about 35% and varies widely over different texts (2%-72%).

Frequently, speech representation recognition is an auxiliary step to other tasks, e.g. knowledge extraction or speaker recognition (Krestel at al., 2008, Elson and McKeown, 2010, Josif and Mishra, 2014, Sarmento/Nunes, 2009). Weiser and Watrin 2012 used a rule-based approach...
to extract unmarked quotations in French newspaper texts with success rates of 0.745-0.789. Brunner 2015 focuses on speech, thought and writing representation in German short literary narratives. Using machine learning with random forests, she reports an F1 score of 0.87 for direct speech in a sentence-based cross-validation.

**Data**

Our text collection contains 127 French novels published between 1840 and 1889. Three generic subsets can be distinguished, each of which is represented by approximately 40 texts: general novelistic fiction (so-called 'littérature blanche') is contrasted with specific subgenres, crime fiction ('policier') and fantastic novels (see figure 2). The narrative perspective is largely heterodiegetic.

**Methods**

**Manual Annotation**

To obtain a gold standard, 40 chapters from 20 different novels were randomly chosen from the collection and annotated manually. 5734 sentences were marked as either containing direct speech or not containing any direct speech; the former also include mixed sentences.

**Preprocessing**

To prepare feature generation, preprocessing was performed, the pipeline consisting of the Stanford CoreNLP-Tokenizer and Sentence-Splitter, as well as the TreeTagger for POS-Tagging and Lemmatization.

**Feature generation**

We modeled 81 features which we believed to be useful cues for the classification task (see the annex for a ranked list). Features are generated on a sentence-based level and can be divided into different categories:

- Character-based: e.g. long hyphen marks, exclamation marks, question marks.
- Lexical: e.g. deictic expressions, interjections.
- Semantic: categories of verbs, from WordNet and the French equivalent WOLF: e.g. verbs of motion or perception.
- Morphological: e.g. part-of-speech, verb-tense, lemma.
- Syntactic features: e.g. number of commas, sentence length.

**Classification**

For the binary classification task (sentences containing vs. not containing direct speech), we used an annotation and classification framework developed by Markus Krug (Würzburg) wrapping LibSVM Support-Vector-Machine (Chang and Lin, 2011), Maximum Entropy (Nigam et al., 1999) and Naive Bayes (John and Langley, 1995) and implemented in MALLET (McCallum 2002). Random Forest (Breiman, 2001) and JRip (Cohen, 1995) were applied using Weka. All experiments were validated using 10-fold cross-validation unless otherwise stated.

**Error analysis**

The machine learning algorithms’ incorrect assignments on the gold standard (false positives and false negatives) were manually analyzed in order to detect the errors’ underlying causes.

**Automatic tagging of unseen texts**

Using the best-performing model, all sentences in the text collection were tagged for containing direct speech or not. The distribution of ratios of direct speech / non-direct speech was calculated for the three subgenres and five decades covered by the collection. Performance on these unseen texts was checked manually on a random sample. (We sampled 2300 sentences, i.e. 100 random sentences each from a sample of 23 novels stratified by ratio of direct speech.)

**Results and Discussion**

**Recognition of direct speech**

Table 1 depicts the performance for different conditions. Our baseline is using the speech sign (i.e. the long hyphen) as the only feature, which yields an F1 score of 0.734. Random-Forest performs best, with an F1 score of 0.939, which we consider to be an impressive result. Even when excluding the speech sign from the features, we still reach an F1 score of 0.924, much better than the hyphen alone.
Table 1: Performance (10-fold cross-validation on the gold standard)

<table>
<thead>
<tr>
<th></th>
<th>Direct speech</th>
<th>Non-direct speech</th>
<th>Weighted average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 Score</td>
</tr>
<tr>
<td>Baseline SpeechTrees</td>
<td>0.948</td>
<td>0.569</td>
<td>0.711</td>
</tr>
<tr>
<td>NL-Bayes</td>
<td>0.863</td>
<td>0.806</td>
<td>0.884</td>
</tr>
<tr>
<td>MaxEnt</td>
<td>0.894</td>
<td>0.887</td>
<td>0.903</td>
</tr>
<tr>
<td>JRU</td>
<td>0.881</td>
<td>0.912</td>
<td>0.896</td>
</tr>
<tr>
<td>LogLVM</td>
<td>0.999</td>
<td>0.962</td>
<td>0.937</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.939</td>
<td>0.925</td>
<td>0.953</td>
</tr>
</tbody>
</table>

After inspecting the models, it becomes clear that only very few features carry strong cues for direct speech, namely (and unsurprisingly) the initial long hyphen. Most other features, taken separately, carry weak signals in either direction, but become relevant in combination.

Error analysis reveals that incorrect assignments (false positives and negatives) are frequently due to imperfect sentence segmentation. Several features which have been previously used to define and recognize direct speech (question / exclamation marks, interjections, verbal tenses) also cause incorrect assignments, especially in the context of homodiegetic narration, where the narrator is somewhat involved in the plot so that his narrator speech is similar to direct speech. Finally, letters are sometimes mistaken for direct speech, which makes sense given that in most of them, one person addresses one or several other people.

Distribution of direct speech in the corpus

We applied the best-performing algorithm (Random Forest) to the entire text collection. Evaluation shows a certain drop in performance, with a weighted average success rate of 0.844, indicating less-than-perfect generalization. We noted a welcome absence of any strong bias for either direct or non-direct speech. Our results suggest that the average proportion of direct to non-direct speech across the collection is 61% sentences with direct speech (and 39% without direct speech).

While variance is considerable (see figure 3), the proportion of direct speech in French nineteenth-century novels is overall much higher than expected (and higher, for example, than the 35% reported by Brunner 2015 for German novellas).

Figure 4 shows that both fantastic novels and crime fiction have a significantly higher median for proportion of direct-speech than ‘littérature blanche’, but do not differ significantly from each other (for significance tests, we used the non-parametric Kruskal-Wallis test at a significance level of 1%).

Figure 5 shows that only the ratios for the 1850s and the 1880s have a significantly differing level. However, because the decades do not have perfectly balanced subgenre proportions, this is probably due to a subgenre imbalance rather than an effect of the time period.

Conclusions and Future Work

Using a wide range of linguistic markers allows the reliable identification of direct speech, even in the absence of clear typographic markers. Performance is excellent to good (F1-score of 0.94 on the gold standard, weighted average success rate of 0.844 on unseen texts). Using our method reveals that nineteenth-century French novels contain a large proportion of sentences with direct speech (61% on average). Also, there are previously unseen differences in direct speech proportion for subgenre, but not for time period.

For future work, we plan to use several strategies to improve performance. One is to add more sequential information to our set of features. Examples include the position, inside a sentence, of certain lexical or typographical features as well as linguistic cues preceding and following direct speech. Also, we plan to expand our corpus to make
it more balanced in terms of genres and decades. This will allow us to discover genre-related patterns of interest to literary historians in a more reliable manner and assess their significance with more confidence.

Supplementary material

Supplementary material can be found at: https://github.com/cligs/projects/tree/master/2016/dh.

Annex A: Features used

List of features used, sorted by descending rank by a one-rule classifier.

<table>
<thead>
<tr>
<th>average merit</th>
<th>average rank</th>
<th>attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>74.028 +- 0.168</td>
<td>1 + 0.79</td>
<td>SPEECHSIGN</td>
</tr>
<tr>
<td>71.743 + 0.162</td>
<td>6 + 0.57</td>
<td>VER:impf</td>
</tr>
<tr>
<td>65.847 + 0.234</td>
<td>3 + 0.54</td>
<td>VER:pres</td>
</tr>
<tr>
<td>63.893 + 0.155</td>
<td>4 + 0.55</td>
<td>VER:subi</td>
</tr>
<tr>
<td>63.248 + 0.136</td>
<td>5 + 0.6</td>
<td>PUNCMARKDOT</td>
</tr>
<tr>
<td>59.48 + 0.12</td>
<td>6 + 0.29</td>
<td>MATCHINGPPER_SON</td>
</tr>
<tr>
<td>58.835 + 0.16</td>
<td>2 + 0.57</td>
<td>VER:impf</td>
</tr>
<tr>
<td>58.649 + 0.16</td>
<td>4 + 0.94</td>
<td>MATCHINGPPER_IL</td>
</tr>
<tr>
<td>58.713 + 0.104</td>
<td>8 + 0.92</td>
<td>VER:pres</td>
</tr>
<tr>
<td>58.344 + 0.417</td>
<td>10 + 1.78</td>
<td>SENTENCELENGTH</td>
</tr>
<tr>
<td>58.172 + 0.077</td>
<td>11 + 0.46</td>
<td>VER:subi</td>
</tr>
<tr>
<td>57.492 + 0.162</td>
<td>14 + 1.41</td>
<td>MATCHINGPPER_ELLE</td>
</tr>
<tr>
<td>57.423 + 0.103</td>
<td>15 + 1.36</td>
<td>VER:PERCEPTION</td>
</tr>
<tr>
<td>57.387 + 0.248</td>
<td>19 + 1.51</td>
<td>INNERSUBCLAUSE</td>
</tr>
<tr>
<td>57.356 + 0.145</td>
<td>22 + 2.09</td>
<td>UNKNOWNLEMA</td>
</tr>
<tr>
<td>57.213 + 0.077</td>
<td>24 + 1.02</td>
<td>MATCHINGPPER_LEUR</td>
</tr>
<tr>
<td>57.143 + 0.162</td>
<td>25 + 1.16</td>
<td>VER:ppre</td>
</tr>
<tr>
<td>56.627 + 0.042</td>
<td>26 + 0.98</td>
<td>VER: BODY</td>
</tr>
<tr>
<td>56.672 + 0.115</td>
<td>27 + 1.84</td>
<td>VER:cond</td>
</tr>
<tr>
<td>56.62 + 0.136</td>
<td>28 + 2.17</td>
<td>VER: EMOTION</td>
</tr>
<tr>
<td>56.567 + 0.072</td>
<td>29 + 1.19</td>
<td>MATCHINGPPER_ILS</td>
</tr>
<tr>
<td>56.497 + 0.033</td>
<td>30 + 1.34</td>
<td>VER:COGNITION</td>
</tr>
<tr>
<td>56.428 + 0.044</td>
<td>31 + 1.46</td>
<td>VER:CONSUMPTION</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>32 + 4.06</td>
<td>MATCHINGPPER_VOTRE</td>
</tr>
<tr>
<td>56.339 + 0.176</td>
<td>33 + 18.69</td>
<td>COMMAS</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>34 + 4.19</td>
<td>MATCHINGPPER_VOS</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>35 + 6.42</td>
<td>MATCHINGPPER_TOI</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>36 + 4.17</td>
<td>MATCHINGPPER_TES</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>37 + 7.35</td>
<td>PUNCMARKOLON</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>38 + 3.73</td>
<td>MATCHINGPPER_NOTRE</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>39 + 1.33</td>
<td>MATCHINGPPER_MOI</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>40 + 2.84</td>
<td>MATCHINGPPER_TON</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>41 + 4.42</td>
<td>MATCHINGPPER_MA</td>
</tr>
<tr>
<td>56.201 + 0.005</td>
<td>42 + 6.47</td>
<td>MATCHINGPPER_VOUS</td>
</tr>
</tbody>
</table>

Annex B: Text collection

<table>
<thead>
<tr>
<th>author-name</th>
<th>title</th>
<th>year</th>
<th>subgenre</th>
<th>narration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balzac</td>
<td>Pierrette</td>
<td>1840</td>
<td>Blanche</td>
<td>heterodic</td>
</tr>
<tr>
<td>FevalPP</td>
<td>LoupBlanc</td>
<td>1849</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
<td>------</td>
<td>---------</td>
<td>----------------</td>
</tr>
<tr>
<td>Dumas</td>
<td>Eppstein</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>FevalPP</td>
<td>Mysteres-</td>
<td>1849</td>
<td>Policie</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>FevalPP</td>
<td>Fanfaron-</td>
<td>1849</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>FevalPP</td>
<td>Mysteres-</td>
<td>1849</td>
<td>Policie</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>JullErrant</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sand</td>
<td>PecheAn-</td>
<td>1849</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>PaulaMonti</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>FevalPP</td>
<td>Quittance-</td>
<td>1849</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sand</td>
<td>Lucrezia-</td>
<td>1849</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Balzac</td>
<td>Cousine-</td>
<td>1849</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Gautier</td>
<td>PartieCar-</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Dumas</td>
<td>Fantomes</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Dumas</td>
<td>Olifus</td>
<td>1849</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Dumas</td>
<td>Colliers-</td>
<td>1850</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1850</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1850</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1851</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Sue</td>
<td>Mysteres-</td>
<td>1851</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Aurevilly</td>
<td>Enso-</td>
<td>1852</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Ponson</td>
<td>Baronne</td>
<td>1852</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>FevalPP</td>
<td>ReineEpes</td>
<td>1852</td>
<td>Blanche</td>
<td>heterodi-egetic</td>
</tr>
<tr>
<td>Ponson</td>
<td>FemmeIm-</td>
<td>1852</td>
<td>Fantas-tique</td>
<td>heterodi-egetic</td>
</tr>
</tbody>
</table>

| Sue     | Mysteres- | 1853 | Fantas-tique | heterodi-egetic |
| Sue     | Mysteres- | 1853 | Fantas-tique | heterodi-egetic |
| Sue     | Mysteres- | 1854 | Fantas-tique | heterodi-egetic |
| Sue     | Mysteres- | 1854 | Fantas-tique | heterodi-egetic |
| Sue     | Mysteres- | 1855 | Fantas-tique | heterodi-egetic |
| FevalPP | MadameGil-| 1856 | Blanche    | heterodi-egetic |
| Gautier | Avatar    | 1856 | Fantas-tique | heterodi-egetic |
| FevalPP | Louve2    | 1856 | Blanche    | heterodi-egetic |
| Sue     | Mysteres- | 1856 | Fantas-tique | heterodi-egetic |
| Gautier | RomanMo-  | 1857 | Fantas-tique | heterodi-egetic |
| Sue     | Mysteres- | 1857 | Fantas-tique | heterodi-egetic |
| Ponson  | ClubValets| 1858 | Policie    | heterodi-egetic |
| Ponson  | ExploitsRo-| 1859 | Policie    | heterodi-egetic |
| Ponson  | ExploitsRo-| 1859 | Policie    | heterodi-egetic |
| Ponson  | ExploitsRo-| 1859 | Policie    | heterodi-egetic |
| Sand    | ElleLui   | 1859 | Blanche    | heterodi-egetic |
| Ponson  | Chevaliers| 1860 | Policie    | heterodi-egetic |
| Féval   | Ténébre   | 1860 | Fantas-tique | heterodi-egetic |
| FevalPP | Cheval-   | 1861 | Fantas-tique | heterodi-egetic |
| Aimard  | Rodeurs-  | 1861 | Policie    | heterodi-egetic |
| Hugo    | Miserables-| 1862 | Policie    | heterodi-egetic |
| Ponson  | Testament-| 1862 | Policie    | heterodi-egetic |
| About   | OreilleCas-| 1862 | Policie    | heterodi-egetic |
| Villiers| Isis      | 1862 | Fantas-tique | heterodi-egetic |
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<table>
<thead>
<tr>
<th>Author</th>
<th>Title</th>
<th>Year</th>
<th>Edition</th>
<th>Tagging Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boisgobey</td>
<td>Voilette</td>
<td>1885</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Zola</td>
<td>Germinal</td>
<td>1885</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Ohnet</td>
<td>Grande-Marnière</td>
<td>1885</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Zola</td>
<td>Oeuvre</td>
<td>1886</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Villiers</td>
<td>EveFuture</td>
<td>1886</td>
<td>Fantas-tique</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>RubisOngle</td>
<td>1886</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Malot</td>
<td>Zyte</td>
<td>1886</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Loti</td>
<td>PecheurIslande</td>
<td>1886</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Mary</td>
<td>RogerLaHonte</td>
<td>1886</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Malot</td>
<td>Conscience</td>
<td>1888</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>OeilChat1</td>
<td>1888</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>Chat2</td>
<td>1888</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Gouraud</td>
<td>QuandGrande</td>
<td>1888</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>MainFroide</td>
<td>1889</td>
<td>Blanche</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>Opera2</td>
<td>1889</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>MainFroide</td>
<td>1889</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>Opera1</td>
<td>1889</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
<tr>
<td>Boisgobey</td>
<td>DoubleBlanc</td>
<td>1889</td>
<td>Policie</td>
<td>heterodi-egentic</td>
</tr>
</tbody>
</table>
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Online education has been advocated as the ultimate way of democratizing knowledge, but recent research indicates that there are reasons for concern. As the Allen & Seaman 2014 report underlines, 66% of higher education institutions report that online education remains critical to their long-term strategy while 74% of chief academic officers consider the learning outcomes for online courses to be ‘as good as or better’ than traditional face-to-face courses. But “despite this confidence in online education, researchers continue to report ‘compromised quality in online courses’ as one of the concerns of faculty, administration, and the general public” (Kidder, 2015; Selingo, 2014).

In the landscape of online teaching, MOOCs (Massive Open Online Courses) have received much attention in both academic and popular publications (Bayne and Ross, 2015; Bulfin et al., 2014; Clara and Barbera, 2013) despite the fact that they are not representative of the diverse modalities of online teaching.

Siemens (2012) makes a useful distinction between xMOOCs (behaviorist MOOCs) and cMOOCs (connectivist MOOCs). The former emphasizes “a more traditional learning approach through video presentations and short quizzes and testing” with a focus on “knowledge duplication”, whereas the latter focus on “knowledge creation” (Siemens, 2012). Along the same lines, Ozturk recently reported that new variations of MOOCs have emerged becoming more market oriented “aligning with instructional, cognitive, and behaviourist pedagogy” (Ozturk, 2015). Moreover, the financial model of the MOOCs raises questions about the audience for and motivations behind this method of teaching (Ozturk, 2015; Manjoo, 2015).

Conscious of this present situation, the #dariahTeach project (funded by an Erasmus+ Strategic Partnership) is developing a network based in seven partner countries exploring the production, dissemination, and promotion of high quality, dynamic, extensible, localisable, and integrated educational materials for the digital humanities specifically tailored for third level education. It is adopting a cMOOC philosophy which focuses on ‘creation, creativity, autonomy, and social networked learning’ (Siemens, 2012) to provide pedagogical content that can be easily integrated into diverse teaching and learning situations.

A key consideration in the design of the platform is interoperability between courses/modules (and units within those modules) since DH draws on a wealth of methods and tools from a variety of disciplines. Moreover, it is envisioned that these modules will be used beyond the DH community as the societal impact of a culturally-driven digital transition grows opening up new ways of collaborating on productive theory and critical thinking (Hayles, 2012). Thus a goal of #dariahTeach is to develop rich educational materials that 1) instructors in the growing number of Digital Humanities programmes can use as appropriate to their own institutional settings and learning outcomes; 2) instructors in other disciplines can draw on; and 3) students who are not at institutions that have DH expertise can use to develop the skills and methods, as well as understand the theoretical basis, to engage in digital humanities and humanities research.

The project team is currently developing the infrastructure and design of the modules based on the production of five modules: Introduction to Digital Humanities, Text Encoding, AudioVisual Media and Multimodal Literacies, Retrodigitizing Dictionaries, and Ontologies and Knowledge Management. This paper will present...
the results of preliminary research carried out through an extensive study of user requirements, as well as desk research on module and platform design informed by a workshop in Belgrade funded by the Digital Research Infrastructure for the Arts and Humanities (DARIAH) on developing open educational materials.

**Analysis of User Requirements**

The design and the implementation of a successful platform-based learning environment melds concepts from psychology, education, and human-computer interaction. Poor interface design can become a serious obstacle to the learning outcome, as it may slow the process down and impose cognitive obstacles. To this end, a qualitative analysis and interpretation of online teaching practices and recommendations in the DH domain and the elicitation of corresponding user requirements was based on a series of semi-structured interviews with experienced instructors of online courses within Europe.

Findings of the user requirement process are a key component of the development of the #dariahTeach platform. These indicate that the platform needs to cater for the following needs: be adaptable to different learning methodologies; allow for persistent roles; provide an API or advanced forms of web services so that new unforeseen components can be added to the environment; support ad hoc groupings and grouping of materials across modules and units; allow for both synchronous and asynchronous collaboration and communication and enable user customization.

**Module Design**

#dariahTeach modules are designed as building blocks tailored to the exigencies of teaching situations in different educational and cultural contexts, allowing for localization and adaptation (via translation, subtitles, domain-specific examples etc.). By offering examples of and encouraging further adaptation of training materials to specific linguistic/cultural contexts, #dariahTeach will dispel any notion that the use of ICT methods leads to abstract representations of culturally impoverished outputs.

It is important to stress two levels of translatability of module design: 1) translatable and adaptability of the language of instruction; and b) selectability, translatability and adaptability of primary sources and materials that are used in instruction. This means that an English-language module on Text Encoding, for instance, is localizable both in terms of the instructional narrative, as well as the kind of texts that are used to exemplify the taught principles and methods of text modeling: different genres (poetry, prose, drama) but also language (Latin, Greek, Serbian, Dutch etc.)

Our “Introduction to DH” module will also not attempt to impose a single pedagogical narrative on what is a constantly evolving and highly diverse, interdisciplinary field. Instead, our Introduction to DH is based on a micromodular, polycentric approach: a collection of mutually-linked, cross-referenced, metadata-rich short videos that shed light on DH as a community of practice from multiple perspectives without creating a false sense of uniformity.

**Platform Design**

Modules will be made available via an online portal/web application based on existing solutions. This paper will explore the decision tree in adopting a solution including whether to use a well-established Content Management Systems (eg Drupal, WordPress, Joomla) with Learning Management System plugins and appropriate customizations or the use of a customizable Learning Management System (such as Moodle or Blackboard). Considerations feeding into the decision tree include the platform being open source, freely available, well documented and customizable with plugin development support; support for multilinguality; an embedded xml editor; collaboration and interaction functionalities (eg chats, forums and wikis); test and assessment functionalities; extended search functionalities for available metadata (mapped to Dublin Core and LOM) to facilitate sharing and support interoperability and reusability (Roy et al., 2010); and copyright attribution and licence management functionalities.

**Conclusion**

The paper will conclude with longer-term prospects for the project. Oversight of #dariahTeach will be maintained after the grant has ended by a General Editor and Editorial Board under the oversight of the DARAH’s Research and Education Competency Centre.
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Introduction

Three-dimensional digital visualisations have been used in the last three decades to engage and educate by making complex data more comprehensible. These have been used across a wide range of fields including military, medicine, cultural heritage, archaeology, and history. In cultural heritage contexts, the potential of these technologies as tools in the process of knowledge production has been well demonstrated (see for example Sundstedt et al., 2004; Papadopoulos et al., 2015). Contested Memories: The Battle of Mount Street Bridge project has been exploring how to integrate a 3D visualisation as the primary text of a digital scholarly edition, raising issues of how the phenomenology of place and space can be used to design a new language of scholarly editions, one that has the ability to model experience lost because of technological and evidentiary constraints. This edition, like traditional DSEs, also brings together documentary evidence in the form of apparatus, reimagining digital textuality (see Snyder, 2015).

The project focuses on a battle that took place on Wednesday 26th April 1916 during the week of the Easter uprising in Dublin. This particular battle, between a small group of Irish rebels (members of the Irish Volunteers) and the British army sent to Dublin to put down the rebellion is used here to investigate to what extent a networked virtual world can be accommodated into a scholarly editing paradigm developed for print (and more recently digital) to enable alternative forms of research, help in the interpretive process, and assist knowledge production for both general audiences and specialists.

The development of the primary text in a gaming platform posed significant challenges, many of which have been ameliorated when creating digital editions of print or manuscript sources through such methods and standards as XML, The Text Encoding Initiative, and XML-aware databases. This case study will explore these challenges, the project’s accomplishments, and future directions.

Contested Memories: The Battle of Mount Street Bridge is one of the four projects developed under the Humanities Virtual World Consortium (HVWC) and is funded by The Andrew W. Mellon Foundation. Four virtual worlds are being constructed, each released as Unity3D builds (2015), while a shared virtual world platform ensures the sustainability and interoperability of these as well as future projects.

Historical Background and Purpose of the Digital Simulation

The Battle of Mount Street Bridge has attracted much scholarly attention not only due to its significance during the Easter Rising but also because of the varied and contradictory accounts of British casualties, as well as the timeline and British strategy during the battle. Seventeen
Irish volunteers took positions at four different buildings in and around on a one block stretch along Northumberland Road in a leafy suburb of Dublin (fig. 1). They prevented two Battalions of British soldiers known as the Sherwood Foresters (some 1,750 men) for over six hours from progressing into the city centre. Although there exists a significant amount of documentation for the battle from both British and Irish sources, some of it written in the 1920s (The Robin Hoods, 1921; Oates, 1920), with other sources given as oral histories between 1945-1955 (see the Bureau of Military History), scholars have not been able to map, both spatially and temporally, the contours of the engagement so as to understand how such a small number of rebels could inflict such heavy losses on a trained group of soldiers.

Thus, a goal of the project is to employ spatiotemporal methods in order to create a model of the environment in which the battle took place as well as simulate certain key events to enable researchers and specialists to visualise the conflict as well as to understand how the conflict unfolded.

Figure 1. Location of buildings occupied by the Irish Volunteers

Methodology

This project employed a range of research methods in order to obtain relevant information for the battle and inform the decision-making process of building the virtual world. Firstly, conventional archival research and meetings with military historians were carried out to document different sources (both contradictory and fragmentary) that provide evidence for the buildings that were occupied, participant accounts, the weapons they used, as well as the events that took place during the battle. Period photographs were used for the digital (re)construction of the area, while a Lidar Scanning of Northumberland Road helped in creating a highly accurate digital model of the battle scene. Ballistic experts and experiments at the shooting range provided a well-informed recreation of bullets’ trajectories and guns’ sounds and reload rates.

The above information was used as the basis to construct a 3D model of the battle scene, as well as annotations for the Irish Volunteers and the British forces, weapons, and buildings at Northumberland Road and the adjacent streets. The purpose of this visualisation is not to present an exact representation of the battle. Rather, it is a tool to investigate alternative interpretations, as well as provide a case study to engage in ongoing interdisciplinary debates regarding the nature of digital reconstructions (Bentkowska-Kafel et al. 2012; Clark 2010; Kensek et al. 2004). The 3D model was constructed in 3ds Max 2015 (Autodesk 2015) (fig. 2, 3) and was migrated to the game engine Unity3D (2015) in order to enable a navigable in-browser 3D world for users to explore. The first version of the virtual world (November 2015) used all the capabilities of Unity Web Player (fig. 4). However, given the limited support of NPAPI, the plugin framework that Unity Web Player uses to enable detailed and high resolution models to properly function in web browsers, the second version (February 2016) implemented WebGL technology, which at the time of writing this paper, only supports light-weight applications. Therefore, most models of the virtual world had to be optimised, while detailed models of the city that provide contextual information for the Battle had to be omitted (fig. 5). Users of the virtual environment are able to navigate the world in first person-mode, while not
having in-world representation in order to avoid modern figures being visible in the battle field.

Figure 4. First version of the Virtual World embedded within the digital scholarly edition

Figure 5. Second version of the Virtual World in WebGL Unity Web Player

Conclusion

The digital simulation of the Battle of Mount Street Bridge provides a novel methodology for knowledge production and understanding in historical research demonstrating how computer-based simulations can augment traditional approaches in historical datasets, enhance the interpretive process, and potentially provide answers in complicated research questions. It was the process of producing the digital simulation and not simply the end-product that provided valuable answers to our questions. Once the model was completed, however, new research questions emerged, as historians interested in the period, as well as the public, began interacting with the model.

Future development of the project includes embedding narratives about in-world objects (buildings, avatars etc.), contextual information and decisions, animations of the broad contours of the battle, an AI simulation of key events, and a Mixed-Reality application tailored to the general public and secondary school students.
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Although there have been a handful of transmedial explorations by some novelists in the past, narrative in novels has mainly used linguistic elements in conventional print fiction. When the first generation of hypertext novelists remediated print novels in their works they only used language too. However, images, sound, movies and other non-linguistic elements in works of the second generation digital novels—called web-fiction here—have mainly challenged the hierarchy of language and have posed serious threats to the autonomy of words in novels. This challenge has worked both ways, on one hand, works of web-fiction have tried to distance themselves from works which have been merely linguistic (for instance Afternoon (1990)), on the other hand experimental print novelists have become media-conscious and created novels which
According to Bakhtin, “There is no specific form, technique, theme, or approach to character that makes a text a novel; rather, the distinguishing characteristics of the novel are its heteroglossia and its dialogism” (ibid, 400). Since Bakhtin does not limit dialogism to literature only and believes all language (and all thought) is dialogical, in this paper it has been tried to extend these two concepts into “modes” in both digital and media-conscious print novels. In these novels multiplicity of modes can result in novels in which the words’ hold over the narrative is not as strong as it has been in conventional novels. Such novels can potentially provide a dialogical engagement between linguistic and non-linguistic elements which can eventually lead to a different understanding of what novel is (or it can be). In this way, the current proposal aims at providing a theoretical background and justification for these kinds of narratives which claim to be novels and offers a practical method to read and analyze these novels.

### Historical Background

The introduction of digital media to the literary scene encouraged a number of experimental novelists—some of whom like Joyce had published novels in print—to try their hand at this medium to create works which were both written on the computer and necessarily had to be read on the screen as well. These writers who were later known as hypertext novelists experimented with the materiality of this new medium, and made its materiality an explicit part of the conception of their novels. Although some conventions of the print medium were discernible in the works of these writers, the arrival of the Internet and the developments in digital media provided a significant opportunity for these writers and the new generation of writers to experiment with new conventions for novel writing in digital media. Moreover, these experimentations with the materiality of the medium encouraged the experimental print novelists of the digital era to experiment more extensively with print as a medium.

N. Katherine Hayles is a prominent scholar who has consistently written on the “materiality of the medium” and this paper has heavily borrowed from her theoretical discussions and coinages. Hayles advocates a method of reading called Media-Specific Analysis (MSA) which involves paying particular attention to the materiality of the medium in which the work of fiction is presented. The importance of Hayles’ analytical method is that it provides a practical method for thinking about text as a linguistic object, and provides a new perspective to think and write about texts. Another advantage of Hayles’ approach is that it brings the medium to the foreground from the very beginning and can be applied for the analysis of both print and digital novels.

Since the novel as a specific genre and media form developed its defining characteristics and conventions in association with the evolution of print technology, the question of how narrative in novels is transformed through works of hypertext or web-fiction is a significant one. H. Porter Abbott has a useful definition of narrative and his definition will be used as a guide in the controversial subject of narrative and how it should be thought of in the works of hypertext and web-fiction. In Abbott’s definition, “narrative is the representation of events, consisting of story and narrative discourse.” Story “is an event or sequence of events (the action), and narrative discourse is those events as represented” (16). The main reason that Abbott’s definition has been chosen here is that it can be applied to the study of narrative in an almost any medium.

The non-linguistic elements which have been used in media-conscious novels are referred to as modes here, therefore a novel which has used several modes in its narrative is a multimodal novel. This usage of the term mode is more in line with the way Alison Gibbons has defined this term as “a system of choices used to communicate
meaning.” Looking at novel from the modality perspective, provides us a better understanding of how each work is created out of the different combinations of modalities of three different but related categories. A fictional text uses a specific modality of the text which is the narrative genre. It uses the modality of the medium either print or digital. The last modality which comes into play here is the modality of verbal/visual which is part of the modalities of representation. These modalities can work in different combinations, but segregating them in this way, makes them more visible and shows how each writer can create texts, by manipulating either of these so that the reading process would be affected by the way either of these modalities is brought into play.

Thus, in order to study the he fictional works discussed here, three different but interrelated dimensions of the fictional text have been identified: (1) Physical Organization and Design, (2) Narrative Strategy, and (3) Reading Process. This tripartite model can be used by other scholars for analyzing novels which incorporate linguistic and non-linguistic elements in their narrative(s). In the first dimension, Physical Organization and Design a text is analyzed from the perspective of the use of its physical resources its authorship, and design. Narrative Strategy, the second dimension, is the angle through which a text from the perspective of the use of its physical resources and signifying strategies to create a narrative is analyzed. In the third dimension, the Reading Process, the way a text shapes the experience of the reader is explored.

Novels have always been media forms which lead the reader through them to a world which is the real world or like the real world in its spatial/visual form. These worlds exist beyond the page and the language and materiality of the novel are expected to be effaced during this process. However, the digital novels and media-conscious print novels show resistance toward this self-effacement and by mixing different modes in their narrative and bringing their own materiality into the foreground. The narrative and how it is created through the interplay of different modes in a single work is analyzed in these three novels:

- **Reconstructing Mayakovksy** by Illya Szilak. This novel which claims to be the “novel of future” has been published in electronic format in the second volume of ELO in 2011. Later in 2012, a print version of the same novel was published by Revolution Nostalgia Disco Theater. Mayakovksy’s believed that poetry is a mode which can disrupt a fixed narrative and this is exactly what Szilak tries to accomplish in her novel. The narrative in this novel is broken into several modes—or “mechanisms,” as the writer calls them—including text, audio podcasts, video, a live Google image search, etc.

- **Dreamaphage** by Jason Nelson. The interfaces of Dreamaphage have been described as “innovative, surprising, alternately whimsical and unnerving” by ELO website and these words can be used to describe the whole narrative of novel as well. Narrative in this novel is presented through different layers of 3D text with several links to the books which the reader has to simulate the act of turning the page (which means clicking the mouse on the bottom right side of the screen where the edge of the book is and move it to the top left, so that the next page appears on screen), and move through pages filled with squares and circle to read some files which their loose connection together forms a narrative.

  - S by Doug Dorst and J.J. Abrams. This print novel comes in a slip cover which has a book named “Ship of Theseus” which is full of handwritten comments, as well as postcards, newspaper clippings, black and white photos, even a hand-drawn map written on a napkin from a coffee shop, which together create a mysterious narrative. These non-linguistic materials play such a crucial role in the narrative, that at times it becomes impossible to follow the narrative and solve the mystery of the novel without them. S is described a “love letter to the written word,” on its slipcover, however it is through the interaction of the linguistic and non-linguistic elements that this love letter finds its true meaning.
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When an earthquake struck Nepal in 2015, the band One Direction sent a tweet encouraging their fans to donate to relief efforts. This one tweet was retweeted a few times, but quickly lost in a flood of other tweets about One Direction’s tour. Simultaneously, an Indian Hindu extremist politician flooded his Twitter stream with rumors that Christian missionaries were coercing conversions from Nepalis in exchange for humanitarian aid. Additionally, an Indian religious group mixed substantial numbers of tweets about a movie they had released with tweets about their relief efforts in Nepal. These are just a few of the users who engaged with the disaster from a distance: they had different motives for tweeting about the disaster, and different levels of engagement with it. We call these users “onlookers”: they tweet about a disaster, but are not directly affected by it.

This paper analyzes onlooker behavior: it argues that onlookers who will send a few tweets can be predicted by their interests, while onlookers who will tweet heavily about it have few, if any, shared interests. We show that onlookers who primarily tweet about entertainment topics and news topics are likely to mention the disaster, yet send few tweets about it. On the other hand, onlookers who tweet substantially about a disaster after it happens are difficult to identify before the disaster occurs because they do not share common interests aside from the disaster.

Background

Natural disasters often attract significant attention on Twitter, both by those affected and those who are distant. A substantial amount of research has explored how social media causes users to engage with political, social, and humanitarian problems; however, opinions on social media’s effectiveness—whether it causes users to donate money, stay informed, or participate in campaigns—are mixed. Some argue that displaying concern in social media is more about acquiring social capital than effecting change (Shulman, 2009; Gladwell, 2011; Morozov, 2012; Morozov, 2014), while a Pew Research Center survey finds that social media does create change (Raine et al., 2016). Additionally, many have argued that social media was important though not essential to protests in Egypt (Mazaid, 2011; Tufekci and Wilson, 2012) and other nations (Raine et al., 2016; Shirky, 2011). One analysis found that charities’ use of social media does not increase donations (Malcolm, 2016), while another finds that certain tweeting strategies do (Gasso Climent, 2015) although tweets may not raise awareness about the charity’s causes (Bravo and Hoffman-Goetz, 2015). Where all these studies concur is that social media enable a substantial amount of discourse about crises. The question we explore is how to predict how much attention Twitter users pay to crises: social media presents the opportunity for a user to send a single retweet about a disaster—as many One Direction fans did—or to sustain interest by following other users and sending many tweets about the event over a period of time.

Additionally, there is little question that social media is useful for those directly affected by disasters. A substantial amount of research finds that social media helps first responders (Regalado et al., 2015; Dugdale et al., 2012; Omilion-Hodges and McClain, 2016; Burns, 2015; Xiao et al., 2015; Kaewkitipong et al., 2016; Meng et al., 2015; Madianou, 2015; Palen, 2008). In fact, specialized algorithms have been developed for that purpose (Pohl et al., 2013a; Pohl et al., 2013b; Platt et al., 2011). Little work examines users who tweet about disasters at a distance, however, despite the large numbers of such users. We examine these onlookers because they produce a large amount of the tweets about humanitarian crises.

Method

We use quantitative text analysis to identify tweets about the earthquake, to cluster onlookers based on shared interests, and to derive a correlation between onlookers’ interests and the number of tweets they sent about the earthquake. This section outlines our methods.

To attain a broad sample of onlookers, we gathered a dataset of over 5 million tweets sent by around 15,000 users in the three weeks following the Nepal earthquake. We harvested the data from the Twitter REST API by searching for any tweets that mentioned the word “Nepal” from April 24 to May 8. We randomly selected 15,000 users from this set and harvested all of their tweets sent between April 24, 2014 and May 5, 2015. We attempted to capture only English-speaking users to increase the likelihood that we would capture users not directly affected by the earthquake, but we still captured some users who...
tweeted in multiple languages. This left us with roughly 11,000 onlookers.

To determine how many tweets a user had sent about the earthquake, we trained a Naive Bayesian classifier using MALLET (McCallum, 2002) on a set of 100 onlookers’ tweets (totaling about 30,000 tweets), marking them as either quake-related or not. We applied the trained classifier to the remainder of the dataset to count each user’s quake-related tweets. Spot checking showed this technique had acceptable accuracy.

To find shared interests, we used Latent Dirichlet Allocation (Blei et al., 2003), treating all of a user’s tweets as one document. We ran LDA with MALLET with various numbers of topics, and settled on 80. These topics represented a broad span of themes: greetings, news, entertainment, technology, plus four topics directly related to the earthquake. We then looked for connections between onlookers by building an edge list of shared topics, creating a weighted edge between two onlookers if over 25% of both onlookers’ tweets consisted of a shared topic. The edge weight was the product of their affinities to that topic.

Using Gephi (Bastian et al., 2009), we then ran a weighted Louvian modularity algorithm (Blondel et al., 2008) over this onlooker graph to generate communities of users.

### Analysis

This experiment resulted in 21 communities of onlookers being identified. The communities were labelled using the strongest topics in each.

<table>
<thead>
<tr>
<th>ID</th>
<th>Label</th>
<th>Average Number of Tweets</th>
<th>Users</th>
<th>Average Quake-Related Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Foreign language (Spanish)</td>
<td>419</td>
<td>882</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>Japanese Music</td>
<td>493</td>
<td>135</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>Greetings</td>
<td>326</td>
<td>199</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>Portuguese/Fifth Harmony</td>
<td>710</td>
<td>658</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>News Media</td>
<td>977</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>News Media</td>
<td>652</td>
<td>1312</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>News/Politics</td>
<td>600</td>
<td>1236</td>
<td>26</td>
</tr>
<tr>
<td>7</td>
<td>Indonesia</td>
<td>386</td>
<td>416</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>Foreign language (unknown)</td>
<td>495</td>
<td>312</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>Unclassified</td>
<td>372</td>
<td>589</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>Dera Sacha Sauda</td>
<td>1732</td>
<td>54</td>
<td>205</td>
</tr>
<tr>
<td>11</td>
<td>News about Russia</td>
<td>780</td>
<td>30</td>
<td>18</td>
</tr>
<tr>
<td>12</td>
<td>Shopping</td>
<td>1153</td>
<td>226</td>
<td>11</td>
</tr>
<tr>
<td>13</td>
<td>Greetings</td>
<td>476</td>
<td>1010</td>
<td>11</td>
</tr>
<tr>
<td>14</td>
<td>Greetings</td>
<td>439</td>
<td>1347</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>Science and animals</td>
<td>521</td>
<td>108</td>
<td>13</td>
</tr>
<tr>
<td>16</td>
<td>One Direction</td>
<td>388</td>
<td>1085</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>Foreign Language (Italian)</td>
<td>553</td>
<td>47</td>
<td>14</td>
</tr>
<tr>
<td>18</td>
<td>TV/Music</td>
<td>598</td>
<td>722</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>Music Videos</td>
<td>649</td>
<td>14</td>
<td>30</td>
</tr>
<tr>
<td>20</td>
<td>Nepal</td>
<td>393</td>
<td>748</td>
<td>125</td>
</tr>
</tbody>
</table>

After pruning out the foreign language communities in the dataset and some that were difficult to classify (Communities 0, 7-9, and 17), we can further group these onlookers into three broad interest groups: Casual Users (Communities 1-3, 12-14, 18, and 19), News and Pundits (4-6, and 13), and Engaged Users (20). We divided these subgroups based on the topics that were strongest in each, but these subgroups correlated with the number of quake-related tweets that each sent. They are described in the table below.

<table>
<thead>
<tr>
<th>Category</th>
<th>Proportion</th>
<th>Quake-Related Tweets/Week</th>
<th>Topic Affinities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casual Onlookers</td>
<td>46%</td>
<td>3</td>
<td>Entertainment, greetings</td>
</tr>
<tr>
<td>News Onlookers</td>
<td>25%</td>
<td>6</td>
<td>News and politics</td>
</tr>
<tr>
<td>Engaged Onlookers</td>
<td>12%</td>
<td>10</td>
<td>Nepal</td>
</tr>
</tbody>
</table>

### Casual Onlookers. Onlookers in these communities showed high activity but low engagement with the disaster, sending an average total of three quake-related tweets a week. Their primary topics of discussion were entertainment, or greetings and positive sentiments. This is the largest group.

### News Onlookers. These accounts are either the accounts of professional news outlets or amateur pundits. We find low average quake-related tweets in this group as well: users sent an average of six relevant tweets per week. News outlets generally moved from one topic to another quickly, and pundits only sustained interest in the topics that appealed to them.

### Engaged Onlookers. This group sent the most quake-related tweets of all users; the strongest LDA topics in this group were two "Nepal earthquake" topics. However, users in this community had few other topics in common with each other.

This breakdown suggests a model for predicting the number of tweets onlookers send about events. There will be roughly three categories of onlookers: Casual Onlookers, News Onlookers, and Engaged Onlookers. Casual Onlookers will consist of roughly 50% of onlookers,
and will send only a few tweets over the first three weeks. Membership in this group is predicted by an interest in entertainment topics. The number of News Onlookers will be half the size of the Casual Onlookers, but they will be roughly twice as engaged. An onlooker’s affinity to this group will be predicted by a general interest in news. Finally, the Engaged Onlookers will send 10-20 times as many tweets as the Casual Onlookers, and will comprise slightly over 10% of onlookers. This group sends the most tweets about an event, but membership in this group cannot be predicted from their preexisting interests.

Conclusion

We find that it is easy to predict shallow engagement with a disaster on Twitter, but difficult to anticipate sustained interest. Onlookers who tweet about entertainment are likely to pass on at least a few messages about donating money because entertainers are likely to post these messages, and fans are likely to retweet them. On the other hand, onlookers who tweet more about an event are likely to have preexisting interests that intersect with a particular aspect of the disaster, but the relevant interests are hard to predict because doing so would require knowing the nature of the disaster ahead of time. For example, to know the Hindu extremist would tweet about rumors of coerced conversions in Nepal, we would have to predict a crisis that would produce such rumors.

Additionally, we acknowledge that our model is derived from a single case study. As such, we treat it as provisional pending further experiments. We hope to confirm this model with future work.
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Ian Hodder has recently pointed to a “return to things” in the humanities and social sciences, a mode of analysis that explores the relationships between people and the objects we use to construct and make sense of the world (Hodder, 2014, p.19). In digital humanities we can see this in Matthew Kirschenbaum’s focus on the forensics of computer hard disks (Kirschenbaum, 2007), the development of platform studies to investigate the relationship between computing culture and the consoles and other hardware that enables it (Montfort and Bogost, 2009), and the appearance of maker cultures that seek to explore the humanities through practical experimentation (Dieter and Lovink, 2014). It suggests a desire to pay attention to and interact with the material world, rather than retreating to a purely digital one. Some commentators go beyond this. They propose that entanglement with material objects represents a ground of being for humans and their societies, that it presents a postphenomenological “dialectic of dependence and dependency between humans and things” worthy of deep contemplation (Hodder, 2014, p.19). People rely on the things they have created to such a degree, so the argument goes, that our identity has become inseparable from them. In Donald Ihde’s original conception, it amounts to “recognition that “consciousness” is an abstraction, that experience in its deeper and broader sense entails its embeddedness in both the physical or material world and its cultural-social dimensions” (Ihde, 2009).

If we apply these insights to digital infrastructure we begin to see how humanists have become entangled with complex systems, a situation that might prompt us to pause for thought. Analog books, archives, and libraries presuppose a degree of entanglement with the material world, undoubtedly, but those are relatively well understood: we have had centuries to understand and critique them. Digital infrastructure, however, is rarely “symbolically or politically construed” (Knorr-Cetina, 1992, p.119). It is merely requested in an email to a manager or Information Technology (IT) helpdesk, or held to be something humanists need to do their work. Little attempt is made to define the critical ground or, much less, to understand the object of enquiry prior to investment. Rather, in denial of the epistemological significance of things, humanities infrastructure is treated as something we should merely go to the store or work with our IT department to buy. The result has been an ongoing failure to provide the kind of infrastructure needed by humanities researchers, a misalignment of the debate, and often a rejection of the very notion of digital infrastructure itself.

As Matt Ratto points out, so-called ‘critical making’ provides new ways of dealing with difficult issues like this. Rather than attempting to solve complex problems in their entirety, critical making encourages the development of prototypes and basic models in the context of wider critical discourses, thus blending “practice-based engagement with pragmatic and theoretical issues” and fostering the possibility that creative solutions will be found to long-standing problems. He suggests the approach can be particularly useful in the context of so-called “wicked problems” (Ratto, 2011, p.253), defined by architectural scholar Horst Rittel in the 1960s and 1970s (Rittel and Webber, 1973). This class of problem is characterized by the existence of “many clients and decision makers with conflicting values, and where the ramifications in the whole
The social media service Pinterest is one of the largest 900MHz quad-core ARM Cortex-A7 Central Processing Unit (CPU). The VRE application is built using Django, a Python-based web framework designed for newspaper websites but now deployed in a wide variety of scenarios. The social media service Pinterest is one of the largest services to use it, with over 46 million unique visitors between 2011 and 2015 (Statista, 2015). The framework is thus highly adaptable, and could be used to develop almost any functionality a humanities researcher might need. The website is served by the Gunicorn application server and light-weight Nginx web server (used by NASA), with content saved in Postgres, one of the more advanced database systems available. All of these products are available free through the open source community. They require a reasonable level of technical proficiency to install and configure but there are many tutorials available online and their user communities share knowledge openly. It speaks to an interesting aspect of this project. Although there is a massive gap between jamessmithies.org and well-funded cyber-infrastructure projects, the nature of the open source software movement means there is only a small gap (if any) in terms of scalability and potential functionality.

One of the most powerful things about the project - in both technical and tactical terms - is the level of control conferred by the architecture of the ‘stack’. Not only is the Pi itself accessible and configurable, but its operating system can be changed, and Gunicorn and Nginx can be ported to a reasonable level of technical proficiency to install and configure but there are many tutorials available online and their user communities share knowledge openly. It speaks to an interesting aspect of this project. Although there is a massive gap between jamessmithies.org and well-funded cyber-infrastructure projects, the nature of the open source software movement means there is only a small gap (if any) in terms of scalability and potential functionality.

Perhaps counter-intuitively given the dominance of ‘bigger is better’ cyberinfrastructure discourse, the migration from Wordpress.org servers to a lowly Raspberry Pi has produced a personal VRE capable of significant further development. The intention is not necessarily to create a finished and reproducible product, but to take control of – and experiment with - all aspects of the computing architecture in order to gain a better understanding of my scholarly infrastructure needs, from the hardware the site runs on, to maintenance of the Internet domain name, the content management system that helps me organize content, and the firewalls that secure it from malicious actors. The conclusion after this phase of the project is that issues like ethical hardware, net neutrality, data sovereignty and security, and the ability to extend and configure the code that supports my research activities, are central to my work – and identity - as a humanities scholar.
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Producing and coding bot ‘listeners’ has today become almost as easy as automated music production has been for years. Machines can thus both ‘create’—and ‘listen’ to ‘music’ (whatever we mean by these categories). In fact, such notions are capricious within the contemporary streaming music landscape. The project, “Streaming Heritage: Following Files in Digital Music Distribution” (financed by the Swedish Research Council) studies emerging streaming media cultures in general, and the music service Spotify in particular, with a bearing on the digital challenges posed by direct access to musical heritage. Rediscovering older music is key for Spotify, and the project is hence on the one hand geared towards investigating the institutional challenges of streaming musical heritage, and on the other hand—and foremost—to develop new digital research methods. Situated at HUMlab (Umeå university) part of the project is essentially about ‘Turing testing Spotify. Building on the tradition of ‘breaching experiments’ in ethnomethodology, my research group seeks to break into the hidden infrastructures of digital music distribution in order to study its underlying norms and structures. ‘The key idea is to follow files’ (rather than the people making or using them) on their distributive journey through the streaming ecosystem. The setting include the distribution and aggregation of self-produced music/sounds through Spotify; the set-up of our own record label (for research purposes); the programming of bots to inform, explore, mimic, and ultimately subvert notions of usage and listening; the tracing of Spotify’s history through constantly changing interfaces (web archiving and documenting these). Research questions range from various way how streaming music is commodified? What sounds are perceived as music (or not) according to Spotify and adjacent aggregating services? How is metadata generated, ordered, and valued—and what kind of metadata is actually available? What normative world views are promoted and materialized by streaming architectures? What kind of infrastructures proliferate behind the surfaces of on-demand services?

My presentation departs from the fact that one-fifth of Spotify’s catalogue of 30 million songs haven’t once been listened to at all. Under the computational hood of streaming services all streams are equal, and every stream thus means (potentially) increased revenue from advertisers. Spotify is hence likely to include—rather than reject—various forms of (semi-)automated music, sounds and (audio)bots. At HUMlab we therefore set up an experiment—SpotiBot—with the purpose to determine if it was possible to provoke, or even to some extent under-
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#### Introduction

In this paper a range of maps, documents, data and archaeological finds are brought together in a historical GIS (Geographical Information System) to reconstruct
different forms of labour and especially labour relations in existence in late medieval Northwest Europe. Starting from the Late Middle Ages, England and the Low Countries laid the groundwork for becoming two of the dominant powers in Europe and the world. The question is how this process of growth began. Often it has been coined with the rise of capitalism and the rise of wage labour as the predominant form of labour (e.g. van Bavel, 2007). The issue also touches on the Great Divergence debate. This debate centres around why and at what point in time Europe became the dominant continent in the world, surpassing the power and wealth of China, India, Japan and the Ottoman Empire (Pomeranz, 2000). England and the Low Countries play an important role in this debate and quite often the level of (real) wages is used as a determinant to study the emerging differences between Europe and other parts of the world (Allen, 2001). This opens up the question, however, how many people in a certain time and place actually worked for wages: an issue which questions the validity of real wages as (the only) measured variable (Lucassen, 2016).

**Labour relations**

Labour relations can be defined as “for or with whom one works and under what rules” (Hofmeester et al., 2015). In the “Global Collaboratory on the History of Labour Relations, 1500-2000”, a collaboration of researchers from all over the world, study these labour relations and especially shifts between them. To effectively compare different parts of the world across time, a uniform way of entering and presenting data as well as a taxonomy has been created (Figure 1). One of the advantages of this taxonomy is that it encompasses the entire population of an area, working and non-working, forces researchers to think about female labour participation (even if it is omitted in their sources), and includes various forms of labour, from reciprocal labour to wage labour, self-employment or slavery.

Studying societies other than modern ones can be especially difficult however. Lacking anything like modern census data, one has to be more creative to study different forms of labour across time and space and bring together a wide range of data and information. One may think about information on land use, vicinity of roads, waterways or coastlines, all proving modes of transportation, the vicinity of towns and monasteries, demographic density, documents related to taxation and many other. GIS is best equipped to present such combinations of different data, and is therefore at the core of the following two areas for which the labour relations are reconstructed.

**Reconstruction England/Wales**

To come to a reconstruction of the labour relations in England and Wales a range of sources are combined, including the 1378-1381 Poll Tax records (Fenwick, 1998), the muster rolls of 1522, information on medieval markets (Keene et al., 2002; Keene and Letters, 2004), and GIS shapefiles of historical parish boundaries (Southall and Burton, 2004). From these sources regional variation in demography, market presence, and occupational structure can be extracted – albeit with many caveats. One of the main sources used for the reconstruction, however, are the tens of thousands of archaeological coin finds, by both amateurs and professionals. These are made available through the Portable Antiquities Scheme (PAS) website (The British Museum, 2013-2015) (Figure 2).

The principal assumption behind using the coin finds is that the presence of small denominations, valued at a day’s wage or less, can function as a determinant of wage labour (Lucassen, 2014). Used in combination with figures on mint output, the coin finds can therefore be used to study the relative presence of wage labour; as well as regional differences and developments over time.

As the PAS database was formed by different people over a long period of time, various issues caused by inconsistent or erroneous data entry had to be solved. Much effort has gone into cleaning (especially place names) in the Portable Antiquities Scheme database and supplementing the numerous missing geographical coordinates. The following step is linking the coin finds to the data mentioned earlier, a complicated process that has started but for which much still has to be done in the coming months. In the end, the combination of available data provides us with an extensive toolbox to reconstruct the labour relations in late medieval England and Wales and to study the mechanisms that influence these labour relations, causing regional and temporal variation.

**Reconstruction Low Countries**

For the reconstruction of the labour relations on the other side of the North Sea, in the Low Countries a different approach has been chosen, although here too coin finds may be used in the end (De Nederlandsche Bank, 1997-2015). Starting point is the County of Holland. In 1494 and 1514 two sets of questionnaires were produced by the Burgundian/Habsburg rulers, intended to allocate a new round of taxes. The questionnaires had to be answered by representatives of all towns and heerlijkheden (a feudal administrative-judicial unit, precursor of modern municipalities) in Holland. They asked for information about the number of dwellings and parishioners; economic activities; how these economic activities developed in the past couple of years; land ownership; and tax-related issues. The questionnaires have been used to assess the state of the economy in Holland and study per capita growth (van Zanden, 2002).

Never before have these questionnaires been mapped, which, for instance, would allow to combine the information with land use, the vicinity of monasteries and modes of
transportation, and study in more detail regional variance in the county and – because of the nature of the questionnaires – changes over time between 1477 and 1514. For this purpose, a historical GIS of the administrative-judicial boundaries in this and some neighbouring counties was created from scratch. A wide range of digitised historical maps from the sixteenth to eighteenth century were used, in combination to the historical atlas of the Netherlands drawn by Anton Beekman at the beginning of the twentieth century (Figure 3; results in Figure 4). The maps were georeferenced and combined with information on natural and/or current (sometimes unchanged) municipality borders to reconstruct the location of the historical boundaries.

One of the immediate advantages was that using this GIS map, silent omissions in the questionnaires became visible (e.g. certain heerlijkheden that were not mentioned explicitly in the sources). Moreover, the advantage of using the historical boundaries, instead of just looking at the location of the villages and creating Voronoi diagrams for instance also becomes clear, as the maps provide much more detail and display patterns more clearly: see Figure 5.

By combining the questionnaires and the newly created geographical information with assumptions on household size, child and female labour participation, information on religious houses (using Goudriaan and Stuyvenberg, 2008), and other information a tentative reconstruction is made on the full range of labour relations present in the County of Holland in the Late Middle Ages.

**Conclusion**

In the end, the goal is to create a map that shows the presence and absence of various forms of labour and labour relations in the North Sea region. This allows us to study this part of the world, just before two new world powers emerged from here, and the role labour plays in this development. By using GIS (instead of displaying the information in tables for instance), the full potential offered by geographical information systems is made available: e.g. easily combining different forms of information, pinpointing developments to a certain point in time and space. Large-scale regional variation can therefore become a point of study, instead of hindering or difficult to grasp principle.
Working Together.
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Figure 5. Thought process and development of mapping medieval tax/population records in Holland: from Voronoi diagrams surrounding the towns and villages mentioned in the sources; to mapping these towns and villages; and finally locating and assessing the areas not explicitly mentioned in the sources.
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The Web is now deeply integrated into contemporary culture, and scholars interested in current phenomenon cannot afford to ignore it, however, collecting data from the web is not easy. The web is based on a mix of continuously changing technical standards which make creating an archival copy of a web site for scholarly reference very difficult. Without such a copy there is no way for future scholars to question the interpretations we make today or reinterpret the phenomenon in light of new evidence tomorrow.

Researchers and organizations, such as the Internet Archive, are attempting to preserve portions of the web for future retrieval, but much of the web disappears quickly. A 2014 study of web links in scholarly papers found that 1 out 5 scholarly papers contains links to web URLs which no longer function or no longer exist (Klein et al., 2014). The need for humanists to recognize the value of web archives to historical research is especially acute. Researchers cannot engage recent cultural histories and ignore the culture of the web (Milligan, 2012).

The challenge of web archiving is especially acute for rapidly changing stories which track specific events. Discussions about controversial topics, such as GamerGate, take place across multiple websites, use multiple forms of media, and occur in very different discourse communities. Underneath the different social worlds gathered around online communities there is an incredibly diverse set of technological platforms which require customized strategies for tracking and collecting data. This paper will:

• Describe the key challenges for researchers wishing to collect just-in-time archives of web based cultural phenomenon.

• Put current challenges in an historical context of differing goals between web developers and web archivists.

• Propose some social and technical solutions to improve the situation, and

• Introduce a set of tools to help researchers engaged in these areas.
Dynamic changes in online content present one of the unique challenges for gathering contemporary web discourse. Most internet users are familiar with the constantly updating nature of Twitter and other social media platforms. Social media platforms present a challenge for web archivists because of their technological structure and commercial ownership. The speed of updates on social media requires specialized tools to download, especially in large quantities. A researcher needs deep technological knowledge of these tools and the application programming interface (API) provided by the website in order to build a reliable and useful corpus. On the legal side, the terms of service affect the types of information that can be gathered by researchers and how that data can be analyzed or shared with other researchers.

Other commercial sites, such as news media web sites, often host comment threads where internet users can post their opinions on the topics covered in the main story. It is relatively trivial to download the main content of a news story posted on the web but collecting the comment stream may present a challenge because the comments may be hosted by another website service or may be displayed dynamically as a user scrolls further through a web page. In such cases the default web archiving tools may not be sufficient. Web discussion forums present yet another technical challenge.

Researchers often frame their questions about web phenomena by describing a topic that they wish to study. But the architecture of the web is built around the key idea of a web site, a particular set of files which may include many different types of media including text, images, and video, and is hosted by a particular business, institution, or individual. These web sites are identified by the Uniform Resource Locators people type into their browsers in order to navigate to a web page.

The tools used to archive the web are built on this technical background for dealing with URLs, APIs, REST, RSS, and other interfaces which human beings do not usually interact with. In the language of web archive software the unit of research is the seed, or base URL, from which data can be harvested. For the researcher the unit of work is the topic. Negotiating between these two conceptions of how online research should work is a major social challenge for any type of internet research. Researchers and web users just want to see the content, but automating the collection of that content means reproducing a complicated software experience which has gradually been built by web developers and web browsers over the past 25 years.

Humanities researchers have traditionally relied on stable or slowly changing content. Efforts by humanities scholars have been made to adapt to the changes in digital content represented by the web. Some universities have set up web labs for collecting and analyzing web data. One key task of these labs has been building subcollections from the overall web in order to further the study of particular topics (Arms et al., 2009). One of the key insights from our work is the need to continue building strong collaborations between multiple fields. Libraries and the Internet Archive need input from digital humanists in order to understand their research questions and digital humanists need to understand the technological challenges of web archiving in order to collectively design systems which will help future researchers. The web, however, is constantly changing at multiple levels, ranging from the technology used to deliver content, the processes of creating content, commenting on content, and the distribution of information. Archiving the web for humanities research calls for changing the conceptual image of stable sources, collaborating with new communities, and adopting new technologies.

The implication of the technological treadmill described above is that it becomes more and more difficult for a single researcher to adequately collect the web. There are two potential solutions to this problem: technological and social.

Computer scientists are working to build better web archive software which can integrate with social media in order to reduce the amount of administrative overhead needed to collect information on particular topics. These tools will automate the selection of web sites to be archived, removing some of the human intervention needed to curate web materials. But simplifying the data gathering process today may make future explanations of the context of a collection more technical. For now researchers are dependent upon a mix of tools, often customized for specific uses, and mixing open source and commercial software.

In our research project we used a combination of open source tools, subscription services, and customized API calls. For gathering data from Twitter we used a program called twarc. Customizations were made to improve the performance of the tool for our uses, which was tracking specific hashtags. The Twitter scraper was initially installed on a laptop belonging to a member of the research team, but when the number of tweets became too large for a laptop the program was moved to a cloud server provided by Compute Canada. The data from Twitter was stored in JSON and then transformed using standard libraries into files which could be analyzed for most frequent Twitter posters, most frequent URLs, and most frequent hashtags. Data from web pages was collected using the Archive-IT subscription service provided by the Internet Archive and the wget command line tool. Some specific websites, such as 4chan and 8chan, required the development of custom API interfaces to download material from relevant chat boards. Additional programs to download comments from
YouTube are currently being tested. We plan to document our recipes for using these different tools on methodi.ca, the methods commons for text analysis.

Archiving the web involves many different institutions and disciplines. The largest players are the Internet Archive and various national libraries; the Internet Archive operates as a non-profit and has the most comprehensive collection of digital materials from the web. Unfortunately, the Internet Archive collections are not primarily built for researcher access and can be especially difficult to work with if you are investigating topics which cover multiple URLs or lengthy time periods. Any research project using their collections requires significant human labor. Libraries and museums can step in to fill some of the gaps by using services such as Archive-IT, which provides more curatorial control over the collection development process and also has a more robust search interface. In order to improve these tools, humanists will need to build connections with other disciplines, such as information and library science, computer science, and archival studies. Only by working together and extending our disciplinary horizons can we build the collections which current and future digital humanists can use to study our current era.

One final social issue of importance are the legal and ethical implications of gathering large amounts of data from the web. We will not discuss these issues in great depth in this paper but they do need to be acknowledged because they constrain some of the actions which can be taken in web data gathering. In our project on GamerGate we have looked closely at the ethical implications of sharing data gathered from social media. The dataset we shared online includes an appendix on ethical issues related to data sharing.\footnote{This paper is the result of a larger project investigating the discourse surrounding GamerGate, an internet controversy about feminism and gaming, which grew dramatically in 2014. The paper presents some of the methods used by our research group to study GamerGate. For a brief non-academic explanation of GamerGate see Hathaway, 2014.}
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The nineteenth century provides a perfect setting for a digital humanities class as a result of the similarities between the industrial and digital revolutions and between the proliferation of print and periodicals and the rise of blogs and Twitter. Arthur Conan Doyle’s Sherlock Holmes stories are likewise the perfect subject matter: most of Holmes’s cases revolve around the technology of the day, from cabinet photographs in “A Scandal in Bohemia” to the typewriter in “A Case of Identity.” These connections enable students to learn about an earlier time period and literature while also historicizing their own technological moment. The resurgence in popularity of Holmes adaptations in recent years—Sherlock (BBC), Elementary, and Mr. Holmes, to name just a few—emphasizes these connections and also brings students into the classroom.

“Digital Tools for the 21st Century: Sherlock Holmes’s London” (taught from the Fall of 2014 through the Fall of 2015) is an introductory digital humanities class that uses Holmes stories as a corpus on which to practice a wide variety of basic digital humanities methodologies and tools, including visualizations, digital archives and editions, mapping, and distant reading. “Digital Tools” unites theory and practice with a tripartite structure for each unit, which I have dubbed “Read, Play, Build.” First, students read articles from books and blog posts about the pros and cons of each methodological approach. They then examine current projects to discuss the ways that each enhances scholarly fields and poses new research questions. Each unit concludes with an in-class lab component, in which they build a small project using a well-known tool. For example, in the archives and editions unit, students examine Jerome McGann’s “Radiant Textuality,” discuss
the importance of preservation, access, and challenging the canon, examine *The Rossetti Archive* (and many others), and use the tool *Juxta Editions* to create their own, fully transcribed digital edition of a Sherlock Holmes story of their choice, using page images of the original printing in *The Strand Magazine* to learn about XML, basic bibliography, and best editorial practices. Likewise, in the unit on distant reading and topic modeling, they read Franco Moretti’s “The Slaughterhouse of Literature” and Ted Underwood’s blog posts on topic modeling, examine *Mining the Dispatch* to see that methodology in action, and topic model all 56 Sherlock Holmes short stories and analyze the trends in a blog post.

Although this class uses Holmes stories as base texts, it also situates these stories in their historical and cultural context by examining Victorian digital humanities projects from fields other than English. Students explore the *Proceedings of the Old Bailey*, a searchable archive of all court records in the Old Bailey from 1674-1913, to learn about crime, class, and the legal system. They also examine the *David Livingstone 1871 Field Diary* to learn about empire and Charles Booth’s poverty maps from 1898-1899 from the *Charles Booth Online Archive* to learn about socioeconomic conditions in London and to compare Conan Doyle’s fictional London to the actual city.

This paper will present the class in greater depth and will provide examples of the digital projects students collaboratively created—from contributing to the marginalia project *Book Traces* to making digital narrative maps of Holmes stories with Mapbox—in order to provide new models for student scholarship and their role in the future of the English departments and the humanities. It will also discuss the importance of the Holmes stories as the corpus for the class, as the character of Holmes himself provides a useful model for a digital humanist, especially when students may be unused to thinking about data in a humanities context, as he combines data science with humanities skills of close reading, archiving, and a love of literature and music.

Teaching Holmes with digital tools lets students build on the traditional humanities skills of close reading, understanding patterns, and using archives, and augments that scholarly toolkit by guiding students to a better understanding of rhetorical patterns and spatial significance, while also teaching them about collaboration, interdisciplinarity, and public humanities. In accordance with its public humanities focus, the course’s materials, including the syllabus and assignments, are publicly available on the class’s website (https://hawksites.newpaltz.edu/dhm293/). By melding research with project-based learning, this course enables students to engage with research and Victorian history more actively than is common at the introductory level.

---
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The North Carolina (USA) Jukebox project transforms an inaccessible audio archive from the 1930s, of historic North Carolina folk music collected by Frank Clyde Brown, into a vital, publicly accessible digital archive and museum exhibition. Led by Trudi Abel, a librarian in the Rubenstein Special Collections Library at Duke University, and Victoria Szabo, a faculty member in Visual and Media Studies and Information Science + Studies at Duke, this interdisciplinary, collaborative effort also involves scholars in music and folklore, music and preservation librarians, digital media specialists, descendants of the original performers, and contemporary musicians who play this music professionally today (Archives Alive Initiative | Trinity College of Arts and Sciences, 2016).

![Figure 1. NC Jukebox Project Advertisement](image-url)

As a teaching experience associated with the Library’s Archives Alive initiative, the project offers opportunities for students from arts, music, computer science, and engineering programs to learn about the collection and develop an exhibition from initial concept to execution, and to do so in collaboration with a diverse set of mentors and collaborators who help them understand the histories and technologies involved, as well as stakes of their presentation choices. As a ongoing archival project, it demonstrates the challenges and opportunities inherent in working out a major library archive and preservation effort alongside a live curricular intervention and planned public exhibition. As a research project, it offers scholars in media studies a firsthand view of how material recording and playback technologies and their affordances help shape subsequent cultural histories, and affect what we can recirculate and share today. Taken together, these strands demonstrate that
introducing digital cultural heritage project development as a shared objective enriches student learning, encourages library archiving and preservation projects to consider their public facing dimensions as they construct new resources, and offers digital humanities and media studies scholars meaningful opportunities to collaborate with colleagues in historically minded disciplines around new forms of scholarly production – in this case data-driven exhibitions at the Mountain Music Museum in Western NC, at the Rubenstein Special Collections Library at Duke, and online.

Our project begins with the songcatcher himself. In the 1930s Frank Clyde Brown, Duke Professor of English, and co-organizer of the North Carolina Folklore Society (1913) as Zeke Graves in our Library tells us, began recording and archiving Western North Carolina folk music (Graves, 2015). Following in the tradition of folklorist Alan Lomax, and songcatcher/musician Bascom Lunsford as chronicled by Loyal Jones, along with other famous songcatchers of the period, he drove around region capturing a range of singers and songs using the technology available in the period, a notebook and Dictaphone equipped with first wax cylinders and later aluminum cylinders (Jones and Forbes, 1984). Like us, Brown involved his students in the project as well, encouraging them to capture songs and research their origins. Today most of those recordings are still housed on wax cylinders and glass disks in the Duke Libraries, and in the Library of Congress, with about 400 songs having already been converted to digital formats. The rest are being converted as part of a substantial Council of Library and Information Resources grant.

In addition to learning about Brown, histories of the music, songcatching, and folklore practices of the period, students in a Fall 2015 NC Jukebox course began to work closely with the 400 digitized recordings we currently have available, developing metadata, transcribing songs, and organizing their materials in spreadsheet, blog, and database form. Our project also explores biographies of the singers, transcribes the songs as heard on the tapes in comparison to other versions, and traces the Scotch-English history and contemporary analogues of the songs themselves through research in Child’s Ballads and other key sources (Child et al., 2001). In addition, we have begun to demonstrate change over time and space through maps, patterns, flows, timelines, and networks of the music - a kind of distant listening, or viewing of its collection and presentation, with more to come. In the physical exhibits, interactive touchscreens, period photos, and hybrid analog-digital audio playback machines - a radio, a Jukebox, and perhaps a 78-playing phonograph - will invoke the historical conditions of production and reception of the music for diverse audiences.

As an historiographical research project, NC Jukebox is also offering opportunities to explore firsthand how social and material conditions affect the writing of cultural history itself. Over the course of this project we have learned about the history of songcatching and folklore as social and academic practices designed to verify expectations about a specific kind of musical heritage. Brown died before his work could be compiled into the published versions of his work. As his papers reveal, not all of the songs he collected were included in the final, posthumous collection of his work (Guide to the Frank Clyde Brown Papers, 1912-1974, 2016). His subsequent editors, like other before them who were seeking a pure musical tradition descended from that of the Scots-Irish settlers in the region, as seen in Ritchie and Orr’s Wayfaring Strangers, for example, picked and chose songs to include in the published work (Ritchie, Orr and Parton, 2014). Their criteria are (helpfully for future researchers) sketched out in their editorial notes, which are also in the archives. Songs that were too popular, had been published, were too religious, or, perhaps most significantly, were from African American traditions, were excluded from the published collection, even if familiar from other sources like the Library of Congress Checklist of Recorded Songs (U.S Library of Congress, 1942). On another note, we also experienced the lingering effects of musical and cultural segregation first-hand as a class when our well-intentioned musical guest, a contemporary folk-singer who is helping keep the Mountain Music traditions alive today, explained that he was going to perform a song as he had heard his “colored” neighbors sing it growing up (McKinney, 2015). This moment became part of a class conversation about representing tradition while at the same time acknowledging our contemporary perspectives upon it in how we frame the music.
whether they could and should attempt to clean up the sound quality so it was closer to the “original” source – the singers themselves. Were we archiving the archives, or the ur-performances? Our students also learned about and from Charles Bond, the onetime Duke undergraduate (and now lawyer in San Francisco) who serendipitously took it upon himself in the 1980s to transfer some of the existing recordings to reel-to-reel tapes, using a moog synthesizer to clean up some pops and crackles.

Further, we discovered how the limits of the recording medium itself reveal the priorities of the documentarians and archivists involved. Wax disks could only record 6-7 minutes of a song, as the Federal Cylinder Project editors note (Gray and Schupman, 1990). Songcatchers might record just one stanza of a song, rather then the whole performance, a fact that highlights that it was the intellectual process of abstracting data from the performance, to be converted to written notation and lyrics, rather than the performance itself, that was most valued for academic folklore purposes. The recordings were data to mine rather than songs to hear. We have also confronted challenges to our efforts in repatriation and exhibition as we began to develop our downloadable “Greatest Hits” of the FCB collection. Because of copyright restrictions on published songs, in the end we may need to limit our final song choices to the purely folkloric – putting us in some cases right back in line with Brown’s purity-seeking editors! We have even begun to wonder about the NC Jukebox idea itself as a title and concept, given that the term jukebox didn’t come into common parlance until the 1940s, as we learned from Jukeboxes: An American Social History, and the music we are sharing was most likely shared at the time either locally or over live radio, as our guest Terry McKinney told us (Segrave, 2002). Our presentism is a both a problem and an acknowledgement of our own historicity and subjectivity.

NC Jukebox is serving as a prototype for future “Archives Alive” projects at Duke University in terms of pedagogical approach, access to primary and secondary source materials from Special Collections, community engagement, and digital platform and exhibition development. As a digital heritage project designed to serve multiple audiences, the digital and onsite exhibition components are being built with an eye towards multiple display formats and locations for a single set of materials within a grown growing database of content. This includes exhibition in a regiona museum organized by McKinney himself (Neufeld, 2015). It also necessitates metadata standards and library infrastructure, a conversation that is ongoing with our Library staff. For the exhibits in Western North Carolina and at the Rubenstein Library we have websites, Omeka exhibits, and interactive web graphics, as well as the downloadable playlist and physical exhibits and listening stations. For the archive, however, we are working with Library and technology partners on a more sustainable and flexible content management system in Drupal that draws content from the more permanent institutional repository solution, which will serve as the substrate for future development as well as, we hope, drive later installations. Our hope is that subsequent generations of students, librarians, and scholars will be able to build upon what we have done in bringing the archives alive.
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Research

This presentation will focus on the development of the Online-Archive “Forced Labor 1939-1945. Memory and History”.

The collection of narrative interviews was compiled in 2005 and 2006 by the Institute of History and Biography at FernUniversität Hagen. In a joint project, the Foundation “Remembrance, Responsibility and Future”, the Freie Universität Berlin, and the German Historical Museum aim to safeguard and provide easy access to these multilingual audio and video interviews and accompanying materials for research and education.

The online archive contains 583 comprehensive life story interviews with concentration camp survivors, prisoners of war, and “civilian” forced laborers. In 27 countries, mainly in Central and Eastern Europe, 192 video and 391 audio interviews were conducted in the native languages of the witnesses. Each interview is accompanied by additional material: a short biography, a transcription of the interview, a translation of the transcript into German, a table of contents showing the structure of the interview, additional photos and documents, as well as basic biographical information. All content is accessible worldwide for any users who registered with the site.

So far there are no standards on how to document and index Oral History Collections and we will show examples of different approaches which are used at the moment.

In this context we will describe our indexing method, with its internal working interfaces and the process involved, as well as the public online application and its functionalities. We will present the different functionalities (content-based indexing, full-text search and an interactive map application) that enable a targeted search that leads directly to individual passages of the interviews.

We will also discuss considerations involved in designing an online platform to avoid the use of the interviews as a mere quotations quarry and instead supports a comprehensive understanding of the whole testimony in its narrative structure and its biographical meaning.

An annotation function will be presented. The function is meant to benefit from the specific knowledge of users to add to the understanding of the interviews.

Finally, the archive has been designed multilingually and runs in German, English, and Russian in order to accommodate the needs of a greater international audience.

This presentation doesn’t focus on a special research problem. Instead it shows a powerful tool which enables academics to work effectively with testimonies to answer their own research questions.

Education

The online-platform aims to support education as well, and there is the option to give an overview of our approaches in this context, too.

We created an online-learning-environment for the use in the classroom which will be available from the beginning of 2016. Based on short biographical films (half an hour) and additional provided material (maps, documents, photographs, additional films) students are asked to work on a number of didactically framed tasks. Most tasks are historical in nature and working with them is useful for the teaching of history. But also for other school subjects exercises are available as for example in language education or religious instructions.

The pupils are asked to write their answers in an online-editor and combine them with selected materials which are easy to import. The results can be saved and printed individually.

• Teachers have additional options and can for example create their own questions based on the films and the materials.
• The software offers versions of the learning environment for different countries. These versions vary in language and content and are drawn up by experts in the respective countries. From the beginning of 2016 a Czech and a German version are available. A Russian version is on the way.
• The online-learning-environment is responsive and can be used with different mobile devices.
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How best can humanities researchers access and analyse large-scale digital datasets available from institutions in the cultural and heritage sector? What barriers remain in place for those from the humanities wishing to use high performance computing to provide insights into historical datasets? This paper describes a pilot project that worked in collaboration with non-computationally trained humanities researchers to identify and overcome barriers to complex analysis of large-scale digital collections using institutional university frameworks that routinely support the processing of large-scale data sets for research purposes in the sciences. The project brought
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together humanities researchers, research software engineers, and information professionals from the British Library Digital Scholarship Department\(^1\), UCL Centre for Digital Humanities (UCLDH)\(^2\), UCL Centre for Advanced Spatial Analysis (UCL CASA)\(^3\), and UCL Research IT Services (UCL RITS)\(^4\) to analyse an open-licensed, large-scale dataset from the British Library. While useful research results were generated, undertaking this project clarified the technical and procedural barriers that exist when humanities researchers attempt to utilize computational research infrastructures in the pursuit of their own research questions.

**Overview**

The drive in the Gallery, Library, Archive, and Museum (GLAM) sector towards opening up collections data\(^5\) as well as the growth in data published by publicly-funded research projects, means humanities researchers have a wealth of large-scale digital collections available to them (Lui, 2015, Terras 2015). Many of these datasets are released under open licences that permit uninhibited use by anyone with an internet connection and modest storage capacity. A few humanities researchers have exploited these resources, and their interpretations make claims that change our understanding of cultural phenomena (for example, see Schmidt, 2014; Smith et al., 2015; Cordell et al., 2013; Huber, 2007; Leetaru, 2015). Nevertheless, there remain major barriers to the widespread uptake of these data sets, and related computational approaches, by humanities researchers, which risks diminishing the relevance of the humanities in “big data” analysis (Wynne, 2015). These barriers include:

- fragmentation of communities, resources, and tools;
- lack of interoperability;
- lack of technical skills: “mainstream researchers in the humanities and social sciences often don’t know what the new possibilities are” (ibid) and seldom have the technical experience to experiment (Hughes, 2009; Mahony and Pierazzo, 2012).

A common response to this lack of awareness and computational skills is to build web-based interfaces to data\(^6\) or federated services and infrastructures\(^2\). Whilst these interfaces play a positive role in introducing humanities researchers to large-scale digital collections, they rarely fulfil the complex needs of humanities research which constantly questions received approaches and results, or allow researchers to tailor analysis without being limited by shared assumptions and methods (Wynne, 2013).

**Method**

We explored the challenges associated with deploying and working with large-scale digital collections suitable for humanities research, using a public domain digital collection provided by the British Library\(^8\). This 60,000-book dataset covers publication from the 17th, 18th, and 19th centuries, or – seen as data – 224GB of compressed ALTO XML that includes both content (captured using an OCR process) and the location of that content on a page. Using UCL’s centrally funded computing facilities\(^9\) we worked from March-July 2015 with RITS and a cohort of four humanities researchers (from doctoral candidates to mid-career scholars) to ask queries that could not be satisfied by search and discovery orientated graphical user interfaces. Working in collaboration we turned their research questions into computational queries, explored ways in which the returned data could be visualised, and captured their thoughts on the process through semi-structured interviews.

**Results**

We successfully ran queries across the dataset tracking linguistic change, identifying core phrases, plotting and understanding the placing of illustrations, and mapping locations mentioned within core texts. We found that building queries that generate derived datasets from large-scale digital collections (small enough to be worked on locally with familiar tools) is an effective means of empowering non-computationally trained humanities researchers to develop the skill-sets required to undertake complex analysis of humanities data.\(^{10}\)

![Figure 1: A search for mentions of various infectious diseases (Cholera, Whooping Cough, Consumption, and Measles) across the 60,000 book dataset. We compared the profound spikes for Cholera in the dataset with known data regarding epidemics in the UK (Chadwick, 1842; Wall, 1893) which appear as the bars on the graph, showing a relationship between the first major UK outbreak of Cholera and its appearance within the written record of the time. There are further pronounced spikes 1870s and 1880s: these are not associated with UK epidemics, but there were outbreaks in the US and elsewhere. Identifying the texts that refer to these outbreaks allows us to look more closely at these clusters and to understand the relationship between public health, epidemiology, and the published historical record.](image)

From a technical perspective, this pilot highlighted various sticking points when using infrastructure developed predominantly for scientific research. 224GB is only moderately large by comparison to the scientific datasets UCL RITS usually encounters, but although there are
shared assumptions between research infrastructures (adoption of technical standards, and the sharing of tools, approaches and research outputs (Wynne, 2015)) most of the UK’s university eScience11 infrastructure has been constructed specifically to run scientific and engineering simulations, not for search and analysis of heterogeneous datasets. Our task here had a large textual input, a simple calculation, and a small output summary. By comparison, the typical engineering simulation addresses moderately sized numerical input data, runs a long, complicated calculation, and produces a large output. Poor uptake in the arts and humanities (Atkins et al., 2010; Voss, 2010) has meant that these resources have not been optimised for these workloads. The file system and network configuration of Legion – UCL RITS’s centrally funded resource for running complex and large computational scientific queries across a large number of cores – did not match the way that the dataset in question was structured (a large number of small zipped XML files).

The complexities associated with redeploying architectures designed to work with scientific data (massive yet very structured) to the processing of humanities data (not massive but more unstructured) should not be understated, and are a major finding of this project. Relevant libraries (such as an efficient XML processor) needed to be installed and optimised for the hardware. Also, the data needed to be transformed to a structure that the parallel file system (Lustre) could address efficiently (that is, fewer, larger files).

Best practice recommendations for comparable projects emerged from this work: the need to build multiple derived datasets (counts of books and words per year, words and pages per book, etc) to normalise results and maintain statistical validity; the necessity of documenting decisions taken when processing data and metadata; and the value of having fixed, definable data for researchers to explain results in relation to (and in turn, the risks associated with iterating datasets). Pointers to how to process the derived datasets were welcomed, but it was at this stage that the researchers were confident to “go it alone” without our support. We also discovered that a core set of four or five queries gave most of the humanities researchers the type of information they required to take a subset of data away to process effectively themselves: for example, keywords in context traced over time; NOT searches for a word or phrase that ignored another word or phrase, etc. As Higher Education Institution (HEI)-based subject librarians regularly handle routine research queries, we contend that training librarians to aid humanities researchers in carrying out defined computational queries via adjustable recipes would improve access to infrastructure, and cut down on the human-resource intensive nature of this approach. In turn, research computing programmers could be invoked as collaborators for their expertise, such as for developing more complex searches beyond the basic recipes.

Conclusion

We successfully mounted large-scale humanities data on high performance computing University infrastructure in an interdisciplinary project that required input from many professionals to aid the humanities scholars in their research tasks. The collaborative approach we undertook in this project is labour intensive and does not scale. Nevertheless, we found many research questions can be expressed with similar computational queries, albeit with parameters adjusted to suit. We recommend, therefore, that HEIs or HEI clusters looking to build capacity for enabling complex analysis of large-scale digital collections by their non-computationally trained humanities research should consider the following activities:

- Invest in research software engineer capacity to deploy and maintain openly licensed large-scale digital collections from across the GLAM sector in order to facilitate research in the arts, humanities and social and historical sciences,

- Invest in training library staff to run these initial queries in collaboration with humanities faculty, to support work with subsets of data that are produced, and to document and manage resulting code and derived data.

Our pilot project demonstrates that there are at present too many technical hurdles for most individuals in the arts and humanities to consider analysing large-scale open datasets. Those hurdles can be removed with initial help in ingest and deployment of the data, and the provision of specific, structured, training and support which will allow humanities researchers to get to a subset of useful data they can comfortably and more simply process themselves, without the need for extensive support.
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Notes
1 http://britishlibrary.typepad.co.uk/digital-scholarship/
2 http://www.ucl.ac.uk/dh
3 http://www.bartlett.ucl.ac.uk/casa
4 http://www.ucl.ac.uk/isd/services/research-it
5 http://openglam.org/, an initiative to promote free and open access to digital cultural heritage datasets.
6 For example, Mining the History of Medicine (http://nactem.ac.uk/hom/) or Language of the State of the Union (http://www.theatlantic.com/politics/archive/2015/01/the-language-of-the-state-of-the-union/384575/).
7 For example CLARIN (http://clarin.eu/), Common Language Resources and Technology Infrastructure, and DARIAH (https://www.dariah.eu/) Digital Research Infrastructure for the Arts and Humanities.
8 The British Library has various digital datasets, including (but not limited to) 7m pages of historic newspapers, 1m out of copyright book illustrations, 100,000s of scientific articles, text from over 60,000 books, 1000s of UK theses, and various digitized medieval manuscripts. We chose here just one of its large scale datasets to work with in this pilot phase. For the terms under which the British Library makes collections available, see http://www.bl.uk/aboutus/terms/copyright/.
9 https://wiki.rc.ucl.ac.uk/wiki/Legion, just one of the High Performance Computing facilities available at UCL for researchers, see http://www.ucl.ac.uk/isd/services/research-it/research-computing.
10 All code, data, visualisations and other outputs from this pilot project are freely available at https://github.com/UCL-dataspring
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Introduction
In the context of literary studies, which are mainly concerned with the hermeneutic interpretation of literary texts, narratological annotation can be helpful in at least two ways. First, the identification of narrative structures can point to peculiarities of the individual texts that are in need of interpretation, thereby advancing the generation of interpretation hypotheses. Second, since narrative structures can often be detected on the surface level of texts and described intersubjectively, narratological analyses may provide a robust and concrete backing for more comprehensive and complex interpretations.

Against this backdrop, the project heureCLÉA aims at developing a “digital heuristic”: a functionality that automatically annotates specific narrative features in literary texts. To achieve this, a corpus of short stories is manually and collaboratively annotated based on a narratological tagset (cf. Gius, 2015; Gius/Jacke, 2015a). The automation is subsequently achieved in a combined approach of rule-
based NLP methods and machine learning techniques (cf. Bögel et al., 2015a). However, the automation process is complicated by a specific interdisciplinary conflict: the textual phenomena literary scholars are interested in are often very complex and closely interconnected, which seems to significantly hinder the automation process.

In this paper, we present our way of addressing this problem by way of example: we introduce the basic narratological concept of temporal order and its theoretical prerequisites/application conditions; we show how the concept’s complexity causes technical issues in the context of automation and how converting order to the stripped-down concept of order switch significantly enhances the automation results; finally, we explain in which way the new concept is still suited for literary analysis.

Collaborative manual annotation of temporal order

The discipline of narratology mainly deals with analyzing the (textual) features typical for narrative representation (cf. Meister, 2014). Narratological text analysis is based on often widely accepted narratological concepts or categories. The project heureCLÉA focuses on the operationalization of a subset of these categories: categories that describe temporal relations between a story and its representation. These categories are: order (when does an event happen? – when is it told?), frequency (how often does it happen? – how often is it told?), and duration (how long does it take to happen? – how long does it take to tell about it?) (cf. Genette, 1980). While these categories are reckoned comparably simple and straightforward in narratology, collaborative manual annotation revealed that they are not. We would like to illustrate this using the example of order (cf. fig. 1).

Fig. 1: Tagset order

Basically, the events of a story can either be presented in chronological order or the chronology can be interrupted by “flashbacks” (analepses in narratological terms) or “flashforwards” (prolepses). Each analepsis and prolepsis can further be qualified according to their reach and extent. Whenever anachronies occur, the whole text passage constituting the anachrony is annotated as either analepsis or prolepsis. Furthermore, anachronies may be nested: they can contain further anachronies (cf. fig. 2).

The complexity of order annotation is significantly increased by the fact that the analysis of order showed to be dependent on a different narrative phenomenon: that of narrative levels. Narrative texts can contain embedded narrations, i.e., narrations within narrations. This occurs whenever a character in the story starts telling a story of their own (“new speaker”) or when counterfactual passages occur in a narration (“new world”) (cf. Ryan, 1991). As should be immediately plausible (at least for ontologically distinct narrative levels), it does not make sense to try and analyze the temporal relation between different narrative levels, i.e., between “actual” and counterfactual events in a story. It thus became necessary to establish an additional round of annotation preceding the annotation of order: we first had to identify the embedded narrations in a story, so that temporal order could subsequently be analysed for each narrative level separately.

Automation: from order to order switch

From a computational linguistic perspective, modeling order phenomena imposes interesting challenges that can be grouped into two types: aspects inherent to the phenomenon and data-specific issues.

Phenomenon-inherent aspects

Regarding characteristics of order phenomena, the aforementioned aspects of nestedness of order poses interesting challenges. As order phenomena are inherently nested, they yield a tree structure of annotations with multiple parent-child relationships. While there are models to formalize and predict tree structures (e.g., in the area of grammars), the prediction is orders of magnitude more complex than the prediction of linear or independent annotations, where complexity in this sense means the amount of training data required to sufficiently model the problem.

In addition, the span of order annotations is highly heterogeneous comprising few tokens as well as multiple paragraphs. Finally, while a sequence classification approach would be suitable to annotate a sequence of tokens representing a specific order, additional aspects of
the data at hand impede sequence classification. There is thus no clear annotation target that should be classified by a classifier.

**Investigating the data**

To assess the annotation quality and thus feasibility of automation, we investigated the primary annotations of order phenomena. Investigating the number of different annotations for the entire training set (21 documents, see below) where two annotators agree with each other – which was the case for 90% of all annotations – revealed that there is an imbalance of annotations with seven times as many analepses (696) than prolepses (98).

This imbalance poses three major problems for statistical modeling and machine learning: sparsity, noise and classimbalance. Sparsity occurs for annotations that are not well reflected in the data set, such that a classifier cannot find enough evidence to integrate the annotations into its model. This issue is reinforced by noise, meaning inconsistencies in the annotations. One sequence of tokens could either represent a certain order phenomenon or just reflect a change of narrative levels, making it hard for the classifier to learn anything meaningful. Finally, classimbalance imposes a bias on the classifier, resulting in the phenomenon that the minority class is rarely predicted or even not considered at all.

**From order to order switches**

Investigating the annotations revealed that sub-sentences serve as boundaries for order switches. Thus, to solve the issues mentioned above, we do not attempt to classify order phenomena directly but instead predict for each sub-sentence whether it introduces a switch of the order in the previous (sub-)sentence. While this is, of course, a simplification of the task, it allows us to model the task as a binary classification problem with a clear annotation target and alleviates the issue of sparsity because we do not distinguish between different types of order annotations. To generate training and test data from the original manual annotations of order, we determine all sub-sentences where the order annotation changes, and tag them as order switches.

The resulting annotation statistics are shown in table 1 and indicate that switching from order to order switch increases the number of positive instances in the training set to 1802, meaning that 1802 out of all sub-sentences introduce order changes. Note, however, that the issue of imbalanced data still exists.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Mount</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>order-switch</td>
<td>1802</td>
<td>12.3%</td>
</tr>
<tr>
<td>no switch</td>
<td>12871</td>
<td>87.7%</td>
</tr>
</tbody>
</table>

**Evaluation and experiments**

Our training set consists of 21 documents from various authors of the 20th century, comprising about 80,000 tokens in total (cf. Bögel et al., 2014). For evaluation, four additional documents were annotated.

Overall, we use 21 features (presented in the appendix) to model order changes. We investigate different aspects of tense (e.g., whether a sub-sentence and the previous (sub-)sentence use the same tense), direct speech, temporal signals (cf. Bögel et al., 2015b), as well as structural features, e.g., paragraph boundaries. Finally, we add features to capture whether the sub-sentence represents a change of narrative levels rather than order.

As mentioned above, the classimbalance between positive and negative instances remains problematic. To reflect this during the evaluation, we perform randomized re-sampling (cf. Japkowicz/Shaju, 2002) with replacement on the training data which allows us to artificially adjust the spread between two classes. Table 2 contains the evaluation results for different spreads using Random Forests (Breiman, 2001) for classification. The more uniform the distribution of both classes and thus the lower the spread, the better the results. With the best setting (spread = 1:2), we are able to achieve a balanced result with a high F1-score of 81.4%.

<table>
<thead>
<tr>
<th>Setting</th>
<th>precision</th>
<th>recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>spread=1:6</td>
<td>20.4</td>
<td>14.7</td>
<td>17.1</td>
</tr>
<tr>
<td>spread=1:3</td>
<td>74.9</td>
<td>77.5</td>
<td>76.1</td>
</tr>
<tr>
<td>spread=1:2</td>
<td>79.1</td>
<td>83.9</td>
<td>81.4</td>
</tr>
<tr>
<td>spread=1:1</td>
<td>76.2</td>
<td>79.5</td>
<td>77.8</td>
</tr>
</tbody>
</table>

**Conclusions**

Our aim to automate the annotation not only of basic and rather straightforward linguistically encoded temporal aspects like tense and temporal signals (cf. Bögel et al., 2014; Bögel et al., 2015b), but also of more complex phenomena like order in heureCLEA was a long shot. However, by cautiously reducing the concept's complexity in active dialogue between computer scientists and literary scholars, we were not only able to yield good
annotation results, but also to end up with a concept that is still of value for literary scholars: while deviations from the chronological presentation of a story cannot be automatically predicted in as much detail as in manual annotation, the automated functionality still serves as a robust heuristic pointing to temporally interesting passages upon which literary scholars can base their in-depth analyses and interpretations. By finding a way to include consideration of narrative levels in the automation, the original order concept was not compromised with regards to its conceptual key features. The transformation from order to order switch is therefore yet another example of successful collaboration between literary scholars and computer scientists in heureCLÉA (cf. Gius/Jacke, 2015b): only a frequent exchange between the involved parties can yield results satisfactory to both sides. We are optimistic that this kind of collaboration has the potential to achieve a functional automated annotation of even more complex narrative phenomena – provided that the phenomena in question are of the kind that their analysis allows for a certain degree of inter-annotator agreement.2

Appendix: feature set for order switch prediction

<table>
<thead>
<tr>
<th>Tense</th>
<th>tense of target</th>
</tr>
</thead>
<tbody>
<tr>
<td>tense of target-1</td>
<td>same tense for target&amp;target-1? target contains imperative? target-1 contains imperative</td>
</tr>
<tr>
<td>direct speech</td>
<td>target starts direct speech? target-1 starts direct speech? target within direct speech? target-1 within direct speech?</td>
</tr>
<tr>
<td>Structural</td>
<td>target occurs after paragraph boundary? target is at beginning/end of sentence? length of target relative to entire sentence</td>
</tr>
<tr>
<td>temporal signals</td>
<td>target contains temporal signal? target starts with temporal signal? string of temporal Signac first token of temporal Signac preposition of temporal Signac last token of temporal</td>
</tr>
<tr>
<td>Signac narrative levels</td>
<td>target in conjunctive mood? target-1 contains utterance verb</td>
</tr>
</tbody>
</table>

Notes
1 “Outside under the high gateway she stopped, breathing deeply. Her heart grew heavy; she had [just] pushed back the helping hand by which she had been guided since her youth; she knew none she could grasp now.” (Theodor Storm: Veronika).
2 This precondition may be the critical factor in some automation attempts, e.g., the automated annotation of free indirect discourse that lacks a sufficient amount of reliable indicators (cf. Brunner, 2013). Its determination is rather interpretation-dependent and thus the phenomenon is barely qualified for high inter-annotator agreement.
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This paper presents a transparent and quantitative analysis of the overall development of Finnish book production between 1640-1828. The work is based on automated information extraction from library catalogues, and introduces the concept of open analytical ecosystems as a novel research tool for digital humanities. This extends our earlier pilot project on the use of the English Short Title (ESTC) catalogue (https://github.com/rOpenGov/estc). In this new work we focus on Scandinavia, further demonstrating the potential of digitized library catalogues as a valuable resource for digital humanities and reproducible research. We continue our experimental analysis of paper consumption in early modern book production, and provide a practical demonstration on the importance of open-science principles for digital humanities.

Compared to our earlier British analysis (Lahti et al., 2015) we now integrate data across multiple library catalogues from Finland and Sweden. This analysis transcends national boundaries and brings forward key questions in metadata integration such as entry harmonization and duplicate identification. We propose a set of best practices for such tasks in automated large-scale analyses, and exemplify their use in the Scandinavian context. Such pilot project is crucial to later integrate data across the Heritage of the Printed Book database that eventually covers all of early modern Europe. Our emerging data analytical ecosystem supports these goals concretely.

Instead of ready-made standard software, such as Open Refine, Palladio, or similar user-friendly software, we have developed a set of custom tools in the R statistical programming environment to combine automation with full flexibility and access to state-of-the-art data analysis and visualization algorithms. An important contribution in comparison with related earlier work, for example Kalev’s GDELT (http://blog.gdeltproject.org/mapping-212-years-of-history-through-books/), is that we have drastically refined the metadata, for instance by harmonizing synonymous entries and by enriching the data with external information such as name-gender mappings and geographical information. The bibliographic metadata in national library catalogues follow international standards and, as we demonstrate, the fully open source computational data analysis tools introduced within this project are immediately relevant and widely applicable in further studies based on library catalogue metadata.

We focus on the extraction and statistical analysis of library catalogue metadata to study the emergence and development of public discourse in Finland (1640–1828). The main data source for our analysis is Fennica, Finnish National Bibliography (https://github.com/rOpenGov/fennica). This is complemented with further metadata and content analysis of Finnish newspapers and journals and material from Sweden, from the Kungliga collection, Stockholm (https://github.com/rOpenGov/kungliga), and include comparisons with further library catalogue material from other countries as well. The analysis allows us to provide concrete, quantitative figures on publication activity, places, and topics and compare these to political, technological, and social ruptures. The quantitative analysis of print culture will allow us to study how the development of Finnish book, newspaper and journal production compares to European trends.

Fig. 1. Paper consumption of documents recorded in Fennica until 1828 by place of publication (Turku, other places in Finland and elsewhere including Sweden)

It is not enough, however, to see European public discourse by combining nationally organized knowledge. The hypothesis is that the European map of knowledge production will have local flavors in different corners of Europe. The aim should thus be to integrate data across library catalogues to analyze different streams of influence and varying regional perspectives and uncover potential asymmetries that may have guided intellectual life. The
comparison between neighboring countries also allows for the detection of local publishing networks in the Baltic Sea region.

Our aim in this paper is particularly to study the development of publishing houses in Finland and their spread from Turku to other parts of Finland. We will also identify overlooked moments of transformation in public discourse in Finland by blending historical and computational approaches. The research undertaken will reflect on how social change and public discourse are intertwined, and how cultural, institutional, legal and technological changes are reflected both in publication metadata and the textual content of the publications. In terms of the historical timeframe, our study begins with the founding of the first Finnish press at the Academy of Turku in 1640, tracks the overall publishing history of the country until 1828 when Helsinki starts to play a major role in Finland.

Public discourse in Finland has been largely approached from the perspective of the breakthrough of the Finnish language, the role of elite discourse at the university, early Swedish-language newspapers, and book history. We combine these perspectives, and further analyze how language-barriers, elite culture and popular debate, as well as different publication channels interacted. Large-scale quantitative analysis of library catalogues opens novel opportunities to characterize the general impact of the turn from Swedish to Russian rule in early nineteenth-century regarding public discourse in Finland. Previous historical research on the development of civility in nineteenth-century Finland has lacked appropriate quantitative tools to take an objective ‘bird-eye’ view of these complicated and crucial transformations. Questions of how, for instance, the establishment of the university in Turku/Åbo (1640), the introduction of freedom of print (1766), the formation of a Finnish Grand Duchy in the Russian Empire (1809–1812), the changes in the enforcement of censorship, the decision to transform Helsinki into a capital city (1819), the lack of estate representation in the Grand Duchy, and the slow emergence of a Finnish written language resonated in publication practices are explored from a quantitative perspective.

Our open data analytical ecosystems provide powerful and flexible data analytical tools that can best serve the needs of genuinely data-intensive research, in contrast to traditional point-and-click interfaces that are suitable for simple query tasks but not designed for fully transparent, reproducible and automated large-scale algorithmic data mining. The open source ecosystems will also enable new collaboration models around digital data collections that are now becoming increasingly available for research and other purposes. This emphasis on transparent and collaborative methodology, already wide-spread in other fields of computational science, sets the context for our work within digital humanities. Others can benefit from the new tools and the libraries from the refined data sets. The data analytical algorithms, including data extraction, statistical analysis, summarization and reporting, will be released in full detail within a unified open source ecosystem in Github (http://github.com/rOpenGov/fennica), where all steps from raw data to the final results can be traced back and improved further. In this sense, our emphasis on open data analytical process and collaboration model is different from Anderson’s and Blanke’s discussion on digital humanities ecosystems (Anderson and Blanke, 2012), which focuses on the role of the community of researchers.

This paper continues an ongoing trend of quantitative analysis of publishing history (Moretti, 2013; Towsey et al., 2015). While reuse of library catalogue data has been discussed in recent digital humanities scholarship (for example, Prescott, 2013 and Bode and Osborne, 2014), large-scale library catalogues represent a so far underestimated research resource, containing systematic information on publication activity over years, language barriers, genres, geographical regions and other variables in which the evolution of the public sphere is reflected. Moreover, our work complements the distant reading and related concepts discussed by Bode and Moretti by introducing concrete algorithms and proposing a collaborative development model. Lincoln Mullen has used a related approach to analyze historical texts (http://lincolnmullen.com/software).

Our ultimate aim is to develop algorithms to extract, harmonize and integrate relevant metadata across the different European library catalogues, regardless of language. This research data will be further enriched by complementing it with data from auxiliary sources, such as linked data on person records, biographies of partner organizations, ontologies and other assets. The enriched information is then used to formulate statistical summaries and systematic quantitative comparisons, as well as interactive and dynamic visual representations of the publication activity, topics and geographical variation and of their evolution over time. To demonstrate the efficiency of this approach, we quantify the importance of Turku in the Finnish publication landscape during 1640-1828.
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Approach

Decades ago, alongside more traditional structuralist paradigms that were largely based on linguistic theorems (Lotman 1972, Titzmann 1977), literary studies began to undertake structural analyses based on empirical sociology, in particular the social network analysis. Structure was no longer solely defined by semantic relations (such as opposition or equivalence), but by social interactions, too (Marcus 1973; Stiller, Nettle and Dunbar 2003; de Nooy 2005; Stiller and Hudson 2005; Elson, Dames and McKeown 2010; Agarwal et al., 2012). In the context of the Digital Humanities, this kind of approaches has gained a new dynamic in shape of a dedicated literary network analysis (Moretti 2011; Rydberg-Cox 2011; Park, Kim and Cho 2013; Trilcke 2013). This method is based on the analysis of bigger literary corpora (i.e., quantitative data) and promises insights into the history of literature as well as generic characteristics of literary texts. In our project, “dлина. Digital Literary Network Analysis”, we already developed a workflow for the extraction, analysis and visualisation of network data from dramatic texts built on basic TEI markup (Fischer, Kampkaspar, Göbel, Trilcke, 2015). This paper will present results of our analysis of the network data gathered so far and discuss them in the light of current theories in the field of social network analysis.

Data Collection and Analysis

Our current corpus comprises 465 German-language dramas (from 1730 to 1930), the better part of the Digitale Bibliothek corpus contained in the TextGrid repository (https://textgridrep.de/). The structural data crucial for the network analysis of these dramas (segmentation, character identification, etc.) was revised manually in a rule-based process to straighten out issues with the OCR and TEI tagging. We also had to level out philological peculiarities that would otherwise distort our results (such as different names for identical figures or groups of characters like ‘Both’ or ‘All’). All the structural data is stored in an XML format we especially developed for that purpose (DLINA format). Network visualisation and network-value calculation has been automated (via Python and, alternatively, JavaScript to facilitate a direct embedding of our results into webpages). The scripts are fed with the data stored in DLINA files. In addition to graphs and simple network values that globally describe networks (like network size, density, average degree, average path length, clustering coefficient), we also calculate centrality values for the characters of each play (like degree, average distance, closeness centrality, betweenness centrality). In addition, we most recently implemented the calculation of random graphs based on the observed drama networks. All data and visualisations are freely available online on the project website (https://github.com/dlina and https://dlina.github.io/linas/).

Evaluation, Part I: History of Drama

The diachronic extension of our corpus over 200 years of German literary history allows the observation of larger developments in the structural composition of dramatic texts (we outlined some reflections on this in a blog post: https://dlina.github.io/200-Years-of-Literary-Network-Data/). Values referring to networks as a whole will be broached (incl. network size, density, average degree; as an example, we put average-path-length values by decades in Fig. 1), as will be character-related values for each character of each play (centrality measures, primarily) providing information on the distribution of the personae dramatis...
or their division into ‘central’ and ‘less central’ characters. These values will lay the groundwork for the discussion of some global hypotheses of literary history. We will discuss, firstly, the extent to which we can observe a differentiation of the structural composition of drama at the end of the 18th century on the basis of network analysis values: Such a differentiation is to be expected given the coexistence of ‘closed’ drama (following the doctrines of French classicism) and ‘open’ drama (mostly influenced by Shakespeare). Secondly, we will discuss some common literary periodising hypotheses (originating from structuralism, social history, or other directions). We will have a closer look at correlations between our network data and well-established traditional periodisations.

**Evaluation, Part II: Types of Drama**

The data raised so far shows how very differently theatre plays were structured in the focal period. Traditional literary studies have developed various typologies for such different types, the most popular in German studies being Volker Klotz’s subdivision into ‘open’ and ‘closed’ drama. We want to build on this kind of typological impulse and propose a method as to how certain types of structural composition can be distinguished by means of network analysis (and also placed in their historic context). With this proposal we want to take up reflections from research on so-called small-world networks. This branch of research assumes that the values of empirically collected networks often differ significantly from those of corresponding random networks (e.g., graphs generated with the Erdős-Rényi model). Following the approach of Stiller, Nettle and Dunbar 2003, but relying on a much larger set of texts, we investigate the plays in our corpus with regard to their small-world properties (clustering coefficient, average path length, node degree distribution). The results show that there are just a few plays that meet all the criteria (a total of five plays, i.e., just about one percent of the corpus) – see figs. 2.1 to 2.5.

These findings will give us a deeper understanding of different types of structural composition. We shall first direct our attention to forms of networks that – unlike dramas with small-world properties – occur much more frequently in our corpus. Eventually, we will discuss structural characteristics of drama networks exhibiting properties exactly opposite to the properties of small-world dramas (e.g., reverse power-law form in the node degree distribution). It will also be discussed in this context whether we can contrast the strong hierarchical type of small-world drama with an anti-hierarchical type.
Fig. 2.3: Soden, "Doktor Faust" (1797): Spring Embedder Layout, Circular Layout, Node Degree Distribution

Fig. 2.4: Nestroy, "Der böse Geist" (1833): Spring Embedder Layout, Circular Layout, Node Degree Distribution

Fig. 2.5: Raimund, "Der Barometermacher" (1823): Spring Embedder Layout, Circular Layout, Node Degree Distribution
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Introduction

‘A hype already’, was the Friday 28 January 2011 headline on the first page of the Dutch newspaper NRCnext. ‘It’s called the literary rat race K2, the simultaneous publication of Herman Koch’s Zomerhuis met zwembad and Kluun’s Haantjes’. The front-page story continues with literary critic Arjen Fortuin presenting an analysis of the two novels that were published the week before, both written by well-known Dutch authors and with the amazing first print runs of 80,000 (Kluun) and 100,000 (Koch) copies. These two novels are from totally different authors, who began their careers on opposite sides of the literary spectrum. However, Fortuin states, they seem to be converging. Koch started out as a ‘literary’ author not selling very well, but with his last book before Zomerhuis met zwembad (Summerhouse with Swimming Pool), Het diner (2009, translated into English as The Dinner, 2012) he turned to a wider audience, thus - according to literary critics - severely damaging his literary reputation. Kluun (the one-word alias of Raymond van de Klundert) started out as writing popular fiction with no literary pretentions at all with his much read but openly despised Komt een vrouw bij de dokter (2003, translated as Love Life (2007), under the name Ray Kluun). Quite unexpectedly, on 23 January 2011, Kluun’s new novel Haantjes (which could be translated as ‘Alpha-males’) got a positive review from prominent literary critic Arjan Peters in de Volkskrant. Fortuin found this an additional reason to compare the two novels. His conclusion is: ‘It’s an uneven literary match – Kluun plays in a lower league – but the commercial battle of K2 could be a close tie – although here Koch also seems to have the best chances: the Alpha-males are in fact very light-weight’.

The Riddle of Literary Quality

Both novels are on the list of 401 novels analyzed in the project The Riddle of Literary Quality (http://literaryquality.huygens.knaw.nl/). The aim of the project (running until 2017) is a stylistic analysis of novels in Dutch and to compare this analysis with readers’ opinions. The corpus was based on a list of most sold and most lent titles in The Netherlands from 2010 to 2012, excluding titles first published in Dutch before 2007. It includes Dutch originals (such as the novels by Kluun and Koch) and translations. The list contains a lot of genre fiction such as thrillers, ‘literary thrillers’, and chick-lit, and many titles the publishers categorized as ‘literary novels’, among which the K2 titles (Koch’s Zomerhuis met zwembad and Kluun’s Haantjes). In 2013, in an online survey titled Het Nationale Lezersonderzoek (“The National Reader Survey’) we asked a wide audience of readers to indicate which of the 401 novels they had read, and for a smaller set of these novels how they rated them on two scales: one on the scale of literariness, from 1 (not literary at all) to 7 (highly literary) and one on the scale of general quality, from 1 (very bad) to 7 (very good). In total, 13,782 respondents completed the survey. By combining these data with an analysis of stylistic characteristics of the novels we expect we can discover which textual features may play a role in the current Dutch conventions of literariness. In this paper I will compare the K2 novels both in an exploratory analysis of the survey results on the scale of literariness and in stylometric analysis. Do the opinions of the K2 readers agree with the stylometric picture we get?

Zooming in on style

‘Style is a property of texts constituted by an ensemble of formal features which can be observed quantitatively or qualitatively’ (Herrmann et al. 2015). For the K2 case, I use the Stylo package in R (Eder et al. 2013). This R package is mainly used for authorship attribution. It compares texts based on the frequencies of a range of words or characters. Since words give more insight into the texts themselves than characters, Stylo can also be used for literary analysis beyond verifying authorship. In Fig. 1 I used Stylo to measure the distance between the ten ‘literary’ novels by male authors with the highest scores for literariness and in the ten novels that got the lowest scores. The bootstrap consensus tree (a harmonization of cluster analyses) was based on...
the most frequent 100, 200, 300 etc. words (MFW) until 1000 MFW. There is a complete distinction between the “HIGH” and the “LOW” group.

However, the ten novels with the highest scores are all written by men and the ten with the lowest scores by women. The “HIGH” novels are labelled by the publishers as ‘literary novel’ and the “LOW” ones are mostly marketed as genre fiction such as chick-lit. The graph therefore probably does not distinguish literary quality but genre.

I now zoom in on the ‘literary novels’. The Riddle corpus contains 96 titles labeled as ‘literary novel’ written by a male author or by only male co-authors, and 66 by a female author or only female co-authors. For the whole set of 401 novels, 191 are written by male and 196 by female authors or co-authors, which shows female authors are not underrepresented in the corpus. In Fig. 2 all ‘literary novels’ are categorized according to the mean scores for level of literariness. The general trend seems to be that the respondents see the female authors ‘playing in a lower league’ than the male authors. Riddle-PhD-students Corina Koolen and Kim Jautze will deal with gender issues in detail in their dissertations.

Fig. 2 Literary novels (originally Dutch and translated into Dutch)

I will leave the gender topic to my PhD-students to publish about, and I will for now limit my presentation to an analysis to novels written by male (co-)authors. The lowest score on the level of literariness was 3.1, for two titles written by the Dutch author (and sports reporter) Mart Smeets. Kluun’s novel *Haantjes* is directly above these two novels, with a score of 3.5. *Zomerhuis met zwembad* clearly did better. It got a mean score of 5.1. The highest score is 6.6, for Julian Barnes’ *Alsof het voorbij is* (*The sense of an ending*). Where Barnes’ novel ranks first on the list of 96 novels, the new Koch ends up at rank 74 and the new Kluun at 94. The respondents of *The National Reader Survey* thus agree with Fortuin that Koch ranks higher on the scale of literariness. From the list of 96 novels I select thirty novels: ten with the highest (including Barnes), ten with the lowest (including Kluun), and ten with intermediate scores for literariness (including Koch). If we use the same settings in Stylo as above, the 30 novels end up as shown in Fig. 3.

The results are not very clear. The groups “HIGH”, “MIDDLE”, and “LOW” do not have their own specific clusters. For now, we can conclude that literary quality for this
corpus does not reside in shared word frequency patterns. We are currently gathering as many measures of linguistic features as possible to apply these to the selected corpus. One of the assumptions to test is whether the scores for literariness correlate with features that relate to linguistic complexity. A suite of tools for Dutch is currently being developed. A simple test using HyperPo does show that some features normally related to the level of difficulty of a text need further inspection (Fig. 4, 5, 6) (http://tapor1.mcmaster.ca/~sgs/HyperPo/).

In each of these figures, the 30 novels are represented on the x axis arranged from highest score for literariness to lowest. Koch is at data point 20 and Kluun at 28. Fig. 4 shows that the scores for literariness display a trend that is opposite to the average frequency of words – this suggests that for this corpus, lexical density scores perhaps play a role in what makes a novel literary or not. However, Kluun's score below the trend line is close to that of the top-5, while Koch is on the opposite side of the trend line. Fig. 5 highlights that mean word length does not resonate with scores for literary quality. Fig. 6, however, shows a clear (statistically significant) trend of literary score and average words per sentence. Here, Koch and Kluun do not differ very much. This sneak preview (which will be tested with tools finetuned for Dutch) shows a further analysis of complexity issues is promising. Riddle PhD student Andreas van Cranenburgh is working on syntactic markers of literariness, and all three PhD students have looked into topic variation in the Riddle corpus (see the abstract they have submitted for DH2016).

Conclusion

So how do the novels by Kluun and Koch compare? The match is still undecided. We need an analysis of many more linguistic features before we can draw conclusions. This analysis did show in which directions to look. For now, stylistically they are playing in the same league.
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1 Introducing the Taalportaal

The Taalportaal project aims at the development of a comprehensive and authoritative digital scientific grammar for Dutch and Frisian, the two official (oral) languages of the Netherlands, in the form of a virtual language institute. The Taalportaal is built around an interactive knowledge base of the current grammatical knowledge of Dutch and Frisian. The Taalportaal’s prime intended audience is the international scientific community, which is why the language used to describe the language facts is English.
The Taalportaal provides an (almost) exhaustive collection of the currently known data relevant for grammatical research, as well as an overview of the established insights about these data. This is an important step forward compared to presenting the same material in the traditional form of (paper) handbooks. For example, the three sub-disciplines syntax, morphology and phonology are often studied in isolation, but by presenting the results of these sub-disciplines on a single digital platform and internally linking these results, the Language Portal contributes to the integration of the results reached within these disciplines.

Technically, the Taalportaal is an XML-database, organized as DITA-topics (cf. https://en.wikipedia.org/wiki/Darwin_Information_Typing_Architecture), that is accessible via the Internet using any standard internet browser. Organization and structure of the linguistic information are reminiscent of, and to a certain extend inspired by, Wikipedia and comparable online information.

Sources (but without the anarchy of Wikipedia). The project is a collaboration of the Meertens Institute, the Fryske Akademy, the Institute of Dutch Lexicology and Leiden University, funded, to a large extent, by the Netherlands Organisation for Scientific Research (NWO) (Landsbergen et al. 2014).

Besides the grammar modules, the portal contains an ontology of linguistic terms (recently in the CLARIN Concept Registry (Schuurman 2015), cf. https://www.clarin.eu/ccr) and an extensive bibliography. As of January 2016, the first release of the Taalportaal is online via http://www.taalportaal.org.

2 Enriching the Taalportaal with links to linguistic resources

The Taalportaal database has been enriched with links to on-line linguistic resources. Links between a descriptive grammar and a linguistically annotated corpus are valuable for various reasons. Illustrating a given construction with corpus examples may help to get a better understanding of the variation of the construction and the frequency of these variants, as well as give insight into the lexical items that occur most often in the pertinent construction. Corpus data may also convince a reader that a given variant really occurs in (well-formed) text. Finally, corpus data may also yield occurrences of constructions judged ungrammatical by the authors of the descriptive grammar for reasons such as prescriptivism or theoretical bias. The possibility of enriching a grammar with links to on-line linguistic resources is thus a unique selling point of digital grammars vis-a-vis old school paper grammars (van der Wouden et al. 2015).

Luckily, there is no lack of linguistic resources for Dutch that are useful for this purpose (Frisian is a slightly different matter), e.g. the (syntactically annotated part of the) Corpus of Spoken Dutch (manually verified syntactic annotation for 1M words of speech) (van der Wouden et al. 2002b; Schuurman et al. 2003), the Lassy Small treebank (manually verified syntactic annotation for 1M words of text from various genres) and the Lassy Large treebank (700M words of text, automatic syntactic annotation by means of the Alpino parser (van Noord 2006, van Noord et al. 2013) are all suitable corpora for our project. The first two resources provide high-quality data for a limited amount of text, while the last resource provides wide-coverage, but noisy, data. All treebanks follow (with minor modifications) the same annotation standard (van der Wouden et al. 2002a).

2.1 Automatic links

We have investigated the feasibility of generating links to linguistic resources automatically (van der Wouden et al. 2015). As the Taalportaal texts are in XML format, linguistic examples, linguistic terms, etcetera are marked as such and can be “harvested” as such. Example sentences have been selected and translated into queries for corpus tools such as GrETEL (Augustinus et al. 2013), linguistic terms and lexical items that were highlighted, ended up being automatically linked to resources such as an etymological database such as the etymologiebank (van der Sijs 2010) the large (historical) dictionary WNT (De Vries & te Winkel et al. 1864–1998) or to a section in an on-line version of the Dutch reference grammar ANS (Haeseryn et al. 1997).

2.2 Intelligent links

Next to these automatic links, the linguistic data is also enriched with tailor-made links to corpus data (van der Wouden et al. 2015). For this, student assistants with a considerable linguistic schooling have read the linguistic texts, interpreted them and translated their content into queries that address the corpora that seems most fit to them, documenting their choices and considerations.

The web-based corpus query tool PaQu (Odijk 2015, http://zardoz.service.rug.nl:8067/xpath) is our first tool of choice for executing treebank queries. The PaQu interface helps the user to formulate XPATH-queries; it returns matching sentences in the selected corpus, with the option to display the matching nodes in the syntactic dependency graph. It also displays the query being executed along with a brief description. Queries are dynamic, i.e. the user can switch between treebank corpora, or substitute a given lexical item by an alternative. Furthermore, users can select up to three attributes (i.e. lemma, part of speech, dependency relation, etc.) of matching nodes to obtain a frequency distribution of the attribute values. Advanced users can also modify the XPATH query as they see fit. Integration of queries into the electronic version of the SoD will be done by adding links (in the form of an icon) to paragraphs and examples for which queries are available.
(GrETEL (Augustinus et al. 2013, http://nederbooms.ccl.kuleuven.be/eng/gretel) is another a corpus query tool that supports the same XPATH query language as PaQU, but that also provides support for example based query construction, a feature that might be particularly useful to non-expert users.)

2.3 First results

After completion of approx. 1,000 queries that cover the syntactic parts on complementation and modification of adjectives and adpositions, we have learned that creating suitable queries for a given fragment from the SoD requires creativity and careful experimentation, tuning, and documentation (cf. van Engeland & Meertens 2016). Construction of queries is far from deterministic, that is, different annotators have different opinions concerning the most suitable query for a given example or phenomenon. In a surprisingly high number of cases, there are mismatches (in constituent structure, in part-of-speech) between the presentation in the grammar and the treebank annotation. While this makes the development of queries harder, it also underlines the value of the current project: by systematically exploring the way various linguistic examples are annotated in the treebank, we provide a starting point for further corpus exploration for users that have a general linguistic interest but who are not necessarily experts on Dutch treebank annotation.

The manually verified treebanks almost always provide sufficient examples of basic word order patterns for queries that are not restricted to a specific adjective or preposition. For queries that search for a specific lexical head or for less frequent word order patterns, the Lassy Large treebank usually has to be used. In that case, users must be prepared to see also a certain number of false hits. However, there are also examples in the Taalportaal descriptions that cannot be found even in a 700M word corpus. The conclusion that such word orders are not found in the language would be too strong, but it might be a starting point for further research (e.g. does this construction occur only in certain registers or discourse settings?) or for an alternative analysis (e.g. do these cases really involve adjectives?).

3 Extending the Taalportaal: Afrikaans

Only recently, South Africa has started building a virtual language institute Viva! (http://viva-afrikaans.org/) that aims at developing a digital infrastructure for Afrikaans. Among its goals are study and description of the Afrikaans language and development of comprehensive tools and resources for written and spoken Afrikaans, including digital dictionaries and corpora; language advice is also supplied. Part of the Viva portal is a comprehensive grammar of Afrikaans, which is based on the Taalportaal architecture, and will be part of the Taalportaal infrastructure.
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Introduction

Probably best known as the author of *En attendant Godot / Waiting for Godot*, Samuel Beckett was not only a bilingual playwright, but also a poet, translator, essayist and novelist. Notably his prose fiction is the focus of this contribution, in which we use quantitative methods to delineate a periodization of Beckett’s œuvre. In art studies in general, there is a tradition of distinguishing an ‘early’ and ‘late’ period in an artist’s work, sometimes with a distinct ‘middle’ period in between. The late Beethoven sonatas are a good example, or the early Rembrandt’s ‘smooth’ style versus the rough paint surfaces of the late Rembrandt. Nevertheless, it is often difficult to determine exactly when an author’s work moves from, say, the ‘early’ to the ‘middle’ stage.

In Beckett studies, we find a similar pattern of periodization, ending with the ‘late style’ (Gontarski, 1997). Peter Boxall (2015: 34) problematizes the idea of periodizing Beckett’s œuvre, but admits that it is hard not to parcel it into a beginning, a middle and an end: an early period up to and including the novel *Watt*, written during WOII; a rich middle period up to and including *The Unnamable*; and the later, ‘halting’ prose after the latter text. Numerous critics have proposed alternative periodizations, resulting in almost as many different periodizations as the number of critics that devised them. We therefore investigated what a non-human ‘interpreter’ would come up with as a periodization by means of stylometry.

In this paper, we apply methods from stylometry to the problem of periodizing Samuel Beckett’s prose. A novelty is that we restrict it to function word frequencies, which are a common object of research in stylometry, but which have hardly been considered in Beckett studies. An exception is Banfield, who suggested a four-phase evolution in Beckett’s œuvre, partially on the basis of linguistic arguments. Our approach is related to ‘stylochronometry’ (Stamou, 2008), in which a text’s writing style is studied as a function of its date of composition, in accordance with recent research into the stylistic development of individual authors, such as Henry James (Hoover, 2014), W. B. Yeats (Forsyth, 1999) or Jack London (Juola, 2007).

Preliminary Analyses

We carried out an exploratory analysis of the material, using principal components analysis (PCA, first two dimensions plotted in Figs. 1-2 for 3,761-word slices). This unsupervised procedure does not yet integrate any chronological information in the analyses, which will help establish whether Beckett’s œuvre might have a ‘natural’ chronological structure with respect to writing style. In Figs. 1-2, the horizontal spread is dominated by a threefold clustering, with some of Beckett’s earlier works clustering in the far left. The loadings reveal that these works are characterized by a high frequency of words related to a third-person narrative perspective (*he, she, his, has*, etc.). To the far right, we find a tight sample cloud corresponding to some of Beckett’s post-war works, such as *The Unnamable* and *Texts for Nothing*. These texts can be characterized by the use of first-person pronouns (*I, me*)
in combination with impersonal pronouns such as *it* and *there*, which suggests that these texts focus on the relation between an *I* and his non-personal surroundings.

Texts from the in-between period (such as *Molloy* and *Watt*) also hold the middle in the horizontal distribution of samples. In both languages, samples from later works jump out with respect to the vertical dimension – e.g. *Worstward Ho* in English, which is characterized by a rich mix of fairly abstract words, with an indeterminate semantics. Both scatterplots horizontally create an opposition between earlier and later writings in Beckett’s oeuvre, focusing on an opposition between a first-person and a third-person perspective. In the vertical dimension, both analyses reveal on a vocabulary shift, in Beckett’s late writings, towards a more abstract and indeterminate vocabulary.

Clustering or VNC (Gries et al., 2012) is a method for the diachronic analysis of corpus linguistic data. VNC aims to identify distinct temporal stages, by pinpointing the main turning points. In traditional cluster analyses, each node can be freely combined with any other node in the tree, thus potentially scrambling the original chronological order of the data. VNC adds the constraint that only consecutive nodes, immediately adjacent in time, can form new clusters. This restriction enables analyses in which the chronological structure of the data is reflected in the top branches of trees, representing the main diachronic stages in the data.

We have run VNC on our data (Figures 3-4, Euclidean distances, Ward’s linkage), which resulted in clearer insight into the chronological structure of Beckett’s œuvre. The English prose, displays a clear initial cluster of Beckett’s earliest two novels, *More Pricks than Kicks* and *Dream of Fair to Middling Women*, which lack a French translation. Otherwise, the structures of Figs. 3-4 run remarkably parallel. *Murphy* and *Watt* constitute the second chronological cluster of works, together with the *Nouvelles*. Only at a higher level is the former group paired with the cluster consisting of *Mercier and Camier*, *Molloy* and *Malone Dies*. Interestingly, the original French versions of the *Nouvelles* are joined with the next cluster, whereas the English versions are joined with the previous cluster, which indicates a different status of this collection in both languages. The last major branch for both languages holds the tight clade representing *The Unnamable*, *Texts for Nothing*, *How It Is* and the series of shorter late works. In the English tree, *Worstward Ho* occupies a fairly pronounced position, emphasizing its special status.

The VNC analysis (supplemented by a more complex, bootstrapped analysis, which we do not describe in this abstract) generally supports the periodization of Beckett’s oeuvre into an early, middle and late ‘cluster’. In English these periods would cover, firstly, Beckett’s early works, *More Pricks than Kicks* and *Dream of Fair to Middling..."
Women; secondly the mid-career works, ranging from *Murphy* to *Malone dies*; and thirdly, a series of later works starting with *The Unnamable*. From the French prose, a similar periodization arises – although it clearly reflects the absence of any translated counterparts for *More Pricks than Kicks* and *Dream of Fair to Middling Women*.

Interestingly, our analyses invariably point to the beginning, rather than the end, of *L’Innommable / The Unnamable* as a major stylistic turning point, thus breaking up the unity of the so-called post-war ‘trilogy’. Additionally, *From an Abandoned Work / D’un ouvrage abandonné* – notwithstanding its short length – also often emerged as a major watershed. The question, however, is whether this result is to be interpreted as a turning point leading the way for Beckett’s later, experimental works, or as a sort of ‘re-turning point’, marking a temporary relapse into the idiom of the *Nouvelles* after *L’Innommable*. This might be a valuable pointer for further research, since this particular text does not seem to have played a significant role in the periodization debate so far. Additionally, it turns out to be more difficult in English than in French to model the transition from a young to a middle Beckett (also in the bootstrapped experiments). This result possibly reflects the fact that the original, English version of *Watt* was written relatively early (during the war), whereas its translation was made much later. In any case, this particular result offers grounds for a re-examination of the difference in evolution between Beckett’s French and English prose production, and in particular the role of *Watt* as a transitional novel.
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Over half a century ago Briet (1951) famously asked “Qu’est-ce que la documentation?” She proposed a definition much more fluid than the scraps of writing on paper we usually associate with the term: any object, even an unscribed stone, becomes a document as soon as it is used to communicate some fact (e.g. in a museum’s geological collection). In a similar vein we argue in this paper for a renewed consideration of the nature of text in the digital realm, or rather the nature that has been imposed upon it both by information-technological and methodological constraints.
Text is by its nature both discrete and continuous. The glyphs of a writing system are combined into words, which are arranged into phrases, sentences, paragraphs, quotations, and so on; these discrete formations can be arbitrarily complex, but they are communicated through the atom of the glyph. On the other hand, very many elements of the meaning of a text—e.g. narratological elements such as the theme of isolation in Do Androids Dream of Electric Sheep?, intertextual references and referents (Miola 2000), the concept of writerly text (Barthes, 1974), or even the visual presentations of individual glyphs, defy discrete boundaries. Yet the technologies we have used overwhelmingly for the large-scale production of text—from the printing press to signal transmissions and thence to digital models—treat text as a code of discrete characters; moreover, once text moves from “print” to “signal” (Petzold, 2000) it becomes specifically a single stream of these discrete characters. This can already present some problems to scholars who wish to remediate texts not coded by machine, e.g. manuscripts, to the digital domain for humanistic enquiry. To date scholars who encounter these problems generally consider them an acceptable trade-off for the benefits of access, exchange, and computational tractability that the digital medium offers.

If we want our digital model of a text to extend beyond the semiotic registration of a single stream of characters, however, problems emerge. McGann (2004) summarizes this well: “Print and manuscript technology represent efforts to mark natural language so that it can be preserved and transmitted. It is a technology that constrains the shapeshiftings of language, which is itself a special-purpose system for coding human communication. Exactly the same can be said of electronic encoding systems. In each case constraints are installed in order to facilitate operations that would otherwise be difficult or impossible.” Everyone who has ever worked on the remediation of a physically-inscribed text into the digital medium has implicitly conceptualized it at some point as a single stream of discrete characters, simply because this is how we have always known text, ultimately, to be represented digitally. Transcription is thus exactly the sort of constraint to which McGann refers: there is a single stream of text, and only once it exists can it be subdivided and classified as having certain descriptive, structural, or logical characteristics, or even relationships to other portions of text.

The model of text as a single stream of discrete characters also informs the concept of XML markup. As Pierazzo (2011) notes, “The editor will first transcribe a primary source, thereby creating a transcription; this transcription will be corrected, proofread, annotated, and then prepared for publication.” The predominant model for the process of annotation to which Pierazzo refers is TEI-XML, that is, embedded markup within the hierarchical structure required by XML. Conceptually a tree structure expressed in XML can be perfectly re-orderable, and so not bound to a single valid serialization. With text encoding, however, the ordering constraint remains and must be preserved, however marked up it is and subdivided into branches. Standoff markup schemes similarly assert a single stream—each scheme relies on the stability of the range notation it uses for the underlying text stream—but the markup itself is re-orderable. This reorderable property of standoff markup takes us a small step closer to our goal: to recast and represent digital text as something more than a single stream of discrete tokens.

Standoff markup essentially applies a graph model. This is the feature of standoff that makes it so valuable to its proponents—in a graph, unlike a tree, overlapping ranges of markup are easily handled. Some of these standoff markup elements might even include alternative readings to a given text range, or a reference to a different text that elucidates the contextual meaning of the range in question. From there it is only a small step to the conception of a text that is itself more complex than a single stream. Such conceptions emerge already with the different implementations of variant graphs for collations of “multi-version documents” (Schmidt and Colomb, 2009; see also Dekker et al., 2015; Andrews and Macé, 2013; Jänicke et al., 2014). While so far the variant graph has been used only for word-by-word comparisons of text versions, the concept can be extended radically farther. We will demonstrate this, building on prior work in this direction (e.g. Marcoux, Sperberg-McQueen, and Huitfeldt, 2013). We will show in our paper, for instance, how a graph-based digital text can model collections of stories preserved in manuscripts, without giving primacy to any one ordering of the story sequence; that is, it can contain both the collated text of each story and the variety of story order within the tradition. Likewise the same narrative element, inserted into multiple stories, can be represented as such.

The representation of information as entities with relationships between them—in other words: as a graph—is not a new idea. RDF works exactly this way, and the theoretical ideas behind hypertext are not dissimilar (cf. Nelson, 1993). The ease with which complex graphs can be modelled in software, however, has massively increased in the last five years. Moreover, it is now reasonably straightforward to create an initial graph representation from a TEI-encoded XML file, and nearly as straightforward to produce multiple “flavors” of TEI XML from a single graph—for example, a document-oriented representation alongside a logical-text-oriented representation, such as those created in the Faust edition project (Brüning et al., 2012).

Graph representation does not relieve us from the constraint that digital text must be formed from discrete atomic units (characters) and discrete compound digital units. What it does allow us to do, however, is to digitally model the shades of meaning, ambiguity, and uncertainty of text—the aspects of a text’s meaning or interpretation that are not by their nature discrete at all. So far, uncertainty
of interpretation has been all but explicitly avoided in the scholarly digital space. McGann (2004) observes: “In the case of a system like the Text Encoding Initiative (TEI), the system is designed to ‘disambiguate’ entirely the materials to be encoded.” The 1700+ pages of the TEI guidelines bear witness to the difficulty of this task; element names and their intended usages are defined as precisely as possible, with illustrative examples.

The use of tags and attributes in a TEI-encoded file is itself an act of interpretation—it is precisely in the labelling of the elements of an encoding and of the relationships between those elements that much of the scholar’s interpretation of the encoded text lies. This is equally true of a graph encoding. The proximity of the Guidelines is in fact a result of the attempt to constrain the scholar’s interpretation of a given tag to a disambiguated, and thereby discrete, set of meanings. Rather than shrinking from uncertainty of meaning, however, rather than resolving it in an occasionally misleading or (paradoxically) unhelpful attempt to ease computational analysis, how much better if the uncertainty can be retained in the model, in a manner that is nonetheless machine-readable? Interpretation remains inherent in the labels that are chosen for the properties in a graph model; these may be taken from the TEI, or they may reflect another interest of the scholar. Either way, a graph-based text model by its nature includes computationally tractable information about how these properties relate to each other.

In representing “fuzziness” or ambiguity of interpretation, we can perhaps follow the lead of those who have struggled with similar problems of representation of time. If text can be represented as a graph, mostly-sequential but with scope for fluidity, then interpretative elements—say, picking out the theme of isolation within the text—can be represented as spanning a continuous or disjoint range of text sequences, beginning not before word A but certainly by word B, and continuing at least as far as word C but certainly not beyond word D. And so on. If scholars disagree on the correct identification of a person in a historical text, both hypotheses can be represented without innate primacy being given to one over the other, because a graph does not enforce a single ordering of its elements.

The text model we are advocating, then, amounts to a form of knowledge representation; in representing “the text”, we are actually representing a collection of our knowledge, understanding, and interpretation of that text, in a form that can be analyzed and processed by a machine. The more we can encode texts as computable knowledge, the greater the power computational methods will have in textual scholarship of all forms.
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Introduction

How can one virtually ‘circle’ some music notation as one would on a printed score? How can a machine interpret this ‘circling’ to select and retrieve the relevant music notation in digital format? This paper will introduce the concept of addressability for music notation, on the basis of a comparison with textual addressability as defined by Michael Witmore (2010). Additionally, the paper will report on the work of Enhancing Music notation Addressability (EMA), a NEH-funded one-year project that has developed methods for addressing arbitrary portions of encoded music notation on the web.

Many Digital Humanities projects are concerned with the digitization of cultural objects for varied purposes of study and dissemination. Theorists such as Willard McCarty (2005) and Julia Flanders (2009) have highlighted the fact that digitization involves the creation of a data model of a cultural object, whereby scholarly interpretation and analysis is inevitably included in the model. Editorial projects in literary studies, for example, often model sources by encoding transcription and editorial intervention with the Text Encoding Initiative (TEI) format. The ability to identify and name textual structures is a fundamental operation in the creation of such models. Michael Witmore has called text a “massively addressable object” (2010); that is, given certain abstractions and conventions, it is possible to identify areas of a text such as characters, words, as well as chapters or proper names. Reading practices influence and contribute to the development of such conventions and abstractions, but, Witmore argues, addressability is a textual condition regardless of technology. With digital texts, modes of address become more abstract, so that arbitrary taxonomies can be identified as well as more established ones. To exemplify a more abstract mode of address, Witmore suggests items “identified as a ‘History’ by Heminges and Condell in the First Folio”. This enhanced addressability available in a digital context is the engine for textual analysis and scholarly discourse about digital text.

This idea of addressability is arguably applicable to many more kinds of “text”, including music notation; indeed, addressing units of music notation (such as measures, notes, and phrases) has long been a powerful instrument in musicology for both analysis and historical narrative. Music notation, however, is more complicated to represent digitally than text. Human–computer interaction has since its early days been built around the concept of character and line, which makes dealing with “plain” text a fairly straightforward matter for many basic operations; counting the number of characters in a given plain text document is trivial in any digital environment. Music notation, on the other hand, requires substantial computational modelling even for the simplest musical text before any further operation is possible. This is particularly evident when music notation is represented with markup, which implies a system based on characters and lines. There are many different ways of representing a single note; some aspects are common to all representation systems, such as information about pitch and duration, but some systems will prioritize certain aspects over others. To give a simple example, one system may represent beams (ligatures between flagged notes, usually shorter in duration), while others may ignore them altogether.

Nonetheless, there are simple units that are typically represented by all music notation systems for common western music notation, such as measure, staff (or instrument), and beat. The EMA project, therefore, developed a URI scheme and an Application Programming Interface (API) to make it possible to target music notation resources on the web regardless of their format. Such a scheme may facilitate (and in some cases enable) a number of activities around music notation documents published on the web. The following table gives a few basic examples of how an implementation of the URI scheme could be useful to musicological research:

<table>
<thead>
<tr>
<th>Scholarly</th>
<th>Visual</th>
<th>Procedural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis: being able to address components of music notation for analytical purposes. Example: precisely identify start and end of a pedal tone in Bach’s Prelude no. 6 in D Minor, BWV 851.</td>
<td>Rendering: rendering music notation in an interactive environment such as a browser or a tablet requires the ability to cut up a large music document. For example to show only the number of measures that fit in a given space.</td>
<td>Processing: extracted portions of music notation can be passed on to another process. For example, given the MEI encoding of the Overture to Mozart’s Don Giovanni, extract the string instrument parts and send them to another program that will return an harmonic analysis.</td>
</tr>
</tbody>
</table>

Citation: quote a passage from an encoded music notation file. For example the timpani in the opening bars of the Overture to Mozart’s Don Giovanni. Highlighting: address a segment of music notation to highlight it in a visual context (e.g. with color).
The EMA project has particularly focused on facilitating citation and attribution of credit, as is discussed in the “Evaluation” section below.

A brief overview of the specification

The specification was created to provide a web-friendly mechanism for addressing specific portions of music notation in digital format. This is not unlike the APIs often provided by image servers for retrieving specific portions of an image. Such servers typically operate on a given large image file and are able to return different zoom levels and coordinate spaces. The International Image Interoperability Framework (IIIF) has recently created an API to generalize interaction with image providers, so that it can be implemented across multiple servers and digital libraries. IIIF was used as a model for the Music Addressability API created for EMA and briefly described here.

Consider the following example, and the notation highlighted in the boxes:

The highlighted notation occurs between measure 38 and 39, on the first and third staves (labelled Superius and Tenor — this is a renaissance choral piece). Measure 38, however, is not considered in full, but only starting from the third beat. This selection can be expressed according to a URI syntax:

```
/identifier/{measures}/{staves}/{beats}/
```

The measure is expressed as a range (38-39), staves can be selected through a range or separately with a comma (1,3), and the beats are always relative to their measure, so @3-3 means the third beat of the starting measure to the third beat of the ending measure. In this specification the beat is the primary driver of the selection: it allows for precise addressability of contiguous as well as non-contiguous areas.

Music notation, however, occasionally breaks rules in favor of flexibility. Cadenzas, for example, are ornamental passages of an improvisational nature that can be written out with notation that disregards a measure’s beat, making it impossible to address subsets of the cadenza with the syntax discussed above. While EMA’s URI scheme offers the granularity sufficient to address the vast majority of western music notation, a necessary future improvement on the API is, indeed, an extension that would make it possible to address music notation with more flexible beat.

Evaluation

In order to evaluate the specification, EMA has created an implementation of the API as a web service. While the URI specification can be absolute from a specific representation, the implementation must know how to operate on specific formats. The web service that we coded operates on the The Music Encoding Initiative format and is called Open MEI Addressability Service (Omas). Omas interprets a conformant URI, retrieves the specified MEI resource, applies the selection, and returns it. An additional parameter on the URI can be used to determine how “complete” the retrieved selection should be (whether it should, for example, include time and key signatures, etc.).

Similarly, to an image server, Omas assumes that the information specified by the URL can be retrieved in the target MEI file. If requested, the web service can return metadata information about an MEI file, such as number of measures, staves, beats and their changes throughout the document. This can be used to facilitate the creation of URL requests able to return the selection required.

Finally, EMA partnered with the Du Chemin: Lost Voices project to model a number of micro-analyses addressing music notation from their existing collection of MEI documents. In a second phase of the project, the analyses have been re-modeled as Linked Open Data according to the Nanopublication guidelines. Each EMA nanopublication addresses an arbitrary portion of music notation using the URL specification described here. Omas operates as a web service to connect the nanopublications with the collection of MEI files in Du Chemin.
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Notes

1 When talking about music in general, it is important to say that addressing written music notation is not the only instru-
ment of the musicologist. Music exists on several domains besides the written or "graphemic" one, each addressable in its own way (see Babbitt 1965). For the purpose of this paper, we focus on written Western music notation, because it shares features with written language and for its prominent role in musicological discourse.

Modern computing systems are able to support complex ancient and modern writing systems, including those requiring right-to-left strings and compound symbols. The Unicode Consortium has been at the forefront of the internationalization of computing systems. Nonetheless, computationally speaking, a "string" of text remains a sequence of characters even in more complex representations. Indeed, many compound Unicode characters still retain sequentiality, i.e. one component comes after the other and the compound symbol only makes sense if they are in the correct order. Music notation is not a string of text; therefore this is not possible.

By grouping notes together, beams provide important—but somewhat secondary to pitch and duration—information to the reader of a music score, such as a performer, a musicologist, or an algorithm.

4 Taken from Du Chemin: Lost Voices project, at http://digitalduchemin.org.
5 A complete description of the URI scheme and the API is available at: https://github.com/umd-mith/ema/blob/master/docs/api.md.
6 A demo is available at http://mith.us/ema/omas/.
7 Nanopublication is an ontology for publishing scientific data: http://nanopub.org. The Nanopublication server for Du Chemin: Lost Voices is available at: http://digitalduchemin.org/np/.
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In this paper we discuss our strategy for the creation and exploration of graphs based on co-occurrences of named entities using the recently developed open source version of histograph and present a live demo. histograph builds on previous work conducted in cooperation with several European partners in the FP7 funded project CUBRIK but has been further developed by the Centre Virtuel de la Connaissance sur l’Europe (CVCE) in 2015. It combines the graph-based exploration of large cultural heritage collections with crowd-based indexation. histograph opens up a new perspective on CVCE’s collections which contain some 20,000 digitized text documents, photos, audio recordings and videos that document the history of European integration since 1945.

Figure 1: A screenshot from a CVCE ePublication on the Werner report. The navigation on the left shows the hierarchically organized themes, on the right a list of expert-curated documents

histograph adds an explorative approach to the hierarchically organized, expert-curated collections of CVCE.eu: Users decide what interests them and find their own path through the collections. A user who is interested in Pierre Werner will for example see a page similar to the screenshot below.

Figure 2: A search for „Pierre Werner“ reveals a short biographical overview with a list of frequently co-occurring entities (left column) and a gallery view of related documents which can be filtered e.g. by resource type and time

The left column provides an overview of Pierre Werner’s biography and a list of persons with whom he co-occurs
in the document base. The middle column lists all documents in which he is mentioned. The graph view provides a bird’s-eye-perspective on the people who co-occur with Werner. The graph is interactive and reveals the documents which constitute a co-occurrence relationship.

Figure 3: A graph representation shows with whom Pierre Werner co-occurs in documents. A click on a link lists the documents which mention two entities, here Werner and Walter Hallstein

histograph uses a Neo4j (Neo4j Console, 2016) graph database to store relations between entities. This approach facilitates queries that would be computationally expensive in relational databases but are easily available in graph databases, such as the calculation of paths between entities that are not directly connected. Figure 4 shows the result of a query for all documents, which connect three persons.

Figure 4: A query for paths between Pierre Werner, Elena Danescu and Jean-Claude Juncker reveals all relevant documents as well as an interactive graph of co-occurrences (who co-occurs with whom)

In contrast to the hierarchical, expert-curated collections, histograph enables an interest driven exploration by the users and provides them with an effective way to retrieve and explore the relations which are of interest to them. Compared with the museum-like order of the classical CVCE collections, histograph models a more or less targeted visit to an archive, which holds the promise of serendipitous discoveries.

Methods for the annotation of named entities such as persons, institutions and places have reached a very high degree of maturity and are used in different applications. For histograph we tested a variety of web services for the detection and disambiguation of entities (NER) among them TextRazor (TextRazor - The Natural Language Processing API, n.d.) and YAGO (Max-Planck-Institut für Informatik: YAGO, 2016). While these services perform well depending on the context of use (language, domain, etc.) even in a best case scenario they only allow to identify the occurrence of an entity within a logical unit such as a text but do not allow to clarify the nature of the connection between persons, places and organisations that occur together in the same unit. In our previous experiences with the detection and identification of faces in historical image sets (Wieneke et al., 2014) the format and context of the images as official photographs of specific events enabled us to understand the nature of the relationship as more easily defined: the simple working hypothesis that persons that co-occur together in a photo have some kind of connection proved to be very efficient. In the case of text however, these semantics are significantly more complex.

We therefore decided to follow two directions: first based on the nature of the text document, where letters for example constitute a relationship between the sender and the receiver and second through a mathematical modelling of the relationship based on the distance between entities in the text and their distribution within the corpus. More specifically, we work with jaccard distances and co-occurrence frequencies weighed by tf-idf specificity. The latter step became necessary as not all of our text documents fall in the category of clearly structured formats such as letters and even if they do, a strictly format based co-occurrence approach could hide interesting relationships that would foster exploration, e.g. in our case a written exchange between two politicians where they discuss a third person.

Entities who appear within a certain distance from each other can be linked based on the assumption that their co-occurrence in the text is not arbitrary and that there is a high probability that they have something to do with each other. The boundaries for such relations can be defined freely, for example based on sentences, paragraphs, or documents. Alternatively, a window approach considers all entities related if they appear within \( n \) characters from each other. In addition, such co-occurrences can be further defined by the recognition of the semantic relationships within a sentence. We have, however, not yet systematically tested their performance and therefore limit ourselves here to a more basic approach.

Despite all efforts to further specify the significance of such relations, co-occurrences are elusive:

- It is hard to further specify what more or less connected mean
- It is hard to further specify which types of relations are at play
- It is hard to assess which relations were missed because entities were named differently

A graph representation of such data can only allow rather general statements: We can reasonably assume that entities, which co-occur often, are more connected than those who do not. We can also assume that entities, which
never co-occur together, are less or not at all connected. Finally, we can assume that entities, which tend to cluster together, are more likely to have something to do with each other without further specifying their relationship.

In contrast, most social network analysis (SNA) research questions require very well defined relations given that they treat social networks as models of highly complex social interactions. Here, a graph represents a meaningful reduction of such complexity and allow insights into specific dimensions of social relations. Graphs are used to represent and/or illustrate highly complex matters, which are otherwise hard to express. Such data is typically generated and curated for the purpose of specific research questions and its value is limited to their respective context in which it was created.

CVCE and cultural heritage institutions in general however address heterogeneous user groups and wish to make available their data to different audiences including educators, researchers and interested laymen. A graph representation of relations between entities therefore will serve different purposes than in a SNA context. Here, graphs need not be meaningful models of social relations but need to be multi-purpose means for the discovery of materials and acknowledge wildly different interests. This means that it is impossible to predict, which relations a user will consider relevant.

Against this background we embrace co-occurrences despite their inherent shortcomings. In order to improve the quality of the various relations we display we need to balance a) higher quality or more meaningful relations and b) the potential to make highly unexpected, yet meaningful discoveries in the data. In order to achieve this, we decided against a rigid ontology of relationship types, which would significantly limit the chances for unexpected discoveries, beyond format based assumptions. Instead we use text synopses and full document text for the generation of relations and filters on time periods, media types and entities in order to further specify our graphs. In addition, we use a two-fold crowd-based approach: generic crowds help clean the data and report obvious mistakes; expert crowds provide high-quality annotations which required a highly domain-specific knowledge. Generic crowds perform tasks which do not require specialist knowledge, for example an answer to the question “Is ‘N.A.T.O.’ a person?” Expert crowds are identified based on past performance and are presented with tasks related to entities and documents they have worked on before.

The resulting graphs can be considered hybrids: They are inasmuch based on co-occurrences as they are on user specifications. Such graphs, we argue, have the potential to meet both the necessities for the automated generation of graphs and still provide meaningful structural information which can be the starting point for a deeper investigation of the materials. We are committed to further increase the quality of co-occurrence relationships in the future.
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One of the most frustrating challenges facing practitioners of Dance is the need to use spoken/written language to reference non-verbal movement. The non-verbal to verbal, and vice versa, is not a challenge isolated to practitioners of dance, but is a frustration shared amongst researchers working to represent movement through technological means. Perhaps it is enough to allow the movement, non-verbal as it is, to speak for itself. Then again, it is often
through verbal language that we can make meaning from movement. The intersection of language and movement is the point at which meaning-making enforces the mind-body connection, and it is often how embodied experience is transmitted. Two HCI research projects that have studied this connection between words and movement as a means to the classification and automatic recognition of movement, ARTeFACT and POEME, are now collaborating in a new project: Schrifttanz.

ARTeFACT seeks to enable automatic recognition, identification, annotation, and retrieval of movement-based data from streaming video. A lofty goal that has been approached through the generation and analysis of both codified and abstract movement using motion capture data collected at 120 Hz with a Vicon 8-camera motion capture system and a modified Plug-In Gait full body marker set with 38 infrared reflecting markers placed on performers. Early research included instances of iterative choreography created from accelerometer data and descriptions of movement through verbal language by observers (Coartney and Wiesner, 2009). The second phase of the project involved the capture of over 200 codified dance ‘steps’ in various genres, the development of an ontology, and the creation of IDMove, a tool through which we were able to automatically identify and name dance movement from single dancers (Wiesner et al., 2011, 2014). The third phase ventured into the realm of identifying abstract movement that represents the conceptual metaphor CONFLICT, as introduced by Lakoff and Johnson (2003).

This data, derived from 7 dances about conflict and 19 CONFLICT terms, 396 different sections of movement, each lasting from 2-120 seconds, were captured and categorised. Critical reviews (written) about the dance works were also collected. Through statistical analysis of written and danced texts about CONFLICT, we distinguished body parts frequently used, structural preferences (e.g. stage spacing), and choreographic time spent on the different CONFLICT terms in total and per dance (Wiesner et al., 2015). The findings were validated by a small ‘crowd-sourced’ experiment, and movement ‘rules’ were developed per term in order to enable identification of a concept through movement (terms include victim, attack, surrender, struggle, conquer, hero, victory, survive, etc.) (Wiesner and Stalnaker, 2015). Concordances and collocation studies aided in the investigation of the intersections of words and movement, through the phenomenological approach of dancers’ descriptions and perceptions of viewers in the form of the reviews written by dance critics. A final step has been to align the non-verbal and verbal output with concepts used in Laban Movement Analysis (Body, Effort, Shape, and Space). ARTeFACT has collected a wealth of data from captured movement, from written descriptions and articles based on the dances, and from a broad LMA perspective. In the future, various modes of comparison (e.g. the metaphor PEACE, general language studies, etc.) will further test the system.

Other researchers have incorporated LMA into their study as a means to identify movement (including studies on rats’ play) (Foroud and Pellis, 2003), yet their focus is on deconstruction. POEME and ARTeFACT coincide in that rather than provide a deconstruction of the movement they both seek to characterise the essence of that movement, an approach inspired by LMA. In the case of ARTeFACT, this is accomplished by describing the relations between parts of a movement that accompany the portrayal of abstract concepts in dance. For POEME, it means finding computational means to summarize a movement experience so that it can be studied as a whole.

Where ARTeFACT has taken a more actively analytical approach - which resulted in a set of rules that describe stereotyped motion consistent with conceptual metaphors - POEME has taken a more abstract approach, letting data collection from a large number of human responses gradually expose relationships between verse and movement. POEME (Portrayal of Ephemeral Movement Experiences) is a mobile website (http://poeme.iat.sfu.ca) that interprets movement data, captured through a MARG sensor array commonly found in smartphones, into insightful, witty and whimsical poetry. The goals of POEME are twofold: 1) to create a playful game that can inspire movement exploration and 2) to explore new methods of classifying the nuances of bodily experiences through poetry and in turn understand how bodily knowledge can more easily be transmitted and articulated through words.

POEME, inspired by the Japanese form of poetry known as haika no renga (comic, collaborative poetry), involves the social creation of poems through turn taking (Basho, 1998). Creating these linked poems requires participants to respond to previous stanzas with original verse creating a ‘movement poem’, an interleaved work of verses of words and phrases of movement. We believe, as Herbelot notes, that poetry can be “analysed along the usual dimensions of prosody, syntax, semantics, etc.” (2015). In POEME, each verse follows a rigid template that follows the form of a Parts of Speech Poem (PoSP). This PoSP template allows for very simple production of verses. Each poem begins with a noun, followed by two adjectives, two verbs, and an adverb. POEME composes verses from a large dictionary of English language words, based on measurements taken from prior movement responses. In an initial study, the system was trained by collecting movement responses to human- and machine-composed verses. In a later study, training was focused on two wordlists that depict different themes of movement: the ‘stillness wordlist’ (75 words that relate to little or no dynamic change in movement, e.g. frozen, still, serene); and a ‘motion wordlist’ (250 words related to the mechanics or physics of motion, e.g. buoyant, centripetal, accelerated). Using a Naive Bayes algorithm,
POEME can differentiate between stillness and motion with 97% accuracy (Cuykendall et al., 2016).

Schrifttanz is a unique project that combines the scale of data collection, which POEME offers, with the nuanced language model of ARTeFACT. In Schrifttanz we explore if POEME can recognize conceptual differences in movement, specifically concepts related to CONFLICT, which have been studied in detail during the creation of the ARTeFACT system. Three dancers train the POEME agent by recording movement based on the rules defined in ARTeFACT. These recorded movement sessions are used to model conceptual relations to movement in POEME. This allows us to generalize previous findings from ARTeFACT into a new sensor modality. Also, a Laban/Bartenieff Movement Analysis using the rules-based movements establishes a secondary set of language elements and validates distinctions between movement rules. A computational agent in POEME learns to classify these movements according to the metaphor terms and their associated movements generated by the rules. We then compare POEME’s ability to classify these movement metaphors with existing capabilities in ARTeFACT to validate and generalize previous findings and establish the reliability of the POEME system.

Concurrently, POEME composes verses comprised of natural language words gathered through the written articles and reviews based on dances representing the conceptual metaphors identified in ARTeFACT. Free form responses to these verses are collected using POEME’s normal training procedure. A machine learning-process associates features of movement with the words. This allows POEME to generate relevant responses to movement. We explore methods of supplementing POEME’s verse generation by including the conceptual metaphor model.

Words, like movements, have layers of meaning and can be recombined to create a multitude of sentences or sequences that all vary in their underlying meaning. As philosopher Mark Johnson states, “It is true that when we read, we read words. But words have meanings, and meanings go far beyond words” (2008). In Schrifttanz, the same could be said for bodily movement. POEME’s use of current mobile technology and the powerful interactive engine the POEME project has developed enables us to draw from a broader population in order to study and validate the findings of ARTeFACT. Synergistically, ARTeFACT offers to POEME the ability to advance its training mechanisms while it supports the representational nature of the data generated. The two projects are pieces of a puzzle that seeks to establish a better understanding of the relationship between movement and language through the particular and the universal.
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Introduction

Many researchers, from the humanities and other domains, have a strong need to study resources in close detail. Nowadays more and more of these resources are available online. To make these resources discoverable, they are described with metadata. These metadata records are collected and made available via central catalogues. Often, resource providers want to include specific properties of the resource in the metadata. The purpose of catalogues will be more generic and addresses a broader target audience. It is hard to strike the balance between these two ends of the spectrum with one metadata schema, and mismatches can negatively impact the quality of metadata provided. The European CLARIN infrastructure (CLARIN ERIC, 2016b) was confronted with this specific problem, and designed a solution based on a flexible mechanism to build resource specific metadata schemas, potentially using domain, community or project specific terminology, out of shared components and semantics. This paper introduces this approach and the infrastructure built for it, which is applicable to any domain with the same needs.

Component Metadata

In the Component Metadata (CMD) Infrastructure (CMDI) (CLARIN ERIC, 2016c; Broeder et al., 2012) the metadata lifecycle starts with the need of a metadata modeler to create a dedicated metadata profile for a specific type of resources, e.g., speech recordings (e.g., HZSK, 2015) or historical letters (e.g., Roorda, 2013). The modeler can browse and search a registry for components and profiles that are suitable or come close to meeting the requirements at hand. A component groups together metadata elements that belong together and can be potentially reused as a group in a different context, e.g., a location or a language description. Components can also group other components, e.g., the actor component can contain the general location component. The CMDI Component Registry (CLARIN, 2016a) already contains many of these general components. And these can be reused as they are or be adapted, i.e., add or remove some metadata elements and/or components. Also completely new components can be created to model the unique properties of the resources under consideration. All the needed components are combined into one profile that is specific to the type of resources, e.g., a profile for a speech recording (see Figure 1). Components, elements and values in this profile are linked to a semantic description, e.g., a concept, to make their meaning explicit. This feature allows the use of community specific terminology, while still creating a shared semantic layer that can be exploited by generic tools. Finally, metadata creators can create records for specific resources that comply with the profile relevant for the resource type, and these records can be provided to local and global catalogues. Notice also that CMD leaves the final responsibility of how heavy a metadata description should be to the modeler: it is perfectly possible to create a lean profile, resulting in lightweight records and combine it with a full-text index of the resources for discovery.

Figure 1: Example CMD profile (p), components (c) and elements (e)

The Component Metadata approach is currently being standardized by ISO Technical Committee 37. And the first part (ISO 24622-1, 2015) of this family of standards has been released and specifies the model just described.

Component Metadata Infrastructure

CLARIN built an infrastructure (see Figure 2) around the approach described in the previous section. This infrastructure is open source and provides many tools, which can readily be reused by other communities.
CMDI toolkit (CLARIN, 2016b): A set of XML schemas and transformations that implement the workflow from validating component and profile specifications to conversion into profile specific XML schemas used to validate specific CMD records.

Component Registry (CLARIN, 2016b): A registry storing the profiles and components created by the community for reuse. It also provides an editor for the creation of new profiles and components and derivatives of existing ones. The backend also provides REST services based on the toolkit, i.e., serves the XML schema representation of a CMD profile.

Concept Registry (CLARIN, 2016c; Schuurman et al., 2015): A SKOS-based registry storing the communities widely accepted concepts and their relations, which form the general semantic network overlaying the specific metadata profiles (Durco and Windhouwer, 2014).

CMD editors and forms: Various general CMD editors have been developed, e.g., the desktop tool Arbil (The Language Archive, 2016a) and the online editor COMEDI (CLARINO, 2016). Also dedicated forms for specific profiles, e.g., the CMDI maker (CLARIN-D, 2016), which can be inspiring.

Repository systems: Many CLARIN centers have deployed and configured generic repository systems to store their resources accompanied by CMD records. LINDAT (UFAL, 2016) and The Language Archive (2016b) have done so as well and released their solutions as general CMD-capable repository systems.

OAI harvester (The Language Archive, 2016c): CMD records can be harvested with any OAI harvester, but this harvester is special in that it has easy provisions to add transformations to CMD that enable the harvesting of other metadata formats.

Catalogues: Faceted browsing is a suitable and commonly applied method for exploring vast collections based on some key properties. The CLARIN Virtual Language Observatory (VLO) (CLARIN, 2016d) is such a browser. Although the front-end is rather CLARIN specific, the VLO importer in the back-end, which takes the harvested CMD records, determines the facets and their values and stores these in a SOLR index, is generic because the facet mapping is highly configurable and exploits the shared semantic layer. The Meertens Institute has developed an alternative faceted browser (Meertens Institute, 2016) for CLARIN-NL. The importer of this browser does not take any configuration and dynamically creates facets for any semantically different context it finds in the CMD records.

Convertors: CMDI is currently XML oriented, but other representation formats are possible. The CMD2RDF service (CLARIN-NL, 2016) provides a RDF representation to link CMD records with the world of Linked (Open) Data. Also convertors for other metadata formats, e.g., MODS or OLAC, to CMD are available.

Although this list is far from complete it shows that the CMD Infrastructure is a thriving and versatile software ecosystem. Also many parts of it are configurable, which makes it adaptable to other domains.

Lessons learned by CLARIN

When CLARIN started development on the CMD Infrastructure in its preparatory phase many things were not clear yet and a lot of flexibility was needed. Common and reusable components and concepts still had to be specified. This has lead to situations where sometimes several alternatives have coexisted for a long time in the CMD ecosystem, which can make it hard for users, especially novices, to select which one to use. It is better to prevent this kind of confusion. CLARIN advises new communities that start using the CMD Infrastructure to first setup a set of basic recommended or even obligatory components and concepts, so a stable generic core is available to the community to extend with their specific needs.

Future work

CLARIN keeps on working actively on the CMD Infrastructure, with the next version, i.e., CMDI 1.2 (Goosen et al., 2015) currently under development. The following topics will be addressed by this update:

- Lifecycle management of components and profiles.
- Connection to vocabulary services.
- Annotation of profiles and components with hints targeted at tools.

Also improvement of the metadata quality is an ongoing process. The ongoing CLARIN-PLUS project (CLARIN ERIC, 2016a) includes the design and development of tools and a workflow that can be used used by metadata curators for quality assessment and curation of CMD records (King et al., 2015).
Conclusions

CLARIN has built a highly flexible and versatile infrastructure for metadata that is able to meet both the generic needs of catalogues and the specific needs of resource providers. The fruits of these efforts are ready to be picked by any community experiencing the same needs. CLARIN is happy to share their experiences as well as the sometimes hard learned lessons.
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Introduction

This presentation will focus on the results of the newest phase of the NEH-funded Livingstone Spectral Imaging Project (2010–present). This project seeks to apply spectral imaging and processing techniques to the study of some of the most damaged manuscripts produced by David Livingstone (1813–73), the famous Victorian traveler, abolitionist, geographer, and missionary. Our project asks whether spectral imaging can indeed restore erased or otherwise invisible portions of Livingstone’s writing. More
recently, we also explore whether the technology can illuminate the specific circumstances of the production and preservation of Livingstone’s manuscripts, thereby better revealing the links between these manuscripts and the unique historical events that shaped the material dimensions of these manuscripts.

Methodology

Spectral imaging, a technology beginning to make a significant impact in humanities research (see bibliography), relies on imaging an object, such as a manuscript, under multiple wavelengths of light, ranging from ultraviolet (UV) through the visible color spectrum to the near-infrared. A high-resolution monochromatic digital camera automatically photographs each illumination. Imaging scientists then manipulate this raw image data with computers by applying various processing algorithms with the goal of enhancing features of interest. Often these features are made more visible by creating pseudocolor (false-color) representations of the object that foreground or suppress other object elements.

Our previous research (Wisnicki 2011) applied spectral imaging to recover the text of a diary that Livingstone had written over newspaper pages and that had become illegible because, first, the considerable fading of Livingstone’s ink (which he had concocted out of a local African clothing dye) and, second, the continuing prominence of the black newsprint over which Livingstone wrote his text. Using a combination of new and established spectral image processing techniques, our team successfully suppressed the newsprint so that it no longer interfered with Livingstone’s text. By enhancing his writing so that it could be read easily, we were able to recover some 99% of Livingstone’s words (up from about 40% before) and, in turn, use this technique to reveal important new information about Livingstone’s strategies for representing his experiences in interacting with local populations in Central Africa.

Our current project takes our previous research in a new direction to suggest that spectral imaging can illuminate the production and preservation history of Livingstone’s fragmentary 1870 Field Diary. With spectral imaging, we have enhanced or revealed material features of this diary, such as overwriting, staining, and page topography, that are often not visible or difficult to discern with the naked eye. Our results represent an important advance in the study of manuscripts with spectral imaging, particularly because previous related research has generally focused on using of spectral imaging for the recovery of faded texts or illegible palimpsests such as the Dead Sea Scrolls (Shor 2012) and the Archimedes Palimpsest (Netz and Noel 2007).

Historical and Scholarly Implications

Livingstone wrote the 1870 Field Diary in central Africa and carried it with him to his death in 1873 in what is now Zambia. Livingstone’s supporters then transported his manuscript (and his corpse) from the interior to the coast of Africa and back to Britain, where different repositories have since preserved the manuscript. The pages of the diary, therefore, bear the remnants of this complex history, from the changes and deletions that Livingstone made over time, to the marks left on the manuscript pages by the diverse local African environments through which the diary traveled, to the traces of modern curatorial methods used to preserve the diary’s pages.

Our efforts to study the material history of Livingstone’s diary with spectral imaging represent an important intervention in the field. Our work demonstrates new methods and frontiers for the use of spectral imaging in the humanities because it underscores that spectral imaging can do more than recover faded or invisible text. Spectral Imaging can provide crucial insights into the passage of a manuscript through time and into the relationship between a manuscript and the specific historical circumstances.
from which it emerged. By applying this technology to the 1870 Field Diary, we have gained key insights into the strategies by which Livingstone shaped his experiences and identity for public consumption and the impact of specific moments of handling in determining material features of the manuscript. These insights promise to enhance our understanding of Livingstone’s biography and the history of the many African cultures in which he worked.

Moreover, the spectral image processing techniques we have developed for the 1870 Field Diary can now be applied to study other manuscripts with notable textual and material features or, indeed, other cultural objects such as paintings and sculptures whose surfaces retain their material history and bear the marks of the many people and events that have come to shape the objects we encounter today. Our project is helping us distinguish such marks, but, in our case, the project also sets the stage for future research in which we might use the spectral signatures of specific marks as a portal to defining tangible aspects of nineteenth-century African environments from which Livingstone’s manuscripts emerged and through which these manuscript circulated.
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Introduction

The established pattern for a scholarly digital edition today is the website, which in many cases has a unique and well thought out user interface. It concentrates all information pertaining to the topic, but allows little interaction of the reader with the texts beyond what has been designed into the user interface by the developers of the site.

Although there are also many efforts to go beyond this and experiment with new forms of reading in the digital age, for example protocols for sharing annotations or reading communities, they have not yet reached a stage where they would be available to mainstream researchers.

In contrast to the polished and well advertised flagship editions of digital projects at prestigious institutions, there is also a continuing trend of making the source texts that feed into digital editions available in a way that not only allows, but actively encourages tinkering with the texts. The distribution for this latter type of texts is frequently on the site github.com, which is the world largest repository for software development1, but as a free site for data sharing with collaborative editing it is becoming more popular for other purposes as well.

Some of the large scale text projects using Github in this way include the Chinese Buddhist Electronic Text Association (CBETA)2, gitenberg3 and EEBO-TCP4 to name just a few.

The presentation proposed here reports on the Kanseki Repository, a project that tries to establish a link between these two different types of text dissemination and through this combination to achieve the best of the two worlds: The texts can still be presented through a sophisticated web interface, which uses Github as a backend storage and reads the texts from there for presentation to the user. These texts can be forked (that is, cloned and copied to
Methodological considerations

The goal here is not simply to upload as many texts as possible to public archives, but rather to develop a platform that allows the basic tenets of scholarly editing to co-exist and thrive with the possibilities and affordances of the digital medium. It is therefore of paramount importance, to consider the requirements as voiced from practitioners of scholarly editing and implement them as transparently as possible.

Record and interpretation

In a seminal article, the Swiss scholar Hans Zeller (1995) emphasised the fact that all scholarly editing should make a clear distinction between the record of what is transmitted and the scholarly interpretation thereof. While this distinction is blurry at times, it has informed the design of the Kañekí Repository, which arranges the editions of a text it represents into those that strive to faithfully reproduce a text according to some textual witness (‘record’) and those that critically consider the content and make alteration to the text by adding punctuation, normalizing characters, collating from other evidence etc. (‘interpretation’).

Additional requirements

Peter Shillingsburg (2015) outlines the following requirements of a digital edition (slightly edited for clarity):

a. Digitize images of all the documents. That will make it possible, from anywhere in the world, to see any document side-by-side with any other document without traveling from Tokyo to Marburg and New York.

b. Prepare a table of variants to show how all the documentary texts differ from one another.

c. Write a textual history that explains the relationships among the variant documents and explains why we should care—why it is important to know.

d. Transcribe at least one of the documents so that the variants list can be more easily used. Or transcribe all the documents so that readers can select and read any one. Transcribing all the documents will also make machine collation possible.

e. Edit one of the transcriptions to correct obvious errors. This will preserve the text as a historical documentary text but will help readers avoid the distractions caused by scribal or compositorial errors.

The architecture developed in this project strives to implement as much of this as seems feasible within the limits of the current funding and other constraints. The components will be further described below.

Main components of the project architecture

The architecture of the project consists conceptually of two parts: (1) the text repository and (2) clients accessing this repository. Of these clients there are currently two, both developed within the project.

Backend: Repository of texts: github.com/kanripo

Since every text has its own unique history and witnesses, every text is allocated to its own repository (in the technical sense). These repositories, currently more than 9000, are are organized according to the traditional Chinese cataloging principles and kept under the Github account @kanripo. Since the texts are publicly accessible, they can be freely downloaded and cloned even without ever touching the client interfaces. Due to the large number of texts and the Github interface, which seems foreign and intimidating to most readers of classical Chinese texts, special clients cover most needs in interfacing with the texts.

Client interfaces

Web interface at www.kanripo.org

This website provides access to the texts, including full-text search, display of transcribed text and facsimile(s) of different editions. Users can log in using their Github credentials and get access to more advanced functions such as selecting lists of text of special interest, advanced sorting functions by text category or date as well as cloning of texts to the Github user account and editing on site. The site went into testing mode in October 2015 and a first public release has taken place in March 2016.

Mandoku, a stand alone tool for further immersive reading and study

In addition to the website, an Emacs module called Mandoku (see Wittern, 2012, 2013, 2014a, 2014b) has been developed (as an extension to Orgmode, see Domnik et al., 2015), that uses the API of the website to provide the same search functions, but clones the texts of interest to the user to her local machine, thus providing advanced editing possibilities and offline access.

Towards a platform for text-based Chinese studies

All modes of interaction described above are based on the distributed version control system git, using the Github site as a ‘cloud storage’. However, in addition to providing storage, Github also provides a feedback mechanism through ‘pull-requests’, where users can flag corrections to a text for the @kanripo editors to consider for inclusion in the canonical version, thus making it available to all users.

The model outlined here is extensible and allows other developers of websites related to Chinese studies to access
the same texts, and provide specialized services to the user, for example by enhancing the text through NLP processing. These enhanced versions can be saved ("committed" in git language) in the same way to the users account and are then also visible to the client programs described here.

This will open the door to a open platform of texts for Chinese studies, where the texts of interest to the users form the center of a digital archive, with different services and analytical tools interacting and enhancing it. The user, who makes a considerable investment in time and effort when close reading, researching, translating and annotating the text, never loses control of the text and does not need to worry about losing access to it when one of the websites goes offline.

By providing versioned access to the texts in question, it is also possible to make any analytical results reported in research publications reproducible (Rawal, 2015) by indicating the additional tools and processes needed, ideally also in a Github repository in the same ecosystem.

The aim is not just to provide a static, completed, definitive edition of a text, but as fertile a ground as possible for the interaction between the text and its readers, hopefully improving both through this process.
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1. The site claims: "GitHub is where people build software. More than 11 million people use GitHub to discover, fork, and contribute to over 28 million projects." (http://www.github.com, accessed 2016-03-02).
3. https://github.com/GITenberg (accessed 2016-03-02); a project that uploaded more than 40000 electronic texts from the Gutenberg.org project to make it possible to improve the texts that are otherwise distributed without the possibility for the readers to provide corrections.
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The Oulipo, or Ouvroir de littérature potentielle, is a group of writers in Paris who for over fifty years have experimented with algorithmic techniques for writing and reading literature. Raymond Queneau, one of the group’s co-founders, proposed a method in 1964 for analyzing the syntactic structure of texts written in French, and he believed that the method, which he called matrix analysis, could provide a measure of an author’s style.

What can matrix analysis contribute to stylometry? Apart from its origins as a form of computational play for play’s sake (Wolff, 2007), matrix analysis offers an alternative to lexically based techniques for authorship attribution such as Burrow’s Delta (2002). Rybicki and Eder reported that Delta does not work as well for texts written in French as for those in English and German (2011). Antonia, Craig and Elliott have shown that analyzing the frequencies of lexical n-grams where n > 1 does not usually yield very good results (2014). Researchers have developed syntactical methods based on bigrams of labels for a simplified parsing of texts (Hirst and Feiguina, 2007) and on correlations between semantics and the structures of dependent and independent clauses (Allison et al., 2013). In the latter study the researchers concluded that their definition of style “entailed […] a method for looking for it” (28). The early Oulipo would have agreed with this approach. Recognizing that an author aware of how he or she used words syntactically might apply Queneau’s matrix analysis to change his or her “manner,” François Le Lionnais (the other co-founder) claimed that matrix analysis could serve as a “literary prosthesis” exemplify-
ing the vocation of the group (Bens, 2005: 246). For Le Lionnais, the most important focus of the Oulipo should be the synthesis of new possibilities for understanding literary phenomena (Oulipo, 1973: 17). Matrix analysis enables the identification of significant syntactical patterns for further inquiry into an author’s style. These patterns would be difficult to ascertain without a method like the one developed by Queneau.

Queneau devised a grammatical schema of the French language for describing the construction of word pairs using a system similar to linear algebra (1964). He began by dividing all elements of speech into two categories: signifiers, which include nouns, adjectives, and verbs (except avoir and être); and formatives, which include everything else (avoir, être, pronouns, articles, conjunctions, prepositions, adverbs, interjections, etc.). Given a sentence, one can construct two matrices where the first matrix contains all formatives and the second all signifiers:

\[
\begin{bmatrix}
\text{le} & \text{a} & \text{la} & \text{chat} & \text{mange} & \text{souris}
\end{bmatrix} = (\text{le} \times \text{chat}) + (a \times \text{mange}) + (la \times \text{souris})
\]

If a sentence contains two consecutive formatives or signifiers, one can use a unitary element to construct the matrices:

\[
\begin{bmatrix}
\text{le} & 1 & \text{a} & \text{bien} & \text{la} & 1
\end{bmatrix} = (\text{le} \times \text{bien}) + (1 \times \text{chat}) + (\text{a} \times 1) + (\text{la} \times \text{belle}) + (1 \times \text{souris})
\]

By adopting the conventions that neither \((1 \times 1)\) nor \((Y \times 1) + (1 \times Z)\) are allowed within a sentence, one avoids uninteresting or redundant word pairs.

Queneau proposed observing the distribution of formatives and signifiers in a text using the relation \(F + UF = S + Us\), where \(F\) is the number of formatives, \(S\) the number of signifiers, \(UF\) the number of unitary elements paired with signifiers \((1 \times Z)\), and \(Us\) the number of unitary elements paired with formatives \((Y \times 1)\). Noting that even if an author like Flaubert worked tirelessly to vary how he wrote, Queneau believed that this distribution could serve as a “potential” but unconscious indicator of the author’s style (1965: 319).

In order to test Queneau’s hypothesis, I applied his matrix analysis to a corpus of 328 nineteenth-century French novels from the ARTFL-FRANTEXT database using Helmut Schmidt’s part-of-speech tagger (1995). Figure 3 is a biplot of a principal components analysis of scaled values for \(F\), \(S\) and \(UF\) (\(Us\) is excluded to avoid collinearity) and the graph shows that works by the authors Jules Barbey d’Aurevilly, Alexandre Dumas and Honoré de Balzac cluster separately whereas works by George Sand form distinct clusters.

Table 1 indicates the results of using support vector machines with a radial basis function kernel to build a classification model for the texts (Kuhn, 2015). Sixty-seven percent of the corpus was used for training the model with 10-fold cross-validation. A one-against-one method was used for classifying the test set (Karatzoglou, 2004: 7-8). The results show a moderate authorial signal in the works of Barbey d’Aurevilly and weaker signals for Dumas and Balzac.

<table>
<thead>
<tr>
<th>Class</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Prevalence</th>
<th>Balanced Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbey d'Aurevilly</td>
<td>0.750000</td>
<td>0.934783</td>
<td>0.041667</td>
<td>0.842391</td>
</tr>
<tr>
<td>DumasPerce</td>
<td>0.636364</td>
<td>0.778471</td>
<td>0.114583</td>
<td>0.706417</td>
</tr>
<tr>
<td>Balzac</td>
<td>0.875000</td>
<td>0.453933</td>
<td>0.250000</td>
<td>0.668667</td>
</tr>
<tr>
<td>Flaubert</td>
<td>0.000000</td>
<td>1.000000</td>
<td>0.031250</td>
<td>0.500000</td>
</tr>
<tr>
<td>Sand</td>
<td>0.000000</td>
<td>1.000000</td>
<td>0.197917</td>
<td>0.500000</td>
</tr>
</tbody>
</table>

To build a better model using matrix analysis, one can observe the distribution of bigrams of matrix analysis pairs in the corpus. Given the labels \(F\) for \((Y \times 1)\), \(S\) for \((1 \times Z)\), and \(B\) for what Queneau called a biword \((Y \times Z)\), one can transcribe a text into a series of these letters. For instance, the sentence from George Sand’s \textit{Indiana} (1832):

(Toute \(\times 1\)) \((sa \times conscience)\), \((c' \times 1)\) \((était \times 1)\) \((la \times loi)\);

(toute \(\times 1\)) \((sa \times morale)\), \((c' \times 1)\) \((était \times 1)\) \((son \times droit)\).

can be represented as \(FBFFBFBFFB\). With the feature set of bigrams \(FF, FB, BF, BB, BS, SB, SS, SF,\) and \(FS\), one
can analyze its distribution within the corpus. Figure 4 is a biplot of a principal components analysis of the corpus with the nine bigrams as variables and suggests that at least some authors do have measurable differences in style.

Table 2 shows the results of building a model with support vector machines to classify the texts by author according to the distribution of bigrams.

The model can identify the styles of Barbey d’Aurevilly and Dumas with very good accuracy, and it can detect authorial signals in works by Flaubert and Balzac. The model does not do well identifying works by Sand because they seem to evince two distinct styles (as suggested by Figure 4). The small cluster of works by Sand on the left side of the graph include *François le champi*, *Elle et lui*, *Le Château des désertes*, *La Mare au diable*, *Consuelo*, *Indiana*, *Lélia*, and *La Comtesse de Rudolstadt*. The predominance of formatives in this cluster is perhaps indicative of a more conversational style: such an hypothesis would require further analysis.

Compared to other classification methods based on wordlists, matrix analysis does not deliver as high a level of accuracy. Table 3 summarizes the sensitivity and specificity of several classification models with different statistical techniques for the five selected authors using the `classify()` function of the R software package `stylo` (Eder et al., 2013):
**Introduction**

We present an easy-to-use web-based user interface which allows scholars working on manuscripts to assess the usefulness of automatic document image analysis (DIA) methods when incorporating automatic processes into their workflows. In contrast to existing web interfaces (Clausner, Pletscher, and Antonacopoulous, 2011; Embach et al., 2013), this interface allows the user to directly upload images of the manuscript of interest without any registration. Thus, a fast assessment of a variety of algorithms and DIA processes can be performed. DivaServices is not a specialized tool for one specific use-case, but a collection of tools for several tasks in different use cases.

With this web interface we build on our previous initiative (Würsch, Ingold, and Liwicki, 2015) to provide access to a wide range of DIA methods to the research communities in Computer Science and the Humanities. While the existing DivaServices are already useful to integrate state-of-the-art DIA methods into new research applications it is still difficult for researchers with little programming experience to estimate the capabilities of the offered methods. For example, it is not easy to know which binarization, text line segmentation, or OCR method and which parameters would work best on a given manuscript.

In order to overcome this shortcoming, we present a web application that allows interacting with all offered methods. Users are able to upload their own images, perform experiments on them and have the results visualized. With this, researchers in the Humanities should get a better understanding on what the methods developed in the Computer Science community are able to achieve. The other way round, researchers from the Computer Science will have their methods exposed to a much broader range of data and can gather feedback to further improve the methods. This feedback loop should enhance communication between the two communities such that future methods can target the respective needs even better.

DivaServices is built in a highly modular way, providing Graphical User Interface (GUI) blocks for various kinds of input and output parameters. The web interface is therefore automatically updated when new methods are added without the need of any further ado. Furthermore, based on our continuous open source support, this tool is available under a LGPL v2.1 license and the source code can be downloaded from github.¹

---

1. DivaServices-Spotlight is a web application that allows user to upload their own image data, perform experiments and investigate the results. This should help in deciding whether an algorithm can help solving a particular problem or not, and which parameters are best for the data at hand. Figure 1 provides an example of such an experiment.
where the highlighted area (left) is segmented into text lines (right) and visualized for the user.

Figure 1 Example of an executed experiment using DivaServices. The highlighted region (left) is segmented into separate text lines (right) and visualized for the user.

In this part we give an overview of how the different user interface works and provide an example on how to perform a workflow.

The User Interface

From the welcome page the three main parts of DivaServices-Spotlight are available: Images, for uploading and manipulating input images; Algorithms, for executing methods; and Results, for accessing computed results.

Images

Via the “Images” link the user can view his already uploaded images (Gallery) or upload new images (Upload). In its current version all uploaded images are automatically converted into the PNG format and users can upload a maximum of ten images at the same time.

Users get the possibility to apply various pre-processing steps onto their image. It is possible to crop an image to a specific size and values such as brightness, contrast, and saturation can be adjusted. Performing these pre-processing steps can lead to better results of varying methods.

Algorithms

On the “Algorithm” page, all currently available methods are listed (c.f. Figure 2). When selecting “Apply” on a given method, the user is asked to select one of his uploaded images.

Figure 2 The “Algorithms” page provides an overview of all available methods with a short description of what they can be used for. Using the “Apply” button one method can be used.

On the page for a specific algorithm the user then has to specify input for this method. The input elements are created automatically based on the specifications of the method. For certain input elements a method can also specify ranges of possible values. The input of the user is validated and error messages are displayed should the input be not in a valid range.

Figure 3 Different input types and validations. DivaServices-Spotlight offers automatic generation of input blocks for different types of inputs (a) like numbers, strings, and selection. Automatic validation (b) ensures that the user input is within ranges specified by the method.

Figure 3 (a) shows how various input blocks are generated by DivaServices-Spotlight. Currently it is possible to generate blocks for the following elements: strings (textual data), numbers, selection (one of multiple), and checkboxes. In Figure 3 (b) validation of input elements is visualized. When the user inputs data that is not valid for the given input type (e.g. text data for numbers) an error message is displayed and the user cannot execute the method.

Furthermore, an algorithm can specify that a user needs to select a region within the image. This is needed by methods which want to only work on a subset of the image and can speed up the runtime, as well as the quality of the results of a method (e.g., of text line detection). DivaServices-Spotlight allows for drawing the following selections onto an input image: rectangle, polygons, and circles. These regions are drawn using the mouse. Rectangles and circles can be created using a simple click and drag operation. Polygons are created through manually creating every point of the polygon and clicking near the start point to close it. After creating the various highlighters, they can be edited (e.g., a single point of a polygon can be moved to a new location after creation). The various highlighters are visualized in Figure 4.

Figure 4 The different selection methods; rectangle (left), polygon (center), and circle (right).

Once the user has entered necessary parameters and selected a region on the image (if needed) the execution can be started using “Submit”. The user is notified of the process at the top of the page that shows more information when clicked on with the mouse (Figure 5 (a)). Once the
execution is finished, again the user is notified by a small balloon that pops up in the top right corner (Figure 5 (b)). Also, the counter behind the “Results” link in the menu navigation is increased (Figure 5 (c)).

![Figure 5 Notifications shown to the user about the current status of an execution (a), when an algorithm finishes (b), and the number of available results (c).](image)

### Results

The “Results” page provides the user an overview of all available results. Using the “+” button on a specific result will show him the computed result. On the left side the user sees the input image as well the used parameters and on the right side the user gets a visualization of the results.

![Figure 6 Results of a text line segmentation method. User input (left) is shown together with the computed results (right). Below the images is the JSON information a programmer would receive when calling the methods on DivaServices directly.](image)

Figure 6 provides an example of a detailed result. The user input is shown (left) with the computed result (right). The image view can be manipulated (dragging, and zooming) to get a better view of certain areas. Below each image is the JSON information that is sent to and received from DivaServices. This information should help programmers to see with what kind of information they have to deal with should they decide to integrate that method into another application.

### Using DivaServices-Spotlight for Designing DIA Workflows

We provide an example how DivaServices-Spotlight can be used to design a full workflow. The aim is to build a system that takes an input image and performs OCR on the segmented text lines. For this we need to perform three steps: binarization, text line segmentation, and OCR recognition.

Using the “Save Image” functionality on the result page we save the result image after each step. Figure 7 (a) – (d) show results at each stage using a combination of available methods. Parameters or even method could be changed at each step in order to find the best suited combination.

![Figure 7 Results at different stages in the workflow. The input image (a) is binarized (b), segmented into text lines (c) and processed using an OCR algorithm, leading to its digital representation (d).](image)

Once a researcher is satisfied with the results on a small scale, he could then integrate that workflow into his application by directly invoking the methods on DivaServices using his programming language of choice.

### Conclusion

With DivaServices-Spotlight we provide a web application to interact with all available methods hosted on DivaServices. Researchers can run small scale experiments to experience the possibilities of the different algorithms. Furthermore, the application provides developers with the necessary information they would need to use the methods outside of DivaServices-Spotlight and integrate them into other applications.
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Introduction

The character network of a given narrative (novel, play, film, graphic novel, etc.) models the structure formed by the relations in its character-system (Woloch, 2003). A relation between two characters symbolises their co-presence in parts of the narrative; the entire set of relations between all characters constitutes a formal model of this character-system and lends itself to display and analysis. For example, Moretti (2011) used network modelling to compare the importance of protagonists from Shakespeare’s Hamlet, while Trilcke et al. (2015) created character networks for 465 German plays and used them to initiate a wider study of German Theatre.

Most applications of character network analysis have disregarded temporality, possibly because of its representational complexity. Consequently, all relations in the system are considered as happening at the same time: one cannot distinguish if a given edge symbolises a relation at the start, at the end, or in several parts of the work under study. Furthermore, because temporality is not being accounted for, there is usually no way of relating the network visualisation with the unfolding of the source narrative. While prototypes such as those discussed in Roberts-Smith et al. (2013) offer sophisticated ways of dynamically visualising the text of theatre plays, they do so in a way that is unrelated to character network modelling.

Based on these observations, we set out to develop an open source web application which models the character-system of theatre plays as a sequence of network states synchronised with the actual narrative content (https://github.com/maladesimaginaires/intnetviz). This paper proposes a high-level overview of our application, successively focusing on the underlying structure extraction process, the conception of the graphical interface, and the range of uses envisioned for it. In the conclusion, we evoke the ways in which we intend to develop it and reflect on the potential significance of this development at a more epistemological level.

Tool overview

The underlying workflow has been divided into two parts. First, the text of a play is processed using Orange Textable (http://langtech.ch/textable, Xanthos 2014), an open source text analysis add-on for the Orange Canvas (http://orange.biolab.si/) visual programming environment: in particular, the play is divided into its component parts (acts, scenes, lines) and the characters present in each scene are identified and associated with each line. These data are then imported into a web interface based on the open source D3 JavaScript library (https://github.com/mbostock/d3, Bostock et al., 2011), which allows the user (author, researcher, teacher, etc.) to manipulate the character network without prerequisite installation.

Structure extraction

The workflow is designed to facilitate the later inclusion of new data. The play used in the initial development phase was Molière’s L’Ecole des femmes, as found in raw text format on the Project Gutenberg website (http://www.gutenberg.org/files/43535/43535-0.txt). Theatre plays constitute a privileged input for the automatic extraction of structural information: such information is in general explicitly encoded in these data, as illustrated by the excerpt of Molière’s play reproduced on Figure 1. It is worth noting that the extraction phase can be readily adapted to take advantage of cases where structural information has been formally encoded using TEI-XML annotation for instance, such as the “Théâtre classique” database used by Karsdorp et al. (2015). We are currently investigating the possibility of extending our approach to a large body of plays in this way.

Figure 1. Excerpt of L’Ecole des femmes illustrating the explicit structuration of the data

Structure extraction is performed by a mostly linear chaining of segmentation and recoding operations based on regular expressions which gradually transform the raw text of the play into the tables that will be later used for controlling the web interface. Each table has the same number of rows, corresponding to the extracted lines of
the play. The first table gives the text of each line (lightly annotated in XML) along with the associated character and stage directions (Table 1). The second table indicates the presence or absence of each character when each line is spoken (see Table 2).

Table 1. First rows of the table containing the extracted text and stage directions

<table>
<thead>
<tr>
<th>play</th>
<th>act</th>
<th>scene</th>
<th>line</th>
<th>character</th>
<th>text</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>l'ecole_des_femmes</em></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>CHRYSALE</td>
<td>&quot;Vous, monsieur, òui, vous êtes l'homme qu'il me faut.&quot;</td>
</tr>
<tr>
<td><em>l'ecole_des_femmes</em></td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>ARNOLPHE</td>
<td>&quot;Quoi, de vous demander la chose dont vous m'avez demandé.&quot;</td>
</tr>
<tr>
<td><em>l'ecole_des_femmes</em></td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>CHRYSALE</td>
<td>&quot;Vous connaissez le royaume de l'amour, ce que c'est, je l'ai dit. Un mais, c'est rien tout autre chose.&quot;</td>
</tr>
</tbody>
</table>

Table 2. First rows of the table indicating the presence or absence of each character when each line is spoken (the first four columns are identical to Table 1 and have been omitted, along with the last few character columns)

<table>
<thead>
<tr>
<th>CHRYSALE</th>
<th>ARNOLPHE</th>
<th>ALAIN</th>
<th>GEORGES</th>
<th>AGNES</th>
<th>HORACE</th>
<th>LE BIAUEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Applied to _L'Ecole des femmes_, the process was found to give fairly reliable results: about 98% of the lines were correctly extracted. Most errors could be fixed by determining _a priori_ the set of acceptable character names in a given play. An unexpected source of errors was the assumption that characters could be consistently identified by a single string; even without taking into account situations where a character is explicitly “renamed” as part of a surprise effect, linguistic processes such as the succession of indefinite and definite articles in French discourse lead to formal variations in the designation of characters.

Interface

Data files are then imported into a browser and D3 is used to build an interactive visualisation of the character-system (a demo is available at http://bit.ly/network-demo) where the state of the network is synchronised with the current line (Figure 2). Character nodes are positioned using a force-based layout. Browsing the text simultaneously updates the network, line, and position indicator (act, scene, line). At each step, the weight of edges (expressed by their width) increases with the number of co-presences between the characters up to this point. Similarly, the weight of nodes (their radius) increases with the number of lines spoken by this character.

A character node can be in one of four states. It is:

- “active” when the character is speaking.
- “activated” when it is present in the scene but not active.
- “previously activated” if it was present in the play but is not currently active nor activated.
- “not yet activated” if its first appearance is in a later scene.

The latter state makes it possible to offer a view of the final network state, highlighting absences as well as presences in the earlier stages.

Figure 2. User interface. [Above] Agnès is speaking in presence of Horace and Arnolphe; all characters have already intervened except Oronte and Enrique, who will appear in the final scenes. [Below] Three moments of the unfolding character network (lines 41, 359 and 536)

Uses

We display each line in front of the matching network state for a reason: the network does not exhaust the richness of the play. Since co-presence analysis does not consider the actual content of lines, it cannot—and nor aims to—account for discursive references to characters. However, by extracting an actantial model from speech turns, the tool provides a concise and dynamic representation of the enunciative structure of the play. Paired with background knowledge about theatrical narration, such a visualisation offers new ways of reading.

From a philological perspective, relating sociological variables (gender, age, social status) with structural properties of the network (dynamical statistics, centrality measures, word and line counts) helps clarifying which profiles lead the interactions, which ones merely react to them, and which ones are excluded from them, revealing potential social stigma. By expliciting not only the presence but also the absence of links between certain characters, the proposed visualisation may contribute to a visual and interactive deconstruction of the plays (Derrida, 1967).

By allowing the user to browse through successive pictures of the interactions, the interface provides a unique opportunity to "play" the play and visualise the flow of speech between characters. We believe that this playful
dimension is particularly interesting for pedagogic uses, especially when discovering a new narrative work with students.

Last but not least, our method can also be applied to any text in the course of the writing process. In this context, disposing of a visualisation of existing interactions at each moment of the text may help the writer distance herself from an impressionistic representation.

**Perspectives and conclusion**

One of the most significant benefits of a digital humanities approach is the dialectic relation created between the development of a prototype and the verification of scientific hypotheses. Discussing seemingly trivial design issues like the number of colors requested to map the network relations has frequently led us to expliciting and fruitfully questioning differences in our epistemological backgrounds. Thus we consider the following perspectives not only as potential improvements to our tool but also, more importantly, as opportunities to challenge our own theoretical preconceptions:

- Further enriching the visualisation (e.g. by adding line count histograms or highlighting of the first intervention of a character) would benefit the back-and-forth movement between the content and the structure of a given play.
- The dynamical nature of the interface would enable us to compare the distinctive features of different plays not only in terms of the final state of character networks, but also and more importantly, of their evolution; this should help bring out “interactional styles” and discover *Familienähnlichkeit* (Wittgenstein, 1953) by author or period.
- Other kinds of texts will benefit from such a dynamical analysis: other fictional texts such as screenplays, but also linguistic transcriptions as used in conversation analysis.

By allowing the user to browse the content of a narrative and manipulate an interactive character network, our motivation is ultimately to contribute to a better integration of distant and close reading practices.
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Contemporary studies on social inequality often focus on income or status attainment, but neglect the fundamental underlying relationship between employer and employee, referred to as a ‘labour relation’. This negligence of labour relations (for and with whom one works) was for a long time of no concern, as the employer–employee relationship was predominant in the period after World War II. However, the current fierce debate on the desirability of precarious work among the rising number of freelancers and independent contractors around the world, as well as the increased media attention and consumer awareness of ‘forced labour’, shows that employer–employee relationship is not a universal constant, but the result of a much broader historical context. Moreover the interest in the historical context of social inequality is now bigger than ever, judging by both the academic and media.
impact of recent publications (e.g. Clark, 2014; Piketty and Goldhammer, 2014; van Zanden et al., 2014).

In order to describe and explain the historical context of shifts in labour relations and to recognize global connections between these shifts, a taxonomy of labour relations covering the past five centuries was devised by the participants of the Global Collaboratory on the History of Labour Relations (https://collab.iisg.nl/web/LabourRelations/; Figure 1). This collaboratory – hosted by the International Institute of Social History in Amsterdam (http://www.socialhistory.org) – has grown in the past decade to an online scholarly community of dozens of regional experts across the world and from various scholarly disciplines, such as social and economic historians, archaeologists and sociologists.

Using the taxonomy (Lucassen, 2013) (Figure 1), accompanying codebook and guidelines for data entry, the global collaboratory has gathered data on labour relations for more than twenty countries, using five temporal cross-sections (1500, 1650, 1800, 1900, [Africa: 1950], 2000) (Brown and van der Linden, 2010; Hofmeester and Moll-Murata, 2011; van der Linden, 2008; Lucassen, 2008). Databases of many more countries and regions are currently being prepared. For each country and cross-section a set of scholarly products are created that consists of a predesigned database with 1) population and demographic data and 2) details of the labour relations. A methodological paper explaining the choices made in the data collection for each country and time period accompanies the database. Both the database and methodological paper are verified before they are provided online as open access publication.

Figure 1. The taxonomy of labour relations, 2015

Until now, most of the data gathered are manually derived from aggregated sources, similar to contemporary occupational censuses, mainly for the period before 1800. The main aim of this paper is to present an algorithm that was developed to automatically derive labour relations from digitized census materials. We therewith improve on the traditional way of working in the following ways. First, our algorithm specifically applies to the biggest two projects that digitize census materials in the world NAPP and IPUMS, therewith providing a major contribution to the collection of labour relations for the post 1800 period and for the entire world.

A second advantage of the algorithm is that it provides the first alternative derivation of labour relations and thus can be used to test the reliability of the traditional derivation of labour relations. For many of the digitized censuses both original aggregated tables as well as the individual level data have been preserved, thus allowing for a reliability test of both methods.

The third advantage our algorithm provides is that is able to derive labour relations from individual level census data, thus allowing for more rigorous tests of hypotheses on labour relations. For until now, labour relations have just been gathered from aggregated census tables, only allowing for national comparisons and hypothesis testing. Also labour relations for the past two centuries have only been gathered for three cross-sectional years, while census data is available by decade from ca. 1850 onwards. By being able to attach labour relations to individuals, for the first time descriptive results on heterogeneity of labour relations within countries as well as over time will become available. Moreover, researchers will be much more able to zoom in on the characteristics related to changes in labour relations, such as individual characteristics (e.g. age, gender, education), household composition (e.g. extended family, sibling composition), and historical context of the municipality, region or state (e.g. level of development, political orientation) and therefore be able to provide more rigorous tests of hypotheses on changes in labour relations.

For this purpose, an algorithm is created to allocate labour relations to each of the millions of individual records that are part of the IPUMS databases. This algorithm was first tested on the censuses of the United States between 1850 and 2010. While an earlier version was written in R, the current algorithm was written in SPSS syntax, a fourth generation programming language, as SPSS proved to be better equipped for our purpose and to handle the large file sizes (4–10 GB). In the end, the algorithm will be available to all users of the IPUMS databases.

Starting from the total population, in each iteration a proportion of the records was allocated to a certain labour relation until all records were assigned. Different variables were used or combined, including age, class of worker, employment status, whether someone was considered in the labour force, their occupation, whether they lived on a farm. Here, the order of the different allocations is very important. Broadly speaking, the algorithm moves from the general to the detail. The end result is an enormous database of labour relations, both in the United States and the wider world. This allows us to study shifts in labour relations in much more detail than before (for example: Figure 2). As the census also includes numerous other information, including for instance place of residence, it is also possible to study in great detail geographical factors
(Figure 3, or the role of education, gender, age, ethnicity, household composition, migrant status, wealth, and many other things.

Figure 2. Likelihood that one changes labour relation

Although the IPUMS project has done much effort already to harmonise the different census data, and although historical census takers were also much aware of the need to create uniform censuses both national and trans-national, the algorithm can easily be adapted to the specifics of each of the sources used by the Collaboratory. This means that changes in categories in the census, but also changes in the meaning of census category labels can be adapted to. A future goal is to create an updated version of the algorithm, that allows not only an allocation of a labour relation, but also provides a certainty value. This update is expected in the coming months. Also, in our paper, in addition to presenting the algorithm itself, we will provide a complete research cycle for the US census data from 1850-2013. We start by deriving the labour relations for each of the census years and show our census-specific adaptations of the algorithm to account for historic changes in census taking, such as changes in instructions or the meaning of census category labels. Next, we will describes shifts in labour relations in the US for the period under study using amongst others animations as depicted in Figure 3. Finally, we will derive and test hypotheses on acts that affect self-employment in the US, such as the Midwives Act, that forced women out of self-employment.

Figure 3. Still of an animation of changes in self-employment in the US, 1850-2013
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Huge amounts of comics are being published on a daily basis. However, the textual data that are circumscribed in comics’ speech balloons and thought bubbles are highly unstructured, and very hard to automatically extract and digitize. Several automatic techniques have been used to automatically detect the shapes, sizes, and contents of speech balloons and thought bubbles leading to automatic text digitization and localization in comics (Rigaud et al 2013; Ho et al 2012). Such advances open new horizons for a myriad of text mining applications to comics, namely, automatic indexing, searching, recommendation and visualization.

Named Entity Recognition (NER) is a task of information extraction under text mining that aims to identify in-text references to concepts such as people, locations and organizations, mainly in unstructured natural-language text. NER is very useful for text indexing, text summarization, question answering and several other tasks that enhance the experience between humans and literature.

In a previous study, we developed a simple and original method of Unsupervised Named Entity Recognition and Disambiguation (UNERD) (Mosallem et al 2014) to automatically extract names of people, locations and organizations from French and English (Abi Haidar et al., 2016) newspapers. We then used the text coordinates in the ALTO XML format to automatically locate and highlight the named entities detected by UNERD on the scanned image of the newspaper (Abi Haidar et al. 2014). Last, we used UNERD to detect and visualize named entities from French newspaper during the period of the first world war (Abi Haidar et al 2016).

The main challenges encountered in unsupervised NER have been identified and addressed with our original UNERD method when applied on English and French newspapers and French literature. These challenges include but are not limited to named entity disambiguation, named entity boundary detection, and domain-specific dictionary attribution. In comics, in addition to the aforementioned challenges, the case-insensitive text extracted from comics adds the challenge of proper noun detection that we used to handle using POS tagging. We used TreeTagger (Shmid 2005) POS tagger to detect proper nouns, however and like other POS taggers, it works only when applied on case sensitive text.

Here, we use a variation of our UNERD method to detect names of fictional characters in a database of unstructured text from comics that has been recently digitized by our partners at the L3i Labs using an active contour model for speech balloon detection (Rigaud et al 2013). Au lieu of POS tagging for proper noun extraction, we filter stop words that constitute a 5000 word list of most frequent French words. For the dictionary, we use the freebase dictionaries of fictional characters and characters in fiction novels from Freebase. The comics digitised data amounts to around 8000 case-insensitive words in the French language. We evaluate our method’s precision by analysing the predicted character names.

Out of 182 predictions of character names made by UNERD, 113 names were correctly predicted. This precision of 62% cannot be compared to that obtained in our previous results with UNERD when tested on case sensitive textual data. We also did not compute the coverage since we do not have any gold standard or any annotated data. In the table below, we see the most frequent characters that were automatically detected. The terms ‘FLIP’ and ‘HUM’ could be discarded by adding a list of onomatopoeic terms to the list of stop words thus improving precision to 68%. Our precision compares well to results presented in Cornolti’s meta-study of Named Entity Recognition/Entity Linking resulting in a precision of 69% (Cornolti et al 2013). The extracted character names are then associated with page numbers to help with the automatic indexing of characters that is otherwise very costly in time and human resources. Co-occurrences of character names in the same page are used to detect dialogues or
interactions between the characters. Such information, along with the mere occurrences of character names, are used by our partner, Actialuna, in order to enhance digital comics recommendation. Our method can be applied to extract entities from other case-insensitive texts by simply adapting the dictionary to the targeted text. Our results are preliminary and have been tested on a tiny database that is currently being updated.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Entity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>CASTOR</td>
</tr>
<tr>
<td>2</td>
<td>COW-BOY</td>
</tr>
<tr>
<td>2</td>
<td>CYBORG</td>
</tr>
<tr>
<td>2</td>
<td>Doc</td>
</tr>
<tr>
<td>2</td>
<td>FRED</td>
</tr>
<tr>
<td>2</td>
<td>Keuf</td>
</tr>
<tr>
<td>2</td>
<td>Lamisseb</td>
</tr>
<tr>
<td>2</td>
<td>LET</td>
</tr>
<tr>
<td>2</td>
<td>LONGUE-VUE</td>
</tr>
<tr>
<td>2</td>
<td>PHILEMON</td>
</tr>
<tr>
<td>2</td>
<td>PILOT-BOAT</td>
</tr>
<tr>
<td>2</td>
<td>PRESIDENT</td>
</tr>
<tr>
<td>2</td>
<td>RAT</td>
</tr>
<tr>
<td>2</td>
<td>Stock</td>
</tr>
<tr>
<td>3</td>
<td>HUM</td>
</tr>
<tr>
<td>3</td>
<td>JEAN-MICHEL</td>
</tr>
<tr>
<td>3</td>
<td>JOHN</td>
</tr>
<tr>
<td>3</td>
<td>KID</td>
</tr>
<tr>
<td>3</td>
<td>LEO</td>
</tr>
<tr>
<td>3</td>
<td>Li</td>
</tr>
<tr>
<td>3</td>
<td>MIN</td>
</tr>
<tr>
<td>3</td>
<td>NEAR</td>
</tr>
<tr>
<td>3</td>
<td>NEW-YORK</td>
</tr>
<tr>
<td>3</td>
<td>PILOTE</td>
</tr>
<tr>
<td>3</td>
<td>PIRANHA</td>
</tr>
<tr>
<td>3</td>
<td>Traffic</td>
</tr>
<tr>
<td>4</td>
<td>ACHETé</td>
</tr>
<tr>
<td>4</td>
<td>BILL</td>
</tr>
<tr>
<td>4</td>
<td>DEMON</td>
</tr>
<tr>
<td>4</td>
<td>DOC</td>
</tr>
<tr>
<td>4</td>
<td>Zig</td>
</tr>
<tr>
<td>5</td>
<td>MAN</td>
</tr>
<tr>
<td>5</td>
<td>STEVE</td>
</tr>
<tr>
<td>8</td>
<td>BOY</td>
</tr>
<tr>
<td>8</td>
<td>CINDY</td>
</tr>
<tr>
<td>8</td>
<td>DOLLY</td>
</tr>
<tr>
<td>8</td>
<td>FLIP</td>
</tr>
<tr>
<td>12</td>
<td>NEMO</td>
</tr>
</tbody>
</table>
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**Introduction**

Mastering a complete workflow for creating editions when the editor works alone, or has no access to technologists, has proven challenging, leading to the creation and adoption of tools that make the final product conform to
pre-determined models (Burnard et al., 2006; Pierazzo, 2015). Although having access to such tools can be very salutary in many cases, the need remains for independent scholars to be able to create their own editions based on unique visions, without recourse to grants or large teams. One of the main challenges we face to achieve these goals is our limited ability to train humanities students in the span of a semester the full stack of skills they would need in order to create digital editions according to standards (MLA, 2011). We believe that by adopting a minimal computing (http://go-dh.github.io/mincomp/) approach, we can achieve such a goal.

This paper reports on a classroom experiment done during a course entitled Creating a Minimal Edition: From the Manuscript to the Web, that tries to address these issues in context. The main goal of the course is to introduce students to textual scholarship in general, and to digital scholarly editing in particular (Fraistat & Flanders, 2013). Our core goal is to build a TEI-to-Jekyll workflow and a simple customizable web template to be used for small digital editions, and release it openly to scholars. Underneath our prototype, we adopt the principles of minimal computing. By minimal we understand computing done under a set of significant constraints, where we reduce the stack to the minimum needed technology to accomplish a scholarly need: in this case to produce a critical digital edition that meets standards and teach the necessary skills to students within the course of one semester.

We use our created template to publish a small-scale digital scholarly edition online of one of the most remarkable Spanish literary works, the Lazarillo de Tormes (16th century). The course is conceived as a combination between collaborative research and digital humanities design. At all steps of the process, instructors and students work together toward the completion of the digital edition. The course is divided into lectures and recitation sessions. The first is an opportunity for students to become familiar with central ideas in textual scholarship, while focusing on the textual situation of the Lazarillo; the second allow us to put those ideas into practice in the creation of the digital edition.

Underneath our proposal, there are three main theoretical axes of different nature: ethical, technological, and scholarly.

First, we would like to underscore some issues related to execution and interfaces. Well funded research projects may afford IT services or the creation of standalone systems or ‘workstations’ to build and publish their edition, but this is the best case scenario which sometimes is made publicly available; but not always these interfaces are flexible enough and not usable by people with few IT knowledge. Digital scholarly edition, and specially workflow and interfaces, need to be more diffused, more used, easier to build and less expensive, inspired in what has been called the “bricks approach” (Pierazzo, 2015: 116-117). Hence, the need to offer a simple framework that begins on an XML-TEI dataset and ends in a minimal interface, customizable by the user.

Second, and tightly connected with the ethical component, is the relevance of technological choices, which deals with two main issues: the use of available standards and the open source ethos. We believe that digital scholarly edition, and DH in general, must rely on free and standards web services and technologies. Furthermore, we align our project on what it has been called "open source critical edition" (Bodard and Garsés, 2009) underscoring the need to make available all the datasets and scripts involved in the project.

Third, we are aware that for our show-case scenario the term “scholarly edition” is somewhat simplified. For our goal we understand “scholarly” in a large sense where the scholarly paradigm and a critical approach to primary sources are applied. Our work consists on the critical representation of one historical document, taking into consideration the full textual tradition (4 printed editions from the 16th century) of the literary work. The scholarly paradigm is obviously rethought from the digital perspective, giving special attention to execution and workflow, that is to say, giving room to understand concepts such as modeling and presentation. Furthermore, we wish to insist in two other main issues connected with DH discussions. On one hand, the fact that scholars need to take full control of their digital tools, as well as understand digital methods from their hermeneutical point of view. On the other one, we explore complex issues such as collaboration and authorship, in our case, wagering for a GitHub proposal.

Description of the Course

The course is divided into six main units and is conceived as a collaborative project, where each student is in charge of a main chapter of the literary work.

First, we offer a general introduction to textual scholarship and text editing, paying attention to scholarly editing trends from the 19th century to the present, through a selection of core readings in the field. We also offer a theoretical framework for digital editions, specifically to help students understand how digital editions differ from their traditional counterparts. Afterwards, students are introduced to Github and acquire the methodology needed to work collaboratively. The goal of these two sessions is to create a collaborative and robust work environment, and to ensure that all students gather the basic skills to become fully involved. In Unit 2, we present the primary source: the historical context, the argument, the literary relevance and the text of the Life of Lazarillo de Tormes and of His Fortunes and Adversities. This work, published in 1554, is one of the first novellas in Iberian literature and a classic in the picaresque Spanish tradition. We then start planning the digital scholarly edition and its workflow. Students gather the basic approaches to the data modeling...
and conceptualize the text as a document object, starting from the analysis of the primary source. The next Unit is devoted to the eXtensible Markup Language and the Guidelines of the Text Encoding Initiative. Students gather the basic principles of the Extensible Markup Language, following the Guidelines of the Text Encoding Initiative. We also offer a general overview of the concepts of schemas (RelaxNG) and ODD documents. Each student is in charge of pursuing a textual encoding, marking up the main features: structural parts, typographic features, dates, place, and person names. They also become aware of the process of quality assurance of the text encoding of their peers.

The next steps of the process consists, on the one hand, in introducing students to the basics of Markdown, HTML and CSS, giving students the opportunity to think about data transformation, and to participate in the design and the final presentation format of the edition. On the other, we focus on inputs and outputs and textual migrations. The central node is the eXtensible Stylesheet Language Transformation, and the conversions from text encoding (XML-TEI) to the web (Markdown/HTML).

The last part of the course is devoted to web infrastructure and web publication. Students learn how to build a static website with Jekyll, dealing with the different technologies needed (HTML, CSS, Liquid, Markdown), and how to transfer their work from GitHub to GitHub Pages. We conclude with a minimal introduction to JavaScript, meant to introduce students to simple document interface: in this case the manipulation of the dates, places and person names marked up in the TEI.

As learning goals, we want our students to be able to participate in an authentic research and editing project, engaging in all steps of the process; to become aware of the challenges and opportunities of the digital medium for scholarly research and editing. We aim to teach how to apply different methods and technologies, to grasp the value of standards, and to understand data modeling and transformation from a theoretical as well as a practical perspective (Rehbein & Fritze, 2012). As a "technical" outcome, we seek to offer the basic skills to work independently in several languages (XML – TEI, HTML and CSS, XSLT, Markdown, Liquid, JavaScript), and a basic understanding of infrastructure (Jekyll, GitHub, Github Pages). Because this course is meant for students of Spanish as well, our program allows students to improve their Spanish language skills while engaging in public-facing, task-driven scholarship.

Our presentation will give us the opportunity to present the online version of the course, the results of the collaborative edition created along the 27 lectures of the semester, and, finally, to release the first prototype for minimal editions as a Jekyll template, in the hope that can be useful to other DH courses and projects.
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Karl Barth’s Church Dogmatics (Barth, 1969-80) is widely considered to be one of the most influential works of Christian theology since the Reformation, and within it Barth’s doctrine of election is considered a decisive contribution to modern theology (Webster, 2004: 1, 88, 93; von Balthasar, 1992: 174). Briefly, the doctrine of election, as a theological topic, describes the manner of God’s salvific work, particularly how God determines those who will be saved. Barth’s genius was to inscribe election within the relationship of the Father and the Son, Jesus of Nazareth, so that God is both the electing God and the elected human, and the humanity of Jesus is elected even while the divinity of Jesus is condemned. Over the past two decades, theologians have engaged in a rich questioning of the significance of Barth’s doctrine of election for his own theology. His elaboration of the doctrine occurs in the document sections, traditionally referred to as paragraphs, numbered 32 through 35 (of a total of 73 plus a fragment), with paragraph 33 being...
the primary location for Barth’s innovative reworking of the doctrine of election. Some scholars, such as Bruce McCormack (McCormack, 2000, 2010) and Paul Jones (Jones, 2011), contest that election is a turning point in Barth’s theology, decisively shaping the remainder of the *Dogmatics* to the point that some formulations after election are incompatible with formulations made prior to the doctrine of election, particularly within the context of Barth’s Trinitarian ontology. Others, such as George Hunsinger (Hunsinger, 2000, 2008) and Paul Molnar (Molnar, 2002, 2006), argue that while the doctrine of election is the heart of the *Dogmatics*, it is a part of a consistent and coherent whole, and does not mark an incompatibility between what comes before and after.

This paper engages the question of the significance of the doctrine of election, as elaborated in paragraphs 32 through 35, to the whole of the *Church Dogmatics* through algorithmic approaches. It suggests that if a portion of a corpora strongly determines the rest of the corpora after its appearance, there will be textual traces, such as changes in word frequencies and common semantic groupings, that can be detected through computational analysis. It approaches the corpora, consisting of the entire *Church Dogmatics*, including prefaces and forewords written by Barth as well as his unfinished fragments that have been published as the final volume of the *Dogmatics*, though a variety of analytic techniques.

The initial explorations are conducted through topic modeling in order to discover hidden thematic structure in texts (Blei, 2012). Using Mallet, we first run topic models on different collections of paragraphs, from 15 to 30 topics, to discern the thematic structure of the entire corpora, noting especially those topics that seem definitively about the doctrine of election. Given the hypothesis that the *Dogmatics* from paragraph 36 on is determined by the theme of election in a way that the paragraphs leading up to paragraph 32 are not, we break the corpus into paragraphs 1 through 31, 32 through 35, and 36 through 73 plus the fragment that Barth was writing before his death. We then run topic models with the number of topics ranging from 15 to 30, looking for the presence of topics indicating the doctrine of election. We also run similar models for the entire corpus minus paragraphs 32 through 35 in order to see whether election would appear as a theme in the *Dogmatics* without the presence of the paragraphs explicitly committed to explicating the doctrine. Examining the results, we find that election fails to surface as a topic at most levels of granularity when paragraphs 32 through 35 are not included. We find that at all levels of granularity in which the topics are meaningful and coherent, election does not appear as a topic in the corpus consisting of paragraphs 36 through 73, plus the fragment, and we offer an interpretation for why this is the case based on the rhetorical strategy that Barth employs throughout his lengthy work.²

Our topic models not only provide data for interpretation, but also supply a vocabulary for focusing further computational analysis. Based on words we determined to be distinctive to the theme of election, we examine overall frequency of key terms across the whole corpora, tracking the rise and fall of language specific to election. We also use term frequency-inverse document frequency (tf-idf) to examine which terms are particularly characteristic of individual paragraphs, paying attention to words typically associated with election (Kilgarriff, 2001; Garside, 2000). In a similar vein to that of our topic models, we determine mean tf-idf values for all features (words) in the broken down corpus, consisting of the same three chunks as determined above, at the levels of unigrams, bigrams, and ngrams (n=1-3). Looking especially at the bigram and ngram results, we do see shifts in the importance of some features that fit the hypothesis that Barth’s doctrine of election determines the rest of his work. If the proponents of this thesis are correct, there should be an increase in reference to Jesus Christ due to a stronger Christological shift, and a greater sense of the humanity of Jesus due to the election-based eternal identification of the Son, the second Person of the Trinity, with the historical human Jesus of Nazareth. We do see a rise in the importance of ‘Jesus’ in the unigram set, and in the ngram set see the bigram ‘jesus christ’ appear in the election and after election corpora. In the bigram set, we see ‘elected man’ appear in the election set, which in Barth’s paragraph 33 references Jesus, and interestingly find “man jesus” as the fifth most characteristic bigram of the after election corpora. In relation to the text, we interpret this as an indication of the increased importance of the humanity of Christ in the election and after election corpora.

Based on these results, we explore two conclusions. While our analysis of frequencies and tf-idf values does seem to support the hypothesis that Barth’s doctrine of election is a determining point in the *Dogmatics*, the connection between high value features and a substantial

---

² Image of the graph of topic distributions across the Church Dogmatics. Each column is one paragraph.
conceptual shift is difficult to determine, especially when the conceptual shift regards that ontology underlying theological developments in many doctrinal loci. Our topic models likewise were inconclusive in identifying shifts in the corpus that could be attributed to the paragraphs on election. We suggest that Barth's style of writing, which notoriously circles around and repetitively approaches topics from different angles, though with a traditional theological vocabulary, proves resistant to current algorithmic approaches in textual analysis.

Fig. 2: Top 15 tf-idf weights at unigram level

Fig. 3: Top 15 tf-idf weights at bigram level

Fig. 4: Top 15 tf-idf weights at n-gram(n=1-3) level
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Notes

1. Barth’s *Church Dogmatics* are broken down into volumes, part-volumes, paragraphs, and sections. Paragraphs are the primary organizing unit, though, and each constitutes a coherent thematic whole.

2. In his text, *Barth*, Webster notes that Barth’s, ‘preferred method of exposition, especially in the *Church Dogmatics*, is frustrating for readers looking to follow a linear thread of argument. Commentators often note the musical structure of Barth’s major writings: the announcement of a theme, and its further extension in a long series of developments and recapitations, through which the reader is invited to consider the theme from a number of different angles and in a number of different relations’ (13). Barth frequently circles around his topics, returning again and again to various doctrines through different paragraphs, in each case attempting to approach in such a way as to show something new.

430
In the late 19th century, thousands of industrially produced consumer items flooded into extraterritorially governed, internationally regulated, Chinese, treaty port cities. Foreign commodities were products, and formed the backbone of new, urban, popular consumer culture. Consequently, the advertising industry infiltrated commodity brands and branding techniques into everyday life making commodity images a paramount symbol of civilized urban life. Advertising ephemera thus provides researchers with the conditions for thinking about modernity par excellent since it breaks data free of its origins to demonstrate how concepts embedded in ads ingratiate all consumer cultures (Barlow, 2012).

To force advertising to speak clearly, we launched the Chinese Commercial Advertisements Archive (“CCAA”) and ‘metadated’ (Lev Manovich’s term) more than ten thousand high quality images from microfilm copies of three, major, commercial, Chinese newspapers, in the period of 1880 to 1940 (Manovich, 2002). CCAA applies customized metadata schema based on the structural standard, Dublin Core, to each digital image of advertisement, entering all relevant information e.g., cartoon, brand icon, word texts and syntax, plus street names and business titles. Our metadata include: descriptive content, contextual information, bibliographical, technical and image sources of location, copyright status, and owning institution.

Scholars had already studied categories like hygienic/卫生), modern/现代, human/人类, eugenics/优生, and female/女性 in commercial/common ideas. They sampled image-based advertisements in libraries using newspapers, facsimiles and microfilm/fiche. Though more recent research projects have done a poor job of digitizing advertising, still we cannot ignore ad digitalization because historians are still generalizing from a fraction of ads that make up any potential archive. To avoid wasting time and to collaborate with other scholars developing what Franco Morreiti calls ‘distance reading,’ we seek to connect concepts appearing in advertisements to concepts found in sociological texts employing statistical text mining of advertising copy (Hayles, 2012).

Space prevents a full literature survey here, but we have met with pioneering researchers Professor Peter Bol of ‘China Biographical Database Project’ at Harvard University and Professors Zheng Wenhui and Liu Zhaolin, co-PIs, ‘Database for the Study of Modern Chinese Thought and Literature (1830–1930) ’ at Taiwan National Chengchi University, and now have available over 30,000 annotated ad images which our proposed paper will use to augment evidences and expand analysis.

On the basis of these 30,000 annotated, newspaper, advertising images, our work is generating a text-mining model for advertising language, a language presenting historically anchored technical difficulties as follows:

1. Lack of word boundaries and punctuation. Word boundaries in Chinese are invisible; worse, ad slogans are not punctuated. Raw data is just a sequence of unsegmented Chinese characters which means text mining in Chinese is comparatively tough.

2. Lacks definitions of vocabulary. Ad texts contain lots of instable, idiosyncratic technical terms, like company names written in different ways, transliterated brand names, product names and so on that we discover during the text mining process.

3. Lack of training data. Most Chinese text mining methods depend on high quality training data, and will fail if the target texts are remarkably different from the training data. Considering that the advertisements that interest us are from regional newspapers over a long period, ad writing style is uncertain due to local linguistic differences. We cannot rely on current training data employing modern Chinese to establish models for mining 1920s syntax, vocabulary, punctuation (or lack of it) word use, semantic references, ideograph variation for 100-year-old print media.

4. Difficulties distinguishing technical and background words. Ad texts are a mixture of technical and background phrases, so it is not a trivial task to distinguish technical terms, our true interest, from noise, words rarely used a century after the ads were published.

We have overcome many of these roadblocks using statistical methods for Chinese text mining and knowledge discovery. Text mining allows us to: 1) discover potential associations among features and terms extracted from advertisements; 2) build links among these and ideological trends in the treaty port urban areas of China during our period by developing Deng Ke’s statistical text mining method to establish indices of technical terms (“TT”) and metadated association patterns among technical terms (“APTT”) (Deng, Geng and Liu, 2014). Word Dictionary Model (“WDM”) and Advanced Word Dictionary Model (“AWMD”) are tools for word discovery, text segmentation and entity recognition of Chinese texts when training data are not available. WDM can be extended into an AWDM.
to achieve automatic recognition of TT (distinguishing technical terms from background words/phrases). In this case, technical terms mean the specific phrases we choose from datasets or metadata of images, and establish as concepts in the network.

To this purpose we are developing the following indices: 1) Bibliographical (volume, issue, page numbers, location, date) to enable statistical analysis of ad publication frequency in one or several newspapers over the course of one or many years. 2) Contextual Informational (brand, product category, company, agency, retailer’s address, registered nationality) allowing users to establish a statistical picture of a commodity, in specific newspapers, geographical locations and decades. 3) Content index (sorting by drawing of male, female, elders, youth, middle age people, infant, human, animal, plant, Chinese, foreigner) meaning ad images are hybrid artifacts, mixing text and cartoons; 4) Theoretical categories (the modern, human, woman) to identify categories used aggressively in ads. Once TT in each and every advertisement have been successfully located and the indices of TT identified, we can reveal the APTT of ads, defined as subsets of technical terms that tend to co-occur in an advertisement frequently. With TDM, association pattern discovery can be converted into a statistical inference problem and solved by statistical means.

Second, we seek concept networks that connect key concepts embedded in ads to sociological theories. The Concept Network (CN) is a graph that can efficiently present domain knowledge and reasoning based on it. Each CN node is a concept corresponding to an entity or a technical term. Thus if concept A appears in the definition of concept B, we add a direct link from A to B and domain topology will eventually reflect the structure of the knowledge system: closely related concepts are direct neighbors or locate in the same neighborhood, while concepts belonging to different disciplines or areas will be far away from each other in the graph. Building CN requires indices of concepts and their descriptions. Traditional dictionaries might be a source and our period shows an efflorescence of dictionary publication. Another source is online knowledge databases, like Wikipedia. However domain knowledge of sociological theories are not represented in any language or in any period anywhere on the World Wide Web. To compensate, we are erecting an ontological knowledge database of sociological theories as these appeared in journals, books, articles and the archived documents, ‘Social Thought in Modern China, 1830–1940’ (STMC). With an ontological database, we can open our sharing platform to define and describe key concepts and relationships among them. Interdisciplinary by design CNMACMS users are welcome to participate by entering data into the databases to improve our model.
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Over the last two decades, an important amount of work has been carried out by cultural heritage institutions to make their collections available online. How are these digitized collections discovered, discussed and shared on the Web?

The digitized heritage around the First World War (WW1) is an ideal area for such analysis: many digitized collections, centenary anniversary (2014–2018) and an important activism around the Great War. Family, local and militant history are the main motivations of persons that get involved in the history of WW1 (Offenstadt, 2010).

Who are the users who publish or discuss around WW1 on the web? Are they amateurs, experts, academics? How do they publish, share and comment digitized documents? These questions matter for the development of Digital Humanities, but also to those in charge of managing the collections. We conduct an exploratory analysis to understand how the activity around the war is visible in the digital space.

Our research consists of two steps:

1. Identification and categorization of web sites dedicated to WW1 and network analysis of the links between those sources, in order to draw an overall cartography of Web activity on WW1 and to identify the position of amateurs.

2. Focus on one of the main nodes in the web cartography (a forum dedicated to WW1), to analyze the forms of circulations of digitalized documents.

We also conducted a series of semi-structured interviews with participants.

Corpus and methodology

The web is ephemeral: working on web archives allows us to rely on a stabilized corpus, which guaranties the reproducibility of the research (Brügger, 2013). Bibliothèque Nationale de France (BnF), in charge of archiving the French web, created a specific web archive collection dedicated to the centenary of the WW1, based on web sources chosen by librarians. The process of archiving is regularly repeated. Our research relies on the November 2014’s archive (9,698,633 Urls for a total size of 800 Gb).

The first step of our analysis consists of generating an oriented network graph on web archives to study the relations (materialized by hyperlinks) between web sources related to WW1. We can consider a link as a pragmatic activity of citing or referencing sources (documents, web sites etc.), although in our approach we are not able to qualify the exact nature and function of the link (Saemmer, 2015).

To make the large-scale graphs readable, the nodes in the graph correspond to the seed urls chosen by librarians and all the data crawled from each url is aggregated to it. Librarians, in charge of web archiving, qualify the producers (or authors) of the websites. Depending on this categorization, we will distinguish institutional websites (public and official, red) and personal websites (personal and associative, blue).

Mapping WW1 on the Web

The network graph allows to evaluate the place of “amateurs” websites compared to institutional sources. Basic characteristics of our network are calculated using Gephi (Bastian et al., 2009). The network consisted of 514 nodes and 3713 edges with an average degree of 7.22. The average network distance between all pairs of nodes (average path length) is 2.78 edges with a diameter (longest distance) of 8 edges. The clustering coefficient (the degree to which they tend to cluster together) is 0.27 and the modularity index is 0.28. Overall, WW1 French network is made of highly connected pages (~2.7 edges per node) and shows small-world scale-free network properties (Humphries et al., 2008; Watts et al., 1998) with high clustering coefficient, short average path length and a degree distribution following a “power-law” (small-world-ness index = 15).

Figure 1. Cartography of web sites dedicated to WW1 (degree>30)
More than half of the sources (52%) come from personal websites that are involved in WW1 as a serious leisure, but not as a profession. The institutional sites are less present (36%).

To detect influential actors on our network, we use the degree centrality which is simply the number of direct relationships that an actor has, the sum of outgoing and incoming links. The network is visualized in Figure 1 by using Gephi, Force Atlas 2 algorithm (Jacomy et al., 2014) as layout with node sizes proportional to their degree centrality. The two main actors are centenaire.org, the official site dedicated to the Centenary, on one side and pages1418.mesdiscussions.net, a web forum managed by amateurs, on the other. Around them, we can distinguish two clusters: the red gathers the institutional sites, while the blue (bottom) gathers all the personal web sites that are intensely interconnected. The forum (Pages 14-18) has a specific position: although it is immersed in the middle of the amateur sphere, it is well connected to institutional sources, because users of this forum are mediators to institutional resources. The forum constitutes a community of practice (Lave and Wenger, 1991): questions and answers on one side and discussions on the other are two kinds of interactions that allow to share and elaborate knowledge collectively (Conein and Latapy, 2008). Thanks to the forum, a lot of personal websites emerged, each of them dedicated to a specific regiment of foot. Experts of those regiments are the authors of those website that accumulate documents (public and personal documents and photographs) on each soldier, each battle, each place occupied.

Degree centrality considers only direct relationships, we also use Hubs and Authorities, known as HITS (Kleinberg, 1999) algorithm. A hub is defined as an actor that points to many other actors and an authority is defined as an actor pointed by many others. HITS algorithm calculates two scores for each actor, hub score and authority score, in a mutually reinforcing way based on the idea that a good authority must be pointed to by several good hubs while a good hub must point to several good authorities (Table 1).

<table>
<thead>
<tr>
<th>Top 5 Authorities</th>
<th>Authority Score</th>
<th>Top 5 Hubs</th>
<th>Hub Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>memoiredeshommes.sga.defense.gouv.fr</td>
<td>0.0199</td>
<td>pages14-18.mesdiscussions.net</td>
<td>0.0379</td>
</tr>
<tr>
<td>centenaire.org</td>
<td>0.0135</td>
<td>centenaire.org</td>
<td>0.0276</td>
</tr>
<tr>
<td>crid1418.org</td>
<td>0.0127</td>
<td>guerre1418.fr</td>
<td>0.0251</td>
</tr>
<tr>
<td>chtimiste.com</td>
<td>0.0125</td>
<td>combattant.14-18.pagesperso-orange.fr</td>
<td>0.0175</td>
</tr>
<tr>
<td>gallica.bnf.fr</td>
<td>0.0124</td>
<td>verdun-meuse.fr</td>
<td>0.0163</td>
</tr>
</tbody>
</table>

Table 1: Hubs and Authorities

Some authorities, like memoiredeshommes.sga.defense.fr and gallica.bnf.fr, have a very specific profile: as documents warehouses, they receive a lot of links but do not point to other resources. The Centenary website is at the same time a top level authority and hub. The forum, pages1418.mesdiscussions.net, and other personal websites are hubs that point to a relatively large number of authorities.

Forum activity of citations

Based on the specific position of the forum, we decided to focus on it. This forum, founded in 2004 by an amateur, has gradually become a reference site in terms of exchanges and discussions on the WW1. It is a highly active platform with about 400,000 messages in 10 years and about 18,000 subscribers.

This forum was archived by BnF in January 2015 and we rely on this corpus for our work. For analysing the activity of citing, we classified the citations into four categories:

- **Message_Citation**: using a part of previous message
- **Quote**: text inserted using another source
- **Links**: hyperlink by using 'link' tag
- **Images**: hyperlink by using 'img' tag

![Figure 3. Number of messages published in the forum by year](image)

![Figure 4. Citations distribution over time](image)
As shown by Figure 4, while the usage of quote and message citations stays stable, the usage of links and images increases over time according to the increase of digitized documents available on line.

In the corpus, we identified 255,374 image or link citations, an average of 1 citation for 2 messages. We extracted their domain name. The ten more cited domains, which represent 60% of total links, are shown in Table 2.

<table>
<thead>
<tr>
<th>Netloc</th>
<th>Fréquence</th>
</tr>
</thead>
<tbody>
<tr>
<td>images.mesdiscussions.net</td>
<td>91990</td>
</tr>
<tr>
<td>pages14-18.mesdiscussions.net</td>
<td>9636</td>
</tr>
<tr>
<td><a href="http://www.memoiredeshommes.sga.defense.gouv.fr">www.memoiredeshommes.sga.defense.gouv.fr</a></td>
<td>8984</td>
</tr>
<tr>
<td>gallica.bnf.fr</td>
<td>6721</td>
</tr>
<tr>
<td><a href="http://www.asoublies1418.fr">www.asoublies1418.fr</a></td>
<td>4979</td>
</tr>
<tr>
<td>usera.imagecave.com</td>
<td>4274</td>
</tr>
<tr>
<td>74eri.canalblog.com</td>
<td>4019</td>
</tr>
<tr>
<td><a href="http://www.servimg.com">www.servimg.com</a></td>
<td>2674</td>
</tr>
<tr>
<td>imageshack.us</td>
<td>2592</td>
</tr>
<tr>
<td>largonnealheure1418.wordpress.com</td>
<td>2407</td>
</tr>
<tr>
<td>perso.orange.fr</td>
<td>1916</td>
</tr>
<tr>
<td><a href="http://www.casimages.com">www.casimages.com</a></td>
<td>1588</td>
</tr>
<tr>
<td><a href="http://www.memorial-genweb.org">www.memorial-genweb.org</a></td>
<td>1574</td>
</tr>
<tr>
<td><a href="http://www.hiboox.fr">www.hiboox.fr</a></td>
<td>1492</td>
</tr>
<tr>
<td><a href="http://www.pages14-18.com">www.pages14-18.com</a></td>
<td>1387</td>
</tr>
<tr>
<td>pagesperso-orange.fr</td>
<td>1372</td>
</tr>
<tr>
<td>perso.wanadoo.fr</td>
<td>1200</td>
</tr>
<tr>
<td>albindenis.free.fr</td>
<td>1129</td>
</tr>
<tr>
<td>images.imagehotel.net</td>
<td>1041</td>
</tr>
<tr>
<td>images4.hiboox.com</td>
<td>1016</td>
</tr>
</tbody>
</table>

Table 2. Most frequent hosts extracted from url citations

The most notable result is the importance of image hosting services. Instead of giving a direct link to an online source, people use hosting services (ex: images.mesdiscussions.net). We can estimate that more that 100,000 citations (40% of total) are of this kind where almost half of them point to images. Users are not confident with the life of web sources. They prefer to download and post the picture than to point to a link which may disappear. The image, in this case is directly available and visible into the post.

Secondly, the forum itself is the most cited website: due to his long history and intense activity, a lot of questions have already been answered. An activity of knowledge management consists in answering a question by signaling an old topic about the same topic.

Memoire des hommes and Gallica are the most cited institutional sites. The first one is a gold mine for genealogists who search for ancestors dead during the war and for historians interested in the battles and regiment history. Gallica is a huge warehouse (4 millions of documents):

there is a need to identify what kind of documents people are looking for. We extracted the titles of the documents cited and made a content analysis with Iramuteq (Reinert, 1993) (Figure 4); we identified three kinds of documents: photographs and newspapers, official documents ("journaux officiels", "décrets") and documents related to the history of regiments ("historiques des Régiments") from the department of Defense.

Users of the forum also cite a lot of personal web sites dedicated to specific aspects of the war: the history of the soldiers from a specific regiment or squadron for example.

Conclusion

To understand what internet users do with digitized archives, we explored systematically the websites discussing WW1. We developed an original methodology combining web and text mining methods applied to web archives. This method is transferrable. It includes expert advice to qualify the relevant variables for qualifying and selecting sources.

Our analysis shows a great involvement of amateurs (more than half of the websites) in the memory of WW1. They participate to a network of personal websites that gives a specific vision of WW1, more focused on soldiers, regiments, geographic places, objects, remains of war, close to micro-history. A the core of this network, we find the forum, which is the place for interactions and discussions on documents, data, interpretations.

In doing research with digitized resources, amateurs collectively increase their professionalism. Although they do not have the status of academics, they acquire methods in exploring and citing their sources, commenting and sharing with other users. Those amateurs, in doing research with digitized resources, play a major role by discovering and citing institutional heritage documents, adding to their value and creating networks and resources.
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Most government and business sponsored geographic information systems (GIS) are employed to manage, track, and exploit labor and production. GIS has primarily been used to regulate political economies, “the concern for life is to administer it (life) through controls and regulations so that resources might be rightly apportioned” (Crampton, 2011). Therefore, governments and businesses use GIS is to produce abstract intelligence and knowledge about people and terrains, which they use to make decisions for distributing goods. These goods can include hospitals, parks, roads, military air strikes, etc. By understanding GIS as an engine for political decision making, we can begin to understand that maps are inherently political. However, GIS, because of its ubiquitous, malleable, and slippery nature, can be used for more than simply calculating statistics to influence the distribution of goods. Instead, GIS can be used to distribute ideas, concepts, emotions, and narratives (the qualitative data of our human actions) in order to act as a counter-map.

Nancy Lee Peluso (1995) first defined counter-mapping as an effort to “appropriate the state’s techniques and manner of representation to bolster the legitimacy of “customary” claims to resources” (384). In this definition of counter-mapping, counter-maps contest governmental decisions on political economies by representing location specific knowledge that challenges the abstract statistical knowledge sanctioned by the state. Researchers usually create these counter maps by using participatory GIS (PGIS) methods. PGIS is a cartographic research method that asks members of a population of a mapped geographic area to become active producers in their own mapping. It asks the population members to map their own problems, wants, and needs. For example, Sarah Elwood (2006) has used PGIS with community members from low income neighborhoods in Chicago to help community members advocate for neighborhood improvements (197-208). Though this use of counter-mapping may be helpful to advocate for the redistribution of goods, I argue, it doesn’t do enough to contest the primary political functionality of GIS. GIS in these projects often simply replicates the dominant ideology of GIS - that its sole function is to be used to make decisions for the distributions of goods within political economies. This definition of counter-mapping has constrained our imaginations and the ability to play with the functions of GIS and to miss out on potential GIS.
poetics. The central question in consternation is: how can maps function in the age of electry unconstrained by the ideologies of the paper map?

Instead of focusing on the political and economic functionality of GIS, which I argue is a print centric way of thinking about GIS, what would it mean to create an electronic poetic discourse of GIS? How can GIS be used to map human emotion, desire, and truth? This type of reasoning resists the temptation to define GIS as a tool for deliberate decision making and to understand GIS as a medium for invention. Invention is the counter logic of GIS hermeneutics -- GIS heuretics. Gregory Ulmer (2002) states, “The purpose of the course is to approach electry by trying to invent it (what I call "heuretics" --the use of theory to invent forms and practices, as distinct from "hermeneutics," which uses theory to interpret existing works)” (4). How can we invent geography for the electronic apparatus? This question can be answered following the models provided by Ulmer. Ulmer invents a method for applying humanities discourse which relies “not on positivism but quantum relativity; not realism but surrealism.” Surrealism, then can act as theory that counters traditional positivistic and “rational” decision making. In the Surrealist Manifesto, Andre Breton (1924) writes: “(I)n this day and age logical methods are applicable only to solving problems of secondary interest. The absolute rationalism that is still in vogue allows us to consider only facts relating directly to our experience. Logical ends, on the contrary, escape us. It is pointless to add that experience itself has found itself increasingly circumscribed. It paces back and forth in a cage from which it is more and more difficult to make it emerge. It too leans for support on what is most immediately expedient, and it is protected by the sentinels of common sense. Under the pretense of civilization and progress, we have managed to banish from the mind everything that may rightly or wrongly be termed superstition, or fancy; forbidden is any kind of search for truth which is not in conformance with accepted practices” (2).

We can see that, just as I’m searching for a theory and method that resists hermeneutic rationalizations of GIS, so were the surrealists resisting positivist rationalism, because these rationalisms limited creativity and human experience. Therefore, surrealism allows humanities researchers to infuse creativity back into the research milieu.

Furthermore, one humanities method that may be applied to electronic map making, GIS, is psychogeography, an avant-garde method developed by the Situationists who were heavily influenced by surrealism. Guy Debord (1959) defines psychogeography as derive, meaning “to drift.” He defines derive as “the study of the precise laws and specific effects of the geographical environment, consciously organized or not, on the emotions and behavior of individuals” (3). By implementing psychogeography, the researcher ignores the boundaries and zones of a city, disturbs the modern distance between researcher and space, and allows the researcher to gain the feeling of a place. By performing psychogeography, the researcher is allowed an intimacy with space and place which may change the conclusions he or she may make about a particular space had he or she relied solely on traditional GIS hermeneutics. Here, emotion has been injected into the research paradigm.

This paper then, describes a method of using GIS tracking services to record a psychogeography performed in Bradenton, FL. Currently, there is a heroin epidemic happening in Bradenton, FL, particularly in the South Bradenton neighborhood, and there have been several maps issued by the government and local media agencies that track heroin overdoses in Bradenton, FL. To counter map these official and popular maps, I used Debord’s drifting methodology which he outlines in “Theory of the Derive,” to perform three different drifts. My goal was to record the feeling of South Bradenton. These drifts were tracked using the GIS interface My Tracks mobile phone application by Google, Inc. During the drifts, My Tracks recorded my path as I drifted through South Bradenton, FL. Additionally, I used my cell phone to take images and videos of the neighborhood and I recorded notes, thoughts, and feelings into a notebook with time stamps. Once the drifts were completed, the My Tracks paths were exported to Google My Maps and the photos and notes were imported into the My Map and added to the corresponding places on the My Tracks path. This presentation will showcase these maps and contrast them to the government maps created about the heroin epidemic. My presentation then focuses on my analysis of the results, the usefulness of psychogeography for geographic research in the digital age, and further research needed for the development of a theory for electronic geographic research and methodologies.
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Introduction

Character speech is an elementary part of novels. When calculating with German-speaking novels, the question arises, if there is a stylistic difference between character and narrator speech. Given the presupposition that character speech imitates authentic communication, I will answer these questions with a structured series of experiments on deictic expressions, based on statistic and linguistic knowledge.

Theoretical background

Character speech is defined here as direct or cited/quoted speech, the words and sentences one finds between quotation marks. By drawing on these distinct punctuation markers, it can be separated automatically from the rest of the text. With the beginning of modernism, however, these formal structures have started to dissolve. Between the clear marking of character speech and no marking at all, gradual stages are possible. In these cases, a considerable effort is required to automatically separate character speech from the rest of the novel. An examination of the differences between character and narrator speech therefore can be useful to assess the necessity of such a costly separation.

Deictics are necessary in communication situations to refer to a point in time, space or to certain objects or persons like the speaker or the addressee. In the sentence

Tomorrow I will be there.

every word is deictical. Deictics are context-dependent, which means that in different situations they have different meanings. They belong to different lexical categories – but most of them are function words. The presented approach implies the following premises:

1. Different (non-fictional) texts types show a different frequency of deictic terms. These basic text types have been categorised according to three criteria of communication (dialogical, face-to-face and oral by Diewald, 1991).
2. Character speech imitates a dialogue – which is one of these basic text types.

Transferring the first premise on fiction, literary genre-categorisation has to stand back: character speech in novels and plays would belong to one basic text type.

Previous Work

Previous research on character speech in the humanities shows, that it seems to be a subject mainly in the philosophy of language (see Pafel and Dirscherl, 2015). In literary studies, only one monograph on direct speech exists (Müller, 1981). Recently Brunner (2015) showed that the automated tagging of different kinds of speech in German-speaking novels with computerlinguistic methods is possible, but still has weak results – except for direct speech. Her corpus consisted of 13 different novels, which is a rather small corpus. In computational stylistics it appears that most approaches tend to use smaller corpora (e.g. Burrows, 1987; van Dalen-Oskam, 2014).

Method

For the corpus, German-speaking plays and novels from the 18th to the 20th century are selected randomly. They are separated into several subcorpora consisting of 25 plays and 75 novels, including the Brunner corpus with 13 novels (Fig. 1).

![Figure 1: corpus scheme](image)

The subcorpus with the plays serves as a benchmark/reference value: Since plays consist mostly of character speech, they can be compared with the plays and novels_character speech only-subcorpus. Gries 2008 serves for the statistical basis. Eder’s structured experiments in “Does size matter?” (2013) serve as a template for the presented analyses. That means parameters are changed in a consistent and transparent way through the experiment:

The experiment – counting the deictic terms – is run several times (Fig. 1): At first, the whole corpus is tested. For the second run the novels are separated from the plays and for the third run character speech is separated from the rest of the text. Finally, the Brunner corpus is run a forth time with the other categories of speech, e.g. free indirect speech, separated as well.

Since there is no common definition of deictics, nothing like a deictic lexicon exists. In my analyses, I will use a rather straightforward approach: An expression will be regarded as deictic, if it belongs to one of the main deictic categories like time, space, or person and if the deictic reference is its main function. This definition excludes verbs, but includes all function words like temporal and spatial adverbs and a small group of personal pronouns.
Results sample corpus

As a starting point for upcoming research I will present temporary results that are generated by drawing on a small sample corpus of novels in which character speech is separated from the rest of the text and the frequency of deictic terms is analysed (Fig. 2). Then the results are compared with Diewald’s results for the basic text types in non-fiction (Fig. 5).

<table>
<thead>
<tr>
<th>no</th>
<th>author</th>
<th>year</th>
<th>novel</th>
<th>character speech in the novel</th>
<th>deictic terms in character speech</th>
<th>deictic terms in narrator speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>von Helmstadt</td>
<td>1838</td>
<td>Reitergeschichte</td>
<td>0,55%</td>
<td>0,09%</td>
<td>0,09%</td>
</tr>
<tr>
<td>2</td>
<td>Wilke</td>
<td>1955</td>
<td>Frau Balduin Madeg</td>
<td>2,18%</td>
<td>0,00%</td>
<td>0,07%</td>
</tr>
<tr>
<td>3</td>
<td>Wilke</td>
<td>1966</td>
<td>Gerit Wilke</td>
<td>6,38%</td>
<td>0,00%</td>
<td>0,17%</td>
</tr>
<tr>
<td>4</td>
<td>Wilke</td>
<td>1962</td>
<td>Turnsteine</td>
<td>0,47%</td>
<td>0,00%</td>
<td>0,18%</td>
</tr>
<tr>
<td>5</td>
<td>von Helmstadt</td>
<td>1868</td>
<td>Der Abenteuer der Sippe</td>
<td>0,39%</td>
<td>0,00%</td>
<td>0,18%</td>
</tr>
<tr>
<td>6</td>
<td>Fontane</td>
<td>1887</td>
<td>Schicksal von Manfred</td>
<td>47,38%</td>
<td>0,14%</td>
<td>0,20%</td>
</tr>
<tr>
<td>7</td>
<td>Schnitzler</td>
<td>1918</td>
<td>Der Tod des Huanaerinnen</td>
<td>51,00%</td>
<td>0,11%</td>
<td>0,18%</td>
</tr>
<tr>
<td>8</td>
<td>Thomas Mann</td>
<td>1903</td>
<td>Feuer</td>
<td>27,03%</td>
<td>0,31%</td>
<td>0,27%</td>
</tr>
<tr>
<td>9</td>
<td>Wilke</td>
<td>1968</td>
<td>Gute Munde</td>
<td>40,24%</td>
<td>0,37%</td>
<td>0,42%</td>
</tr>
<tr>
<td>10</td>
<td>Wilke</td>
<td>1973</td>
<td>Der Hummeler</td>
<td>40,72%</td>
<td>0,18%</td>
<td>0,32%</td>
</tr>
<tr>
<td>11</td>
<td>Schnitzler</td>
<td>1916</td>
<td>Ein Abenteurer</td>
<td>3,98%</td>
<td>0,40%</td>
<td>0,61%</td>
</tr>
<tr>
<td>12</td>
<td>Schnitzler</td>
<td>1919</td>
<td>Liebermann Quatr</td>
<td>7,52%</td>
<td>0,42%</td>
<td>0,52%</td>
</tr>
<tr>
<td>13</td>
<td>von Helmstadt</td>
<td>1868</td>
<td>Der Abenteuer der Sippe</td>
<td>47,38%</td>
<td>0,09%</td>
<td>0,06%</td>
</tr>
<tr>
<td>14</td>
<td>Wilke</td>
<td>1962</td>
<td>Turnsteine</td>
<td>0,47%</td>
<td>0,00%</td>
<td>0,18%</td>
</tr>
<tr>
<td>15</td>
<td>Fontane</td>
<td>1887</td>
<td>Schicksal von Manfred</td>
<td>47,38%</td>
<td>0,14%</td>
<td>0,20%</td>
</tr>
<tr>
<td>16</td>
<td>Wilke</td>
<td>1966</td>
<td>Gerit Wilke</td>
<td>6,38%</td>
<td>0,00%</td>
<td>0,17%</td>
</tr>
<tr>
<td>17</td>
<td>Wilke</td>
<td>1981</td>
<td>Die Nacht</td>
<td>6,18%</td>
<td>0,90%</td>
<td>0,44%</td>
</tr>
<tr>
<td>18</td>
<td>Schnitzler</td>
<td>1917</td>
<td>Der Strasburger</td>
<td>21,47%</td>
<td>1,00%</td>
<td>0,93%</td>
</tr>
</tbody>
</table>

Figure 2: Percentage of deictic terms (here, now) in character speech and in the rest of the novel (narrator speech), relative frequency.

The average values for character and narrator speech (0,36% in either case) show no difference at all (Fig. 2). However, a closer look on the frequency distribution draws another picture: Figure 2 shows that most of the novels (novels 6 to 14) range around 0,4% deictic terms in character speech. In figure 3 the results seen in figure 2 are visualised: in contrast half of the deictic terms in the narrator speech of the novels range a bit higher than 0,2%. This shift is marked by the blue arrows (Fig. 3 + 4). The stability of these results will be evaluated on the complete corpus (see “Methods”).

Conclusions

According to Diewald’s results the deictic frequency of basic text types is lowest in letters and written monologues. Dialogue and oral monologue present a higher frequency of deictic terms, but still topped by telephone conversation (Fig. 5). Regarding their principle structure, character speech can be assigned to the basic text types, dialogue and oral monologue, whereas narrator speech resembles written monologue and letters.

Figure 5: Different text types and their frequency of personal, local, temporal and objectual deictic terms, the results refer to Diewald 1991: 383.

Accordingly, the results of the sample corpus indicate a lower deictic frequency in narrator speech compared to character speech, which matches DIEWALD’s results on deictic frequency in the basic text types.

Still, for the sample corpus, it is quite problematic to compare these numbers with DIEWALD’s results, because in the non-fictional discourses all deictic terms are analysed instead of only two prototypic ones (here, now). Since it seems that there is a difference between both types of speech in novels, it nevertheless has to stand the test of the broader experiments with the bigger 100 texts corpus. In addition, for further research another series of this experiment should be run with the same corpus scheme, but set up as a stylometric analysis to see if similar patterns can be found. If the results show a significant difference between character and narrator speech, it is necessary to have character and narrator speech separated in all novels as part of the preparation for digital text analyses.
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Introduction: Digital musicology

Computer-based methods in musicology have been around at least since the 1980s\(^1\). Besides the creation of digital editions (cf. Kepper et al., 2014; Veit, 2015), scholars in this area of study have also been interested in quantitative approaches for musicological analyses (cf. Müllensiefen and Frieler, 2004; Vigilanti, 2007). Such quantitative analyses rely on music information retrieval (MIR) systems, which can be used to search collections of songs according to different musicological parameters. There are many examples for existing MIR systems, all with specific strengths and weaknesses. Among the main downsides of such systems are:

- **Usability problems**, i.e. tools are cumbersome to use, as they oftentimes only provide a command-line interface and also require some basic programming skills to utilize; example: Humdrum\(^2\)

- **Restricted scope of querying**, i.e. tools can only be used to search for musical incipits; examples: RISM\(^3\), HymnQuest\(^4\)

- **Restricted song collection**, i.e. tools can only be used for specific collections of music files; various examples of MIR tools for specific collections are described in Typke et al. (2005)

A particularly promising MIR tool can be found in Peachnote\(^5\) (Viro, 2011), which uses optical music recognition (OMR) software to index more than one million sheets from the Petrucci Music Library\(^6\), aiming to provide a search interface for musicology which can be seen as an analog of the Google Books Ngram Viewer\(^7\). Despite many existing software solutions, we believe that accurate OMR is still a major challenge in digital musicology. At the same time, there are numerous databases\(^8\) at hand, that provide machine-readable music documents, fully annotated with MusicXML (Good, 2001) markup.

On this account, we designed MusicXML Analyzer, a generic MIR system that is trying to overcome the weaknesses of existing MIR tools, and that allows for the analysis of arbitrary documents encoded in MusicXML format.

MusicXML Analyzer: Basic functionality and implementation details

MusicXML Analyzer can be used to analyze songs in a quantitative manner, and to search for specific melodic patterns in a collection of songs. The results of the analyses are rendered as virtual scores and can be viewed in any recent web browser. In addition, the queries and the results can be played as a synthesized audio file; all analyses can also be exported as PDF or CSV files.

The tool comprises three main components: (1) the upload function, (2) the analysis function, and (3) the search function. After one or more files in MusicXML format have been uploaded via an intuitive drag-and-drop dialog, the analysis component parses the data and calculates basic
frequencies; the results are stored in an SQL database and can be displayed in a dashboard view (cf. Fig. 1).

The dashboard displays the following information, either for an individual song, or for a corpus of multiple songs:
- Overall statistics for single notes, rests and measures
- Types of instruments used in the song (if described in the MusicXML data)
- Frequency distribution for single notes, intervals, keys, note durations and meters

Via a dedicated search function, a corpus of MusicXML documents can be queried for melodic patterns on different levels of information:
- Search for a sound sequence; example: c', c', g', g'
- Search for a rhythmic pattern; example: eighth note, eighth note, quarter note, quarter note
- Search for melodic patterns, i.e. a combination of sound sequence and rhythm; example: c'/eighth note, c'/eighth note, g'/quarter note, g'/quarter note

Search queries can be entered via a virtual staff that was realized with the VexFlow library\(^9\) (cf. Fig. 2). Once a search pattern has been entered, it can also be played as a synthesized Midi sequence, which was realized with the Midi.js library\(^10\).

After a query has been submitted, all results – i.e. the songs that contain the search pattern – are displayed in a list view. The list contains the name of the song and also the number of total occurrences of the search pattern in that song. By clicking on one of the song items in the list, a virtual score is rendered for the whole song; the search pattern is highlighted whenever it occurs in that virtual score (cf. Fig. 3). The whole song can be played directly in the web browser, or downloaded for further analyses as a PDF (realized with the jsPDF library\(^11\)).

MusicXML Analyzer was implemented by means of standard web technologies (HTML, CSS, JavaScript, PHP), in particular by utilizing the following libraries and frameworks: Laravel\(^12\), jQuery\(^13\), D3.js\(^14\), Bootstrap\(^15\), Typed.js\(^16\), Dropzone.js\(^17\).

A short demo video that showcases the main functionality of the tool is available at https://dl.dropboxusercontent.com/u/4194636/MusicXML-Analyzer.mp4

A fully functional online demo\(^18\) of MusicXML Analyzer is available at http://music-xml-analyzer.herokuapp.com/

MusicXML Analyzer can also be downloaded and modified (according to the MIT open source license) from GitHub: https://github.com/freakimkaefig/Music-XML-Analyzer

Future directions

In its current implementation, MusicXML Analyzer performs an exact match search, i.e. only documents which have the exact same value in their MusicXML markup will
be found by the search function. We are planning to implement a more sophisticated melodic similarity algorithm (cf. Grachten et al., 2002; Miura and Shioya, 2003) that allows for the configuration of different similarity thresholds.

At the same time, we are adapting MusicXML Analyzer for a recent project on a large corpus of German folksongs. Besides monophonic melodies, this collection of folksongs also contains machine-readable metadata (region, date, etc.) and lyrics. Accordingly, we are trying to enhance the search features of MusicXML Analyzer in a way it can not only search songs for melodic patterns, but also for metadata parameters and keywords from the lyrics. Such an enhanced MIR system could be used to analyze the following research questions:

- Are there characteristic melodic and linguistic patterns for German folksongs, from a diachronic perspective as well as from a regional perspective?
- Are there melodic-linguistic collocations, i.e. do certain melodic patterns or phrases co-occur with certain keywords or phrases?
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Replacing “How something is made, with a view to finding out what it is” with “How something is made, with a view to making it again” – the Essence with the Preparation – is linked to an option that’s completely antiscientific: in reality, the starting point of the Fantasy [of the critic’s writing of a novel] isn’t the Novel (in general, as a genre), but one or two novels out of thousands.


The Literariness of Topic Modeling

This short paper reports on the progress of my attempt to construct a reading of topic modeling using state-of-the-art literary criticism. I argue that dominant digital humanities understandings of topic models assume some of the characteristics of literature most essential to twentieth-century criticism – counter-factuality, a mediated form that is ultimately separable from aesthetic characteristics, and an efficient, self-enclosed, total form. More specifically, I show that topic models also tend to be read by digital humanists according to the assumptions,
protocols, and caveats we accord to the interpretation of realist fiction. While often revealing and productive, many digital humanists’ uses of topic modeling are indebted to assumptions about the literariness and fictionality of topic models that we have yet to fully understand. Drawing on work by Stephen Ramsay, Johanna Drucker, Alan Liu, and others that theorizes continuities between the values of literary criticism and computational processes, I suggest that we temporarily set aside the idea that topic modeling reveals the “contents” of a set of novels (or of any other corpus). Instead, drawing on Roland Barthes’ later work on The Preparation of the Novel, we might rethink topics as preparatory notes written by no one, as an imaginary archive whose contents furnish a productively alienating, too-perfect map of the novel’s preparation. In Preparation, Barthes moved away from his earlier work’s emphasis on totalizing interpretations of literature’s meaning to think about models of the text that allow for a more partial and slow view of the process of meaning creation. Topic modeling has the potential for helping us towards a Barthesian reimagining of the novel’s reader as the novel’s writer, of the search for the fantasy origins of a novel as a method that pulls us away from formal totality and a form-content divide. While this reorientation comes out of literary studies, I also suggest that it might have applications for more instrumental uses of topic modeling outside the realm of the humanities, in which assumptions about topics as equivalent to a document set’s “contents” also tend to draw on our conventions for reading realist genres.

Fictionality and the Topic Model

The past few years have seen the rapid popularization of topic modeling among humanist scholars in general, and among scholars of literature in particular. The literature on topic modeling abounds in stern and salutary warnings about the limits and dangers of topic modeling for humanistic study. One can read about the dangers of introducing algorithmic black boxes into literary research, the concern that literary scholars are unprepared to fully (or even partially) interpret the topic models and their related data, and the worry that they fail to understand even the interpretive choices made during corpus preparation. Part of the worry derives from a larger assumption that topic modeling “reveals” the “contents” of novels. We assume that literary critics dipping their toes into topic modeling will shed their traditional interpretive caution in the face of the algorithm’s authority, and will misunderstand the un-semantic nature of topics or accept meaningless correlations as meaningful. I want to suggest that all such warnings are relevant only given a very limited understanding of what a topic model is, its imagined relation to the corpus from which it derives, and the goals of the model’s interpreter. These warnings do usefully help us think about some of the invisible interpretive choices we make when we choose chunk and clean documents, apply stoplists, select a number of topics to train, and - most importantly, assign semantic labels to unsemantically generated topics. And yet these warnings assume either that topic models aspire to be mimetic maps of the corpuses they model or that technologically unsophisticated interpreters of topic models imagine that this is the case. This is not surprising; the assumption that topic models are a realist genre is pervasive in literature on topic modeling, literary and otherwise. Yet if we relieve ourselves of this constraint and instead substitute a more plausible frame – the topic model’s fictionality – we will be able to enjoy a wider range of relations between model and corpus.

In place of assuming that topic models belong to the realm of realism, then, we might pay more attention to the generative uncertainty of topic modeling and to its literal fictionality. Topics are probabilistically-created formations, and the algorithm that generates topic models is based on the enabling – but crucially, counterfactual – “assumption that documents have multiple topics.” (Boyd-Graber et al., 2015). By looking at the documents we offer it, the algorithm generates topics that, in given proportions, compose each document. (Or, rather, it generates the probability that a certain percentage of words in every given document were generated by a given particular topic.) Topics, of course, don’t actually exist prior to the documents that generate them; they don’t actually exist independently in the same way the documents at all. They are, in a certain sense, fictions. Topics are things that might have existed – but didn’t! - given the existence of the document set in question. While we can and sometimes do relegate this fact to the realm of methodology, the fictionality of topics is crucial to remember for any literary-critical uses of topic modeling, for it reminds us that these models offer us a view of our document set radically at odds with any other more literal sources of a novel we might use – such as an author’s notes towards a novel, or a catalog of the virtual or actual library of books a novelist brings to the writing table, or even the looser sense of social “discourses” that exist prior to novels and which we might imagine in part “composing” a novel. Using a few targeted examples drawn from topic models of corpuses of nineteenth-century novels of varying sizes and comparing them to some examples of nineteenth-century novelists’ notebooks, I suggest that reimagining topic models as fictional notes might be not just a theoretical exercise but a practical way of conceptualizing the relation between topic model and corpus.
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2 Benjamin Schmidt warns, for example, that “simplifying topic models for humanists who will not (and should not) study the underlying algorithms creates an enormous potential for groundless — or even misleading — ‘insights.’” Schmidt worries that a pair of assumptions about topic models – that they are “coherent” and “stable” – “let humanists assume that the co-occurrence patterns described by topics are meaningful; topics are useful because they describe things that resemble ‘concepts,’ ‘discourses,’ or ‘fields.’” Schmidt is worried, that is, that the appearance of semantic meaning we find in “good” topics will seduce humanists into thinking that they have discovered the “contents” of novels – whereas what topic modeling really offers us is exactly a non-semantic machine indexing of a set of texts about which our approaches tend to be based on ground assumptions about semantic meaning. Benjamin Schmidt, “Words Alone: Dismantling Topic Modeling in the Humanities.” The Journal of Digital Humanities 2:1 (Winter 2013), http://journalofdigitalhumanities.org/2-1/words-alone-by-benjamin-m-schmidt/
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Introduction et cadre conceptuel

L'édition critique électronique, part active des humanités numériques, est aujourd'hui en pleine expansion, comme en témoigne la multiplication de projets dédiés. Parallèlement à la création de ces projets, les éditeurs électroniques effectuent également un travail important de définition de ce champ disciplinaire. La réflexion épistémologique, développée par les théoriciens, est également nourrie par les praticiens. Multiforme, le travail de définition d’un champ disciplinaire en cours de structuration et d'évolution est primordial pour asseoir la discipline sur des bases conceptuelles solides. Ainsi, dans chacune des monographies récentes consacrées aux humanités numériques, la question de l'édition critique électronique est traitée et débattue.

Pour définir l'édition critique électronique, les chercheurs disposent du terreau historiographique et conceptuel façonné par l’édition critique traditionnelle et la philologie. L'édition critique électronique se situe en effet au lieu de rencontre de la philologie et des techniques informatiques. L'évolution apportée par les nouvelles technologies dans ce domaine est significative. Les humanités numériques, auxquelles se rattachent l'édition électronique, impliquent de nouveaux modes de recherche, transdisciplinaires et collaboratifs, dans lesquels les techniques informatiques ont toute leur part (Burdick et al., 2012). Les éditeurs électroniques, justement, considèrent que l'imprimé n'est plus le vecteur de transmission principal du savoir. Selon eux, le web peut contribuer à améliorer la diffusion des connaissances. Ainsi, ces éditeurs tirent parti des outils technologiques afin d’améliorer et d’approfondir l’accès au texte pour le lecteur. (Vanhoutte, 2010).

Normes de structuration des éditions critiques traditionnelles et leurs évolutions numériques

Les éditions critiques traditionnelles, imprimées sur papier et regroupées dans des collections spécialisées3, répondent à des codes stricts de structuration du contenu. C'est un jeu complexe de normes de lisibilité, élaborées au fil des siècles, qui a donné au texte imprimé son maximum de facilité à lire et à suivre. Les normes éditoriales ont été mises en place au fil du temps, en fonction des pratiques de lecture et des règles établies par les éditeurs. Elles sont de divers ordres et portent sur différents aspects du texte : disposition et découpage du texte dans la page, orthographe, ponctuation ou encore syntaxe. L'homogénéité que l'on perçoit dans les éditions critiques est due à l'édiction de règles très précises qui permettent de guider le chercheur dans chacune des étapes de l'établissement du texte. L'apparat critique, cœur du travail du philologue, comporte lui aussi ses codes de structuration particuliers (Duval, 2006). Lorsque l'on passe au support numérique, ces conventions disparaissent en partie. À l'écran, il s'agit donc de reprendre les normes élaborées pour l'imprimé et de les faire évoluer afin qu'elles s'adaptent aux particularités du format numérique (Souchier, 2012). Les éditeurs qui s'occupent des livres et des artefacts scientifiques numériques, dont font partie les éditions critiques électroniques, doivent donc d’une part comprendre certains codes sémiotiques du livre imprimé pour les adapter au format numérique, et d’autre part inventer de nouveaux codes propres à l’envi- ronnement numérique.

Problématique

Il existe un standard dévolu à l’encodage des documents textuels dont font partie les éditions critiques : il s’agit bien entendu du langage XML/TEI. Mais si la structuration des données est régie par les règles de la TEI, la présentation finale de l’information n’a pas fait, pour sa part, jusqu’à ce jour, l’objet d’une quelconque normalisation. Dans notre
communication, nous nous attacherons précisément à cette question de structuration et de présentation du contenu sur les plateformes de consultation des éditions électroniques. Ce qui nous intéresse est de savoir quelles sont les règles empiriques de structuration, de disposition et de présentation de l'information qui peuvent être observées dans les éditions électroniques. Comment est-ce que les normes de présentation du texte édité, de l'apparat et des outils de recherche ont évolué de l'imprimé à l'écran ? Nous ferons une étude sémiotique de l'édition critique électronique. Ainsi, nous pourrons voir si l'édition critique électronique actuelle est, ou non, en voie d'inventer de nouveaux codes de structuration de l'information et de lecture du contenu.

Méthodologie et résultats attendus

Pour étudier cette question, nous analysons un corpus d'éditions critiques électroniques sélectionnées par choix raisonné. Nous avons constitué un corpus de douze éditions qui illustrent la diversité des démarches éditoriales observées dans le champ des éditions électroniques : éditions critiques originellement publiées sur papier et transposées en format numérique, éditions critiques publiées simultanément de manière électronique et papier et enfin éditions critiques électroniques natives. Elles ont été développées par divers types d'institutions : universités (Ecole nationale des chartes ou Université de Virginie par exemple), instituts de recherche (à l’image de l’Institut Huygens) ou maisons d’édition (Sd-éditions notamment). Enfin, certaines de ces éditions électroniques sont le fait d'initiatives personnelles de chercheurs, comme c'est le cas pour l'édition électronique des œuvres de Petrus Plaoul. Pour mener notre étude, nous nous fondons sur l'observation de ces éditions électroniques ainsi que sur les recherches déjà menées dans ce domaine, incluant les études les plus récentes.

Les éditions critiques électroniques retenues pour notre corpus d'observation sont diverses : elles couvrent les traditions anglo-saxonnes et françaises et portent sur des documents d'archives ou des œuvres littéraires. La variété des types d'éditions critiques que nous avons retenues répond d'abord à un souhait d'examiner le plus complet possible des points centraux de l'édition critique. Nous allons donc présenter un état des lieux des éditions critiques électroniques, au travers d'une analyse de la structuration du contenu.

Pour mener notre étude, nous avons élaboré une grille d'observation. Cette dernière est concentrée sur trois pôles : l'apparat critique, le paratexte et les outils de navigation et recherche proposés aux lecteurs. C'est en fonction du positionnement initial de l'éditeur électronique que nous allons comparer les normes de structuration et de présentation de l'information des éditions critiques électroniques. En effet, le positionnement éditorial joue un rôle important dans la fonction assignée à l'édition électronique. Dès lors, des tendances normatives s'observent au sujet de la structuration du contenu dans chacune des catégories d'éditions électroniques (éditions natives ; éditions traditionnelles au départ et publiées ensuite de manière électronique ; éditions simultanément publiées de manière traditionnelle et électronique). Bien entendu, le public de l'édition critique participe aussi, à tout le moins par ses attentes, à l'élaboration des éditions électroniques. Ainsi, la place du public et le rôle qu'il tient sont abordés à chacun des points d'observation (apparat critique, paratexte, outils).

Les observations que nous ferons nous permettront de dégager des tendances et caractéristiques des éditions critiques électroniques afin de comprendre comment ces éditions sont organisées et comment s'y créent des normes de structuration de l'information.
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1 Un répertoire des éditions critiques électroniques est tenu par Patrick Sahle ; il compte plus de 360 projets qui varient aussi bien par le type de sources éditées que les langues et époques concernées (http://www.digitale-edition.de/).

2 Citons par exemple Digital humanities (Burdick et al., 2012), Debates in the Digital Humanities (Gold, Klein, 2012), Digital humanities in practice (Warwick et al., 2012), Defining digital humanities (Terras et al., 2013) qui consacrent tous des pages ou des chapitres à l'édition critique électronique. En outre, certaines publications récentes sont plus particulièrement dédiées à l'analyse des éditions critiques électroniques elles-

3 Prenons l’exemple de la maison Honoré Champion, qui propose les trois collections suivantes dédiées aux éditions critiques: Classiques français du Moyen âge, Textes littéraires de la Renaissance, Textes de littérature moderne et contemporaine.
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The ISMI project

The Islamic Scientific Manuscripts Initiative (ISMI) is a project by the Max Planck Institute for the History of Science and the Institute of Islamic Studies at McGill University in Montreal to collect and make accessible information on all Islamic manuscripts in the exact sciences (astronomy, mathematics, optics, mathematical geography, music, mechanics, and related disciplines), whether in Arabic, Persian, Turkish, or other languages ranging in time from the 8th to the 19th century. Since 2007 the project has collected information on over 4000 texts existing in 14500 witnesses in 7500 codices, as well as information on over 2000 persons. A preliminary website with a subset of information on 130 codices is already available online (https://ismi.mpiwg-berlin.mpg.de).

A manuscript database

Cataloging old manuscripts is already a task that overwhelms standard bibliographical databases. There is the problem of anonymous authors at the same time as a proliferation of authors with the same or similar names. The integration of information from different sources is made difficult by libraries changing the names of their collections and their numbering systems or libraries themselves being incorporated or centralized into other institutions. Adding to that are the problems of handling of Arabic writing and the multitude of slightly different Arabic romanization systems.

Other requirements also arose in the project early on: for example the need to record and present outdated information. In many cases authorship information has been misattributed widely and for long times so that scholars coming to the database looking for specific information may search under a wrong name or assume the database to be in error unless the common misattribution is also presented with arguments of why the old information is superseded.

Manuscripts as network of objects

The database development started in 2006 with a new data model based on the idea of a network of flexible objects and relations. Objects can have arbitrary attributes which are text strings. The relations between objects are also like objects and also have attributes.

The objects are things like an abstract TEXT, a concrete WITNESS and a real or imaginary PERSON while relations like is_exemplar_of connect a text and its witnesses and was_created_by connects the texts and a person as its author. The same person can at the same time also be connected to other witnesses as a copyist or as a sponsor.
The flexible nature of the relations made it easy to introduce new relation types as it became necessary in the research process, for example to record the documented reading of a manuscript or the misattribution of authorship.

This concept of a network of objects with flexible relations, also called an attribute-graph exists in database products like Neo4J today but those were not available in 2006 which led to the development of a custom database called “OpenMind”. The database software is Open Source, written in Java, uses a conventional SQL database backend and a Web-based frontend.

Challenges of networked data

The network-like structure of data in the database makes it easy to add new relation types or new attributes to objects while at the same time making it more difficult to create simple forms for entering data for things that are composed of multiple objects in the data model. A form for a manuscript for example not only creates a witness object but also creates relations to a text object, multiple person objects, codex, collection, library and place objects, creating those objects if they do not exist.

Visualising and querying such networks of data objects is also a new challenge where few established tools and concepts exist. Data can be projected into conventional tools like tables and spreadsheets researchers may be familiar with but these do not exploit the full potential of existing relations. Network visualisation tools and methods on the other hand make it often difficult to browse and search for specific items and require a careful selection of semantically relevant relations for the application of standard graph-theoretical measures.

The project currently explores different tools and methods and gathered input from expert scholars in the field in a workshop in February 2016 to be presented at the conference.
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L’un des derniers développements du projet symogih.org a été la mise en ligne d’un portail de publication des éditions numériques élaborées au sein du LARHRA. Si symogih.org permettait aux chercheurs de mettre à disposition les données structurées issues de leur travail analytique, le portail d’édition rend désormais possible la contextualisation d’une source écrite grâce à ces mêmes données. Les textes codés en XML/TEI sont stockés sur un serveur XQuery + HTML/Javascript, le portail d’édition numérique permet de collecter des données au-delà du référentiel commun de symogih.org directement à partir du web de données (DBpedia, IdRef, ...).


L’édition numérique des Mémoires de Léonard Michon fait partie d’une recherche doctorale [Letricot, Rosemonde. Édition critique numérique des Mémoires de Léonard Michon (1715-1746). Sous la direction de Hours, Bernard. Université Jean Moulin Lyon 3, LARHRA UMR5190] qui vise à mettre à disposition du public et de la communauté scientifique l’édition critique du Journal historique d’un notable lyonnais relatant la vie des élites bourgeoises de la ville de Lyon de la première moitié du XVIIe siècle. Le travail d’encodage XML/TEI s’est principalement centré sur l’identification des segments d’information et des entités nommées (personnes, institutions, lieux, etc.) ce qui permettra de recourir à des analyses quantitatives sur les pratiques d’écriture (fréquence, récurrence de noms, etc.) et sur la nature des informations données dans l’ouvrage, que nous pourrons ensuite traduire en parcours de lecture pour le public (parcours thématique, biographique, chronologique, etc.).


Les lieux mentionnés dans les écrits et dans la documentation annexe, sont renseignés et géolocalisés dans le gazetteer du projet symogih.org. À partir des données spatiales encodées dans le texte XML, on pourra ainsi réaliser des cartes interactives illustrant différents aspects du codage : villes organisatrices des synodes, lieux d’origine des pasteurs, carte des églises absentes, parcours professionnels des pasteurs. Des fonctions interactives permettront de rebondir de la carte vers les textes ou les informations respectives.

Nous soulignerons lors de la présentation l’apport de la visualisation dynamique des documents pour les deux éditions, chacune avec ces spécificités. En particulier, l’intégration directe des données de la recherche permet une plus grande interactivité : l’apparat critique peut être à tout moment complété au fil des découvertes des chercheurs par la mobilisation simultanée de données provenant d’un siège d’information commun. De plus, les interfaces de visualisation spatiale, ou les graphes mettant en évidence les relations entre les textes et leurs contenus, facilitent l’accès aux documents édités. Les nombreuses possibilités d’enrichissement et d’exploitation des textes amènent les chercheurs en histoire, mais aussi le public, à une découverte sous d’autres angles et avec de nouvelles perspectives du contenu des textes édités.

Nous souhaitons montrer l’apport pour la recherche historique d’un portail d’édition numérique de sources, en insistant sur les bénéfices d’une utilisation croisée de textes encodés en XML/TEI et d’une base de données collaborative. Les projets présentés permettent de retracer le processus de traitement de l’information, de la source à son édition numérique dynamique.
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Widespread digitization of cultural heritage materials has presented scholars with unprecedented access to primary sources. For digital humanities scholars, who craft arguments from examination of primary sources, increased access to materials has been celebrated as the “democratization of historical research” (Bolick, 2006). Presumably, such changes in archival research environments have influenced how humanist scholars work. Indeed, recent research has confirmed that technological advancements have significantly impacted scholarly practices (Rutner and Schonfeld, 2012; Chassanoff, 2013). Yet how humanists evaluate and use digitized source materials to construct narratives is less well-understood.

In this paper, I report on findings from a one year qualitative study examining digital humanists’ scholarly use of one kind of digital source material – digitized archival photographs. Using a case study approach, I examine the practices and processes at play in the construction of historical evidence. This research is guided by the following questions:

- How and why are digital humanists using digitized archival photographs in their research and teaching activities?
- What factors and qualities matter to them in their experiences in the photographic digital archive?

The goal of this study is to provide an in-depth, holistic understanding of a complex interaction space made up of, but not limited to: digital surrogates of archival objects, user perceptions and attitudes, environmental constraints, and historical training and orientation. Empirical research in digital environments tends to focus on single components of the interaction (e.g., user and interface; user and artifact) as they relate to specific aspects of information behavior, or to conceptualize information use as the successful fulfillment of stated information needs. Yet such perspectives do not attend to the impact that ecological factors may have on user interactions with materials. Adopting a phenomenological stance enables a focus on understanding “how persons construct meaning” through examinations of their particular experiences with certain phenomenon (Wilson, 2002). In this study, exploring how and why scholars use digital photographs helps to reveal the emergent qualities and attributes that make this experience meaningful for participants.

Semi-structured interviews were conducted with sixteen participants (9 men and 7 women) throughout the spring and summer of 2015. Recruited participants came from a variety of academic departments, including History, English, African-American Studies, American Studies, Classical Studies, and Musicology. Each participant pre-selected two examples of digitized archival photographs they had used in research and teaching. Two customized web pages, which I termed Photograph Scenarios, were created in an attempt to replicate where possible their original experience viewing and encountering the digital photograph. I also collected supplementary materials related to each participant’s image use, including conference presentations, class presentations, course syllabus, dissertation chapters, and journal articles. Data were analyzed using open coding and thematic analysis in order to surface salient aspects of the experience related to interpretation and use. To strengthen and verify the analysis, triangulation across data sources was employed.
The findings presented in this paper shed light on both practical concerns and intellectual challenges that surface throughout the experience of constructing historical evidence. Descriptive quotations from interview transcripts alongside examples of image use illustrate the functional ways humanists are using digitized archival photographs in their scholarly activities (e.g., to make historical assertions, to corroborate existing information, etc.). A typology illustrating how scholars use digital photographs is presented below.

<table>
<thead>
<tr>
<th>Humanist used photograph to...</th>
<th>Interview excerpt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corroborate existing information</td>
<td>“A lot of times we need to look at these historic photos to actually know what it actually looked like and not just our idea of what it looked like”</td>
</tr>
<tr>
<td>Make historical assertions</td>
<td>“And I was having trouble finding certain types of ferries that I know existed because of other records. You know, like you would find references to their being a rope ferry, but then you could never find a photo to see exactly what they meant by that.”</td>
</tr>
<tr>
<td>Reference historical documentation</td>
<td>“Because we were working on just one of the bridges, and as you can see from where they had, it’s on the well, the left and the right side, it shows the different bridges that were there.”</td>
</tr>
<tr>
<td>Elicit reactions from viewer</td>
<td>“But I’d always try to find good touristy photos to show some good 60s and 70s touristy photos or whatever, just to make it livelier”</td>
</tr>
<tr>
<td>Present community perceptions at time of creation</td>
<td>“…it’s sort of like what did the community, or the boosters of the community, think was important? Because, hey, it’s what they were trying to put out for the public…”</td>
</tr>
</tbody>
</table>

Table 1: Typologies of Use

The cases presented demonstrate the extent to which material conditions of experience (rather than the tools through which users discovered or accessed resources) can impact interpretive practices and further use.

One salient theme is the factors that motivate participants to use photographs. In one case study, a participant discovered a “vernacular body of images” that led them to collect similar types of visual sources. In another case, a participant selected their project topic after encountering multiple published images depicting what they term “radical masculinity” in the Communist party. They describe their discovery experience: “But then I started noticing there was a lot of– not this image in particular– but there were several other ones that were repeatedly published, of Communists bandaged and showing black eyes and stuff, after confrontations with the police or vigilantes, so that was the first thing I noted.”

Other cases illustrate the discrepancies between viewing digital photographs online and encountering them in person. In one case, a participant describes the advantages of obtaining a high quality scan from an archivist rather than accessing and using the “tiny tiny little print” displayed in the online collection. In another case, a participant attributes the discovery of a number of details that became central to their historical argument only after viewing a physical version of the photograph in person:

So, there are a whole number of things that I never would have seen [if I hadn't also viewed the photograph in person], I think. And a whole range of– you know, the physical image has a whole affect to it that you don’t get from a glowing screen…. I can look at the digital image from the [library], and zoom and zoom in to see it, but I never would have seen [this important detail] if I was just looking at a 2 inch by 3 inch digital version.

Both of these examples demonstrate the importance of individual scholars’ interpretive experiences as a means for understanding the conditions that enable further use of these primary sources.

Digital humanities scholars undoubtedly face a number of practical and hermeneutic challenges in using source materials from digital archival research environments. As spaces of knowledge production, online archives must support numerous heterogeneous practices in order to remain useful and relevant. At the same time, navigating online archives to find and use sources requires digital humanists to be competent at varying levels, including: interfaces, digitization quality, overall orientation to the archive, and domain-specific heuristics (Yakel and Torres, 2003).
While there has been unquestionable growth in access to digital archival materials, there have been few empirical attempts to understand the factors and qualities that matter to scholars as they interact with digital sources. The case studies presented in this paper will inform design and development efforts in the digital humanities community by focusing on the end-users of these systems and their needs. A holistic, methodological approach which emphasizes scholars’ experiences evaluating, interpreting and using materials in scholarly activities allows for an exploration of the mediating factors underlying these practices. Such an orientation enables us to extend our attention beyond simply exploring the material constraints of resource discovery and access, which are often modeled on analog approaches to communication. Instead, this study broadens the emphasis to, in the words of Gregory Bateson, “the difference that makes a difference.”
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This paper introduces a digital humanities project at the Max Planck Institute for the History of Science (Max-Planck-Institut für Wissenschaftsgeschichte, MPIWG) that aims to unlock the treasure chest of local knowledge written in the genre of Chinese local gazetteers for computer assisted analyses. In the past two decades, a great amount of historical documents have been digitized and put on the Web to enable easy access for scholars around the globe. In parallel, the amount of searchable full-text versions of historical texts has increased, which opens the possibility of text mining the contents for large scaled analyses. Many works in this direction have been proposed and got recognition, while they are also criticized for drawing conclusions from seemingly imprecise results due to the restriction that their algorithms have no knowledge about the meanings of the different pieces in a text (Jockers, 2013; Google Ngram Viewer; Chen et al., 2007).

An alternative approach is thus to first “teach” computers what each pieces of a text means before asking computers to run automatic analyses. Such “teaching” is done by tagging, or called markup. Many digital humanities projects have been using TEI, a standard for text encoding based on XML, to tag their research materials (TEI; Flanders).

In the Local Gazetteers Project, since the genre organizes knowledge in a very structural way, we are also using tagging to teach computers the meanings of texts in order to turn them into data tables to enable computer assisted analyses including GIS mapping. However, since
the amount of texts is huge, we also propose a research data repository for scholars to collaborate in this project and to aggregate their results.

**What are the Chinese Local Gazetteers?**

The Chinese local gazetteers is a genre of texts that has been produced in China consistently from the 10th century on to even today. Most of them are compiled by local officials as a major means to collect and aggregate historical, social, and geographical knowledge of an administrative region for governing purposes. There are at least 8,000 titles of pre-1949 local gazetteers still extant today. They cover almost every well-populated region in historical China.

Despite being compiled by different officials for different regions, the local gazetteers have developed a pretty consistent structure of “describing” local knowledge. Most gazetteers contain the following chapters: history, geography, local government, infrastructure (buildings, schools, temples, bridges), local products (grains, plants, animals, drugs, commodities), people (local officials and celebrities), and literature. The vast number, the longue durée, the width in geographical coverage, together with the extensive and consistent selection of topics have made the local gazetteers major sources for knowledge about regions for scholars from later periods. To date, several digitization projects on the local gazetteers have been conducted by either commercial vendors or public institutions, and thousands of titles have been made available in searchable full texts for scholarly access.¹

**The Project’s Goal**

Local gazetteers are well studied, but the vast amount of information contained within also makes scholars struggled to study them analytically. We noticed that the local gazetteers often organize knowledge by listing the items: list of temples, lists of flora and fauna, lists of local officials, etc. (See Figure 1 for an example.) This characteristic makes the local gazetteers a database by nature.

The goal of this project is to transform this genre into a scholarly enhanced database in order to enable new forms of digital historical analyses. By turning texts (of lists of things) into data (tables), it will be much easier to aggregate the rich knowledge written in all the extant local gazetteers to compile a database for historical China on local knowledge across geographical regions and time periods. Research-oriented queries, visualization of query results, and further large scaled analyses will then be more easily realized with such a database.

**Our approach**

We have identified and developed a set of digital tools to help this process. They are: (1) an extraction interface that helps historians to tag and to transform digital texts and their built-in structures into *data tables*; (2) a research data repository where historians can *share and publish* their data collected via the extraction interface; (3) a set of *digital analytical, visualization, and analysis tools* that can be applied on the collected data for posing research questions.

---

¹ Due to the well-formatted organization of the local gazetteers, some scholars have tried to write computer programs to parse the digital texts in order to collect data for their own research (Mitchell, 2015; Chang, 2015). However, due to the fact that each of the local gazetteers has slightly different formats, it is difficult to write generic computer programs that can work on all the gazetteers. The China Biographical Database project (CBDB) tackled this problem by building an interactive user interface that allows scholars to describe observable writing patterns of the text in regular expressions (Wikipedia, 2015) – The Smart Regex Tool. The compiled regular expressions can be saved, run against other texts, and modified to fit slightly different writing patterns. CBDB used this interface and efficiently collected 250,000 records on local officials from 290 local gazetteers using only 420 man-hours (Pang et al., 2014).

We inherited this interface from CBDB and further improved it so that scholars can define different tag sets and regular expressions to capture information relevant to topics they are interested in. Figure 2 to Figure 6 are the step-by-step screenshots of how we use this interface to tag a text on local product and to export the result into a table. The resulting table contains not only the names,
categories, descriptions, alternative names, and usages of the products, but also the source gazetteer, the chapter name, and page number as well as geographical coordinates for mapping purpose.

II. Compiling a global database from local records: A research data repository

Our extraction interface provides a semi-automatic way of transforming texts into data tables. Nevertheless, compiling a global database through this interface will still take a lot of time. We envision it to be a collaborative work among scholars with different research interests and specialties, and we eagerly need to be a way to give credits to scholars who contribute the data in the academic world.

We found that the philosophy behind the open source software Dataverse, developed by Institute for Quantitative Social Sciences at Harvard University with the philosophy of “dedicated to sharing, archiving, and citing research data” (IQSS, 2015), matches our needs and will allow our project to meet the open access policy of the Max Planck Society and the "Berlin declaration".

After a text is tagged in our extraction interface, a user can publish the data to LGDataverse, a Dataverse instance we set up for this project. A citation link to the data along with the contributors will be shown on the LGDataverse page, urging any scholar who wishes to use the data to cite it in their publications (Figure 7).
We are still working on a way to aggregate the produced tables into one database in order to enable joint queries on records drawn from different gazetteers.

III. Computer assisted analyses on large scales

By transforming texts into data tables with predefined shared schema, it enables computers to easily process and analyze the data on large scales with better accuracy. We envision there can be multiple tools connected to our data, and scholars can choose which tools to use based on their research needs.

At the moment we are using the open source software PLATIN GeoBrowser (http://platin.mpwg-berlin.mpg.de/) to create geospatial visualization for our data with one click away. PLATIN doesn’t just display the geospatial distribution of the data on a map but also provides an animated timeline and user-defined pie charts, which we found very helpful for historians for preliminary analysis (Figure 8 and Figure 9).

Figure 8 LGMap service (based on PLATIN) with Pie Chart function for analyzing categorical data.

Figure 9 LGMap service with Timeline function showing temporal distribution of two datasets.

Concluding Remarks

This is an ongoing project. As a history of science study, we are collecting data from the chapter of local products in order to understand how local identities were constructed through the compilation of local products. In 2016, MPIWG will invite visiting scholars to use our digital tools to collect and analyze data of other topics from local gazetteers. This will also be a chance to further examine the model we proposed: from data collection from digital texts, aggregation of data in a research data repository, to digital tools for analysis and visualization.
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Introduction

The relationship between action and identity is a significant element of understanding the way that characterization functions within literary works; many memorable characters are in part defined by their actions. This link between character and action raises the question of whether specific types of characters, or subjects, are consistently associated with certain types of action. Our project seeks to address this question by looking at the relationship between elements of a subject’s identity and the actions associated with that subject. Our research builds off of work begun by the University of Nebraska-Literary Lab that explores the relationship between behavior and gender in the 19th century novel. The research begun by the Lab attempts to situate questions of gender and agency within the context of 19th century notions of propriety; is the Victorian valorization of passive women and active men reflected in novels from the period?

This project adds on to our initial foray into questions of gender; what is at stake is still very much a question of the allocation of agency. This avenue of research revolves around the question of whether non-human objects fill the subject position in sentences. This research explores the question of whether or not certain types of subjects behave differently in our corpus, and if so, in what ways and to what effect.

Methodologies

The initial foray into the study of gender and genre performed by the University of Nebraska-Literary Lab relied on POS tagging and used an R programming script to extract the first pronoun that it encountered, along with the first verb that followed this pronoun, and entered each as a relationship into a data frame. The male pronouns “him,” “his,” “he,” and “himself,” and the female pronouns “she,” “her,” “hers,” and “herself” were extracted. Thus, in the following sentence, the pronouns “she” would be extracted and grouped with the verb “walked.”

After dinner, she walked outside.

This approach was also our initial model for extracting non-human actors. For example, in the following sentence, we could similarly extract the pronoun “it” and the verb “howled.”

The wind was fierce; it howled into the night.

However, such an approach has several shortcomings. The first of which is that multiple verbs associated with a single subject in a sentence are not extracted. The second, is that this method only captures pronouns. Instances of personification, which often rely on nouns rather than pronouns, are ignored by this model. In order to solve these issues, we turned to the Stanford Dependency Parser, a tool that provides a representation of grammatical relations between words in a sentence. For example, in the sentence “The wind is dancing and howling,” the parser would extract two subject verb pairs, “wind, dancing” and “wind, howling.”

Using the parser allowed us to collect subjects that were not pronouns and allowed us to correctly associate multiple verbs with a single subject. It also allowed us to easily collect gender data, since we could simply collect any nsubj pair that contained a gendered pronoun. While the parser does identify subject and verb pairs, it does not differentiate between human and non-human subjects. To differentiate between these subject types, we created a script that allows us to extract non-human agents and the verbs associated with them by ignoring sentences in which the subject is a gendered pronoun.

Ignoring nsubj groupings in which one of the words is a gendered pronoun was straightforward. In order to block proper names, we ran the Stanford Named Entity Recognizer on the texts in order to create a list of proper names from the corpus. We then ignored nsubj group-
ings that contained one of these names. Finally, in order to ignore titles, we created a dictionary of titles derived from vocabulary lists for non-native English speakers. These lists contained titles such as “captain,” professions, such as “baker,” terms signifying family relationships, such as “mother,” and general terms for human agents, such as “girl.” We then recorded each subject-verb relationship that did not contain one of these three categories into a data frame. However, in a separate script, we also used this list of titles to extract nsubj that contain any of these titles. Our process allows us to use our program to assess the frequency of recurring syntactical relationships, essentially counting the number of times each verb is associated with male, female, human, and non-human subjects.

Observations

The initial results observed by the Nebraska-Literary Lab in their study on gender indicate that certain verbs were strongly associated with male characters while different verbs were strongly associated with female characters. Continuing this research, Matthew Jockers and Gabrielle Kirilloff confirmed these results in their work, which used the Stanford Dependency Parser in the manner discussed above. Jockers and Kirilloff found that a verb can be used to predict the gender of the pronoun associated with it, with 89% percent accuracy. Given the high degree of accuracy obtained from this analysis, we can conclude that within our corpus of 19th century fiction, authors chose to portray male and female characters differently by associating them with divergent groups of verbs. This result is not surprising, especially given the way in which ideas about proper behavior differed for males and females within 19th century society. However, this result still has several far-reaching implications, one of which is that “actions,” or verbs, are in fact an important part of creating and determining character.

One of the shortcomings of the analysis on gendered pronouns and verbs is that it does not take into account other aspects of character identity. A princess and a witch may perform the same actions, but the implications are radically different. Similarly, certain types of characters may be associated with verbs typically associated with the opposite gender; though both are male, clerics and soldiers are no doubt associated with different actions. The data we extracted is a first step toward broadening this work; our extraction of specific subjects (such as wife, soldier, cleric) allow us to more closely look at character identity. In querying our data, our results thus far support the findings on gendered pronouns and verbs. For example, the verb “wept” was found to be strongly associated with female pronouns. In examining specific types of actors, we found that “women,” “mothers,” and “woman” were the most frequent actors associated with “weep,” “weeping,” and “weeps” respectively.

Future work

Our initial foray into our corpus has produced a wealth of data; at this stage our next step is to organize and query this data, asking more specific questions about the relationship between subjects and actions. For example, we have hypothesized that instances of objects performing actions occur more often in certain genres, specifically the Gothic. Over the coming months we intend to begin studying whether the actions associated with male, female, human, and non-human subjects are associated with specific genres. This type of analysis is challenging, largely because of the difficulties associated with collecting accurate Genre data. Genres are not rigid categories and many works participate in multiple genres. In addition to exploring the effects of genre, we also intend to more thoroughly examine the types of non-human and human agency we are extracting. Man-made objects, objects found in nature, animals, and supernatural beings are just a few of the types of non-human agency we have observed. We would like to begin exploring and categorizing these differences in an attempt to better understand our data. Because the Stanford Dependency Parser allows us to look closely at syntactic relationships, we also intend to expand our research to encompass the objects of actions, essentially asking, who is doing what to whom. This question has important implications for studies of gender and character identity.
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Linking Etymological Dictionaries

When studying low-resource languages, historical documents or dialectal variation, researchers often face the problem that lexical resources are sparse, dated, or simply unavailable. At the moment, the problem is addressed by different initiatives to either aggregate language resources in a central repository or to collect metadata about them.

The availability of this huge and diverse amount of material, often in different formats, and with a highly specialized focus on selected language varieties, poses the challenge how to access and search this wealth of information. Our project aims to address both aspects:

- **uniform access to lexical resources.** At the moment, most resources are distributed across different providers. Platforms to query or browse this data are available, but they use different representation formalisms and remain isolated from each other. We employ Linked Data to develop interoperable representations to access distributed resources in a uniform fashion.

- **search across multilingual resources.** We are not only interested in a specific language, but also, in related varieties: Much of the material we have is sparse, and we can address gaps in our lexical knowledge by consulting background information about form and meaning of possible cognates in other languages.

The project will implement search functionalities as web services and provide a prototypical web interface that allows to query Linked Data editions of open etymological resources. As a first step towards this goal, this paper introduces Linked Data to the community, illustrated for the linked data edition of the Starling Turkic etymological dictionary. With further dictionaries for Turkic languages becoming available as a result of our project, these are linked with each other and with language resources from contact languages such as Mongolian, Iranian, Caucasian, Arabic, and Russian.

Turkic Etymology in Starling

The Tower of Babel (Starling) is a web portal on historical and comparative linguistics (Starostin, 2010), widely used in academia to publish etymological datasets over the internet. Starling allows exploring its dictionaries by means of faceted browsing using a coarse-grained phylogenetic tree (Fig. 2.a). We illustrate its data structures for the Turkic Etymological Dictionary (Dybo et al., 2012) with an example result for the query `meaning="bird"` (Fig. 2.b).
Following the Proto-Turkic root, we find a cross-reference to the Altaic dictionary, and the meaning (sense) of the proto-form in English and Russian. The following entries pertain to cognates in different Turkic languages: They provide complex information including one or multiple forms, co-indexed with the meaning field, and optionally augmented with additional gloss (e.g., ‘moth’ for Middle Turkic/Chagatai), bibliography (as a hyperlink, Fig. 3) or additional comments (e.g., < Az. for Halaj). We used an XML export of the Starling data (Fig. 1) to create RDF and (by converting cross-references) Linked Data.

Data Model for the Turkic Etymology

Following LLOD conventions, we employ the Ontolex/Lemon vocabulary (McCrae et al., 2011) as shown in Fig. 4. Originally developed to add linguistic information to existing ontologies, Lemon evolved into a de-facto standard to represent lexical resources as LLOD. Here, we focus on Lemon extensions to represent etymological cognates: Etymological relations involve a relationship on the level of meaning (sense) and on the level of form, and thus require a novel property between one LexicalEntry and another. Between etymological cognates, it is not always clear whether one was the source of the other, or a more indirect relation holds. To express a generic etymological link without additional directionality information, we introduce the property lemonet:cognate. If source and target are known, a subproperty lemonet:derivedFrom is introduced. Similar to lemonet:cognate, it is transitive, but it is not symmetric. Distinguishing lemonet:cognate and lemonet:derivedFrom follows de Melo’s apparent directionality differentiation. Here, however, we provide a formal definition as a (minimal) extension of Lemon following (Chiarcos & Sukhareva, 2014) which supports inferring general cognate relations by subsumption and transitive/symmetric closure. In the Starling data, the directionality of etymological links is generally known, so we represent etymological relations with lemonet:derivedFrom between lexical entries from different Lemon lexicons. By subsumption inference, transitivity and symmetry of its superproperty, lemonet:cognate relations can be inferred automatically between all language-specific forms.

Bibliographic data:

List with all references
Search within this database
Select another database
Fig. 3: Bibliographic information for Abush
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Applications

The Comparative-Lexicographical Workbench (Fig. 5) will provide novel search functionalities extending the functionality of existing platforms, form-based search and a gloss-(meaning-) based search, currently applied to the Turkic language family and its contact languages.

- **gloss-(meaning-)based search.** Dictionary lemmas are complemented with a gloss paraphrasing their meaning. Linked Data allows transitive search over sequences of bilingual dictionaries (e.g., Kazakh-Russian-English).

- **form-based search.** Given a lexeme in a particular language, say, Kazakh, and a set of related languages, say, the Turkish languages in general, the system will retrieve phonologically similar lexemes for the respective target languages.

Both search functionalities aim to detect candidate cognates. The data provided by Starling represents a gold standard, but can also be directly integrated into the search process: In Fig. 5, we query for Chalkan ана and possible cognates from Turkic (as an inherited word) or Mongolic (as a possible source of loan words). The results are organized according to the taxonomic status of the varieties in www.multitree.org. They include a gloss from a Chalkan dictionary (marked by subscript C), but in addition provide form-based matches (subscript +) from the Starling dictionaries (S), e.g., with Turkish ана and its etymologically corresponding forms, etc.

Summary

We described preliminary steps towards the development of a Comparative-Lexicographical Workbench that uses Linked Data formalisms to retrieve cognates as given in etymological dictionaries as well as to automatically identify cognate candidates from different languages (which are similar in form and meaning). In our presentation, both will be illustrated for the Turkic language family, and we will show how both aspects complement each other.
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Since 2014, some of the countries that were formerly belligerent of the Great War – most particularly France and UK – have organised a series of commemorations of the First World War, known as the ‘Centenaire’ (France) or the ‘Centenary’ (UK). We can assume that there is a strong link – that cannot let a historian indifferent – between those commemorations, collective memory and historical studies.

Though studies about collective memory are numerous since the famous works of the French sociologist Maurice Halbwachs (Halbwachs, 1950), few of them are examining how collective memories are being expressed – maybe even transformed – on social networks on-line.

In the case of the Centenary of the First World War, a set of questions can be asked: What is the on-line echo of the commemoration of the centenary of the 1st World War? What is the behaviour of Memorial/Heritage Institutions about the 1st World War on Twitter? How do they transmit information about the Centenary? Is there an influence of the English predominance on Twitter about the Centenary on how non-english-speaking twitter accounts are considering the 1st World War? Are there specific subjects that are discussed on-line? Which ‘temporalities’ are present in tweets when Twitter users speak about the Great War on-line?

Though we are not yet able to respond to all those questions, we’ll use our database of tweets in order to answer them at least partially.

Indeed, since the 1st April 2014, around 1.5 millions of tweets containing a hashtag (keyword) linked to the 1st World War were written by over 350 000 Twitter accounts in several languages (mainly English and French). Twitter is a good field to analyse relationships between history and collective memory, memorial institutions and citizens, historians and a wide non-academic audience. We started to explore this database (which is still expanding): we intend to show how a historian can collect, analyse and interpret those tweets, using Digital Humanities methodologies and software in order to answer questions about collective memory of the First World War online.

Tools and Methodologies

We are using 140dev, a PHP open source script within a LAMP environment to collect tweets through the Twitter streaming API. The tweets are then stored in a MySQL database. Diverse information (tweets and their metadata, hashtags, user information, mentions, retweets) about those tweets can easily be extracted through SQL queries.

Those queries can also be used to extract different kind of relations: between tweets, between Twitter users or even between hashtags (ie if a Twitter user mentioned or retweeted another twitter user, if two users wrote the same hashtags, etc). Concerning privacy, we respect the Twitter API Terms.

To analyse tweets, we are using mainly two sets of methodologies/software: social network analysis and network visualisations (with Gephi: mention, retweets or hashtags are considered a link); text analysis through the theory of the mondes lexicaux (Reinert, 1993) as it is implemented in the IRaMuTeQ software (Ratinaud and Dejean, 2009). The combination of both tools and methodologies has been described by (Smyrnaios and Ratinaud, 2014). IRaMuTeQ, thanks to time-stamped metadata, can also help us working on temporalities. Indeed, clusters that are defined by this software can be projected in time: we can know, day-by-day, the most used kind of tweets. It helped us, for instance, finding that French fallen soldiers are not described with the same words the 11th of November in comparison to the rest of the year.

The methodologies and tools that remain to be found for this research concern temporalities – even if IRaMuTeQ has helped us answer some question on time. There are several temporalities that are expressed in this corpus: the constant feed of information that is the nature of Twitter; the temporality of each twitter user; the temporality of the Centenary (which is different from one country to the other, and from the Great War temporality); and the temporality of the War itself.

First results

Language

English is overwhelmingly present in this corpus. Around 10% only of the collected tweets are not in English. Among those 10%, French is largely in majority and German almost absent, even though German hashtags are collected. The fact that Twitter is an English-based social network does not explain fully this disequilibrium between English and other languages. The Memorial institutions’ communication policies on Twitter are better factors to explain it.

The decentralized communication policy of British memorial institutions (the BBC and all its Twitter accounts or the Imperial War Museum for instance) is obviously more efficient than the French centralized communication policy of the Mission du centenaire. French WW1-related museums do not have Twitter accounts or do have one but do not follow twitter implicit rules such as the use of a general hashtag like #ww1 or the French #pgm.

British and French are not commemorating WW1 the same way

The most striking difference between the French corpus and the English one is the fact that both linguistic areas
do not commemorate the Great War the same way. There are two major differences between both countries:

- French are mainly remembering the soldiers (Poilus).
- British citizens are remembering soldiers, but also battles. The French are focusing on the end of the war, the Armistice, on the 11th November. The British are focusing on the way they entered the war.

**English public history and French history amateurs**

Thanks to the Network visualisations, this corpus also helps understand how public history is present in Britain, in contrary to France where it just begins to appear. The presence of amateurs of history in the French corpus also shows that French historians are not on twitter, in contrary to amateurs who, next to the Mission du Centenaire, are structuring discussions about the First World War on Twitter.

**Conclusion**

**Comparing multilingual corpora**

To compare our two main corpora (the French one and the English one) that can be extracted from the database, we had to use the two main pieces of history in the French corpus the same way on both corpora and then to ‘humanly’ compare the results. We could not find any tools able to compare two corpora that are in different languages.

**Distant reading / Close reading**

This research project shows that, for historians, it is still important to keep a direct link with each single primary source, as some information can be learned from the interpretation of single tweets. Though methods used in this research are dealing with Franco Moretti’s notion of distant reading (Moretti, 2007), it proved strategic to be able to go back to every single tweet. The software used, if metadata are kept all along their use, allow this.

**Twitter and the rest of the web**

Why Twitter? The fact that the Twitter API, though sometimes very unstable, is very convenient to use is one of the criteria of this choice. Is it really pertinent in terms of research? Shouldn’t we have broader sources? How to extrapolate the project’s results to other on-line social networks? Last but not least, the difficulty to anticipate hashtags to be collected might introduce biases in our research.

**Future of this research project**

The question of ‘temporalities’ and their imbrications (the temporality of Twitter / the temporality of users / the temporality of the commemorations / the temporality of the First World War itself) should be the next step of this research. But, as it will require the use of Named Entity Recognition, extending our research to places will be possible as well.
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Introduction

Massive digitization of archival material, coupled with automatic document processing techniques and data visualization tools offers great opportunities for reconstructing and exploring the past. Unprecedented wealth of historical data (e.g. names of persons, places, transaction records) can indeed be gathered through the transcription and annotation of digitized documents and thereby foster large-scale studies of past societies. Yet, the transformation of hand-written documents into well-represented, structured and connected data is not straightforward and requires several processing steps. In this regard, a key issue is entity record linkage, a process aiming at linking different mentions in texts which refer to the same entity. Also known as entity disambiguation, record linkage is essential in that it allows to identify genuine individuals, to aggregate multi-source information about single entities, and to reconstruct networks across documents and document series.

In this paper we present an approach to automatically identify coreferential entity mentions of type Person in a data set derived from Venetian apprenticeship contracts from the early modern period (16th-18th c.). Taking advantage of a manually annotated sub-part of the document series, we compute distances between pairs of mentions, combining various similarity measures based on (sparse) context information and person attributes.

Task Definition

Major challenges when dealing with people-related data are homographic person names referring to different persons as well as the existence of name variants referring to the same person. These are well-known issues in the field of Natural Language Processing for which various approaches have been devised, first via mention clustering (Mann and Yarowsky 2003; Artiles et al. 2008), more recently via linking to a knowledge base (Ji and Grishman 2011; Shen et al. 2015).

In the context of historical data, dealing with person name ambiguity is all the more difficult since data is inherently sparse and uncertain (resulting in poor mention context) and since knowledge bases such as DBpedia (Lehmann et al. 2013) contain very little about past average laypersons (resulting in poor entity context). It is however an essential step prior to any historical data analysis (Bloothooft et al et al 2015), which we address as part of the Garzoni project. This project aims at studying apprenticeships in early modern Venice by extracting information from archival material. Part of this material have been manually annotated, including mention links towards unique entities. Starting from a subset of the current data, we present a method for person record linkage, with the objective to complement its disambiguation coverage and to bootstrap a system to better automate entity disambiguation during annotation, in an active learning fashion.

The Accordi dei Garzoni

The Accordi dei Garzoni is a document series from the State Archives of Venice which originates from the activity of the Giustizia Vecchia magistracy. This judicial authority was in charge of registering apprenticeship contracts in order to protect young people while they were trained and/or providing domestic services (Bellavitis 2006). As a result of this regulation, information for much of apprenticeship arrangements got centralized, today reflected in a dense archival series.

The Accordi consists of about 55,000 contracts registered from 1575 until 1772. Each contract features an apprentice, a master and often a guarantor, sometimes two. A sample of 11,000 contracts have been manually annotated and the resulting data is stored in an RDF triple store. For each person mentioned in a contract, annotators created a person mention and, importantly, linked it to a person entity. They did so either by selecting an already existing entity in the database or by creating a new one. Given the difficulty of this task, only a limited number of entities have been disambiguated; the annotated dataset can therefore be considered as correct but not exhaustive.

The present work considers annotated documents from the period 1586-1600, for which statistics about contracts and entity/mention ratio are shown in Table 1. We use a subset of this dataset (bolded line in the table) as a golden set for our experiments.

<table>
<thead>
<tr>
<th>Count</th>
<th>whole period</th>
<th>1586-1600</th>
</tr>
</thead>
<tbody>
<tr>
<td># annotated contracts</td>
<td>11,525</td>
<td>2,687</td>
</tr>
<tr>
<td># mentions</td>
<td>31,952</td>
<td>7,589</td>
</tr>
</tbody>
</table>
# entities 26,641 6,599
# entities with # mention > 1 1793 382
avg mention per entity 1.09 1.08
avg mention per entity with # mention > 1 2.44 2.38

Table 1. Entity-Mention statistical profile for the whole vs. selected period

**Approach**

Given a set of mentions, our objective is to estimate the likelihood that two mentions refer to the same entity. We represent each mention by a vector of features and compare them pairwise using various similarity measures. The list of selected features at mention and contract levels are presented in Table 2 and 3 respectively.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Variable Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>first name</td>
<td>string</td>
</tr>
<tr>
<td>surname</td>
<td>string</td>
</tr>
<tr>
<td>patronymic</td>
<td>string</td>
</tr>
<tr>
<td>gender</td>
<td>categorical</td>
</tr>
<tr>
<td>age</td>
<td>integer</td>
</tr>
<tr>
<td>profession</td>
<td>categorical</td>
</tr>
<tr>
<td>geographical origins</td>
<td>string</td>
</tr>
</tbody>
</table>

Table 2. Mention-level features

<table>
<thead>
<tr>
<th>Feature</th>
<th>Variable Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>workshop toponym</td>
<td>string</td>
</tr>
<tr>
<td>workshop parish</td>
<td>string</td>
</tr>
<tr>
<td>workshop sestriere1</td>
<td>string</td>
</tr>
<tr>
<td>workshop insigna</td>
<td>string</td>
</tr>
<tr>
<td>contract year</td>
<td>integer</td>
</tr>
<tr>
<td>contract duration</td>
<td>string</td>
</tr>
<tr>
<td>master profession</td>
<td>categorical</td>
</tr>
</tbody>
</table>

Table 3. Contract-level features

With respect to our dataset and features, several points should be emphasized. First, data sparsity: it is common for a mention to have just a few features. Second, features are not evenly sparse (cf. Figure 1) and do not contribute equally to a possible linkage. Core features such as name, surname, patronymic, gender and profession must strongly correspond in order to consider a link as reliable. On the other hand, rare features such as workshop insigna can be very informative when shared by two mentions and should also be valued by the linkage algorithm. Finally, features are dependent, particularly on the role of the person (e.g. age indicated only for apprentices).

Figure 1. Distribution of features by role

We construct three matrices of size \(N \times N\), where \(N\) is the number of mentions in the dataset. The first matrix \(\Phi\), the *feature matrix*, stores similarity scores of mentions pairwise. Scores are computed using measures over features as follows:

- *year of contract*: the feature-score is measured via distance and diminishing returns. Each year of distance between 1 and 15 and between 15 and 30 decreases an initial score of 1 by 0.01 and 0.025 respectively, with a definitive cut-off after 30. For example, two contracts from 1590 and 1594 have a score of 0.96.

- *age*: similarly as per year, each year of distance of the difference between two ages decreases an initial score.

- *gender* and *profession*: the feature-scores are based on exact matches.

- *name, surname, patronymic* and *workshop toponym*: the feature-score is based on the Deverau-Levenshtein string metric (Cohen et al, 2003). For example, Polo and Pollo have a similarity measure of 0.95.

- *geographical origins* and *insigna*: the feature-score is based on a token-based variant of the Jaro-Winkler metric. For example, Friulano and del Friuli have a similarity measure of 0.82.

The score of each pair is stored in \(\Phi\): it is the L2 norm of the resulting feature-score vector.

The second matrix \(\Gamma\), the *combination matrix*, stores values that indicate whether a pair of mentions shares similar feature combinations or not. To build such matrix, we leverage the golden set and identify combinations of features which produced a linkage on a role-by-role basis (e.g. master-master or guarantor-master). Features are considered activated when their feature-score is equal or above 0.84 and we filter out combinations occurring once. The score of a mention pair in \(\Gamma\) is 1.0 if the combination of activated features is valid for the given role pair; 0.5 if the role pair does not match but the combination is valid; 0.0 otherwise. This matrix accounts for feature dependencies and the different ways to name a person with respect to his/her role.

The third matrix \(\Delta\), the *filtering matrix*, scores mention pairs according to the number of activated core features (1.0 if 3+ features – out of 5 – are activated, 0.0 otherwise).

Given the three matrices, we normalize them and
consider the following function to compute the similarity score of a mention pair $p$:

$$S(p) = \delta_p \left[ \lambda \pi_p + (1 - \lambda) \gamma_p \right]$$

where $\delta_p$ is a boolean parameter taken from $\Delta$ which activates the filter over core features for pair $p$; $\pi_p$ is the feature score taken from $\Phi$; $\gamma_p$ is the combination score from $\Gamma$; and $\lambda$ is a parameter giving priority over vector features or combinations of features. $\delta \in \{0, 1\}$ and $0 \leq \lambda, \pi, \gamma \leq 1$. This function allows us to adjust the different parameters: core vs sparse features ($\delta$), feature scores ($\pi$) and feature combinations ($\gamma$).

**Evaluation**

We evaluate our approach in terms of coverage and precision. With respect to coverage, we verify our method over 100 thresholds from 0.99 to 0.0. For each threshold, we compare linkage curves as the percentage of links obtained over the total possible against the coverage of the golden set. Precision is based on manual annotation of 50 randomly selected linkages.

Both procedures are repeated with $\lambda \in \{0.1, 0.5, 0.9\}$ and $\delta$ activated or not, for a total of 6 configurations. The objective is to understand the individual contributions of the three components to our function.

**Results and Discussion**

Results for the first and second evaluation procedure are presented in Figure 2 and Table 4 (resp.). Highest precision (0.61 and 0.3 in Table 4) is obtained with a balance between feature combinations and feature scores ($\lambda = 0.5$). $\delta$ proves very useful for filtering the input space (from 28,7M possible pairs to 44,2K), and lowers the number of false positives, especially for links between apprentices (cf. line ‘w-o AA’ in Table 4). The combination of the two (filtered input space and equal weights) provides the best results, especially for masters and guarantors. Linkage curves can be explained similarly: low $\lambda$ entails a step-like curve (three steps at 0.0, 0.5 and 1.0), while high $\lambda$ creates a Gaussian over the disambiguation space.

<table>
<thead>
<tr>
<th>active</th>
<th>$\delta$ not active</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda = 0.1$</td>
<td>$\lambda = 0.5$</td>
</tr>
<tr>
<td>All</td>
<td>0.21</td>
</tr>
<tr>
<td>without A-A</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 4. Precision with threshold $\geq 0.9$ (* means not-significant statistics)

This confirms that a balanced approach might be the best solution in a setting where data is sparse (high $\lambda$), the golden set is present but of limited coverage (low $\lambda$), and some prior assumptions on the required features can be made ($\delta$). As shown in Figure 3, the graphs with $\lambda = 0.5$ and $\delta = 1.0$ collapse more gradually, providing the widest effective linkage space to explore. Eventually, results also suggest to proceed in an active learning fashion, where the system learns iteratively with new data as part of the golden set.

Finally, in order to further motivate our work, Figure 4 shows the largest components of the deduced social network with and without automatic disambiguation. The linkage method has the nice property of enlarging small components before gradually connecting them.
Conclusion and Future Work

This paper presented a system to perform record linkage over mentions of persons from sparse historical data. It deals with different constraints such as data sparsity and limited prior knowledge. We plan to apply the system to different datasets and to integrate it into a transcription and annotation interface, in order to use it for live, aided record linkage.
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Notes

1 There are 6 sestieri in Venice, i.e. groups of contiguous parishes.

2 It has been shown in comparable settings that edit distance with cut-off at distance 3 (which for us is distance > 0.85) provides good results (Kleanthi et al. 2015).

3 Features are activated when their similarity is above 0.84.
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Can the digital humanities offer an alternative to traditional modes of canon formation? This paper argues that quantitative methods can both enrich our understanding of the way canons are formed and help us create more flexible and interactive alternatives to traditional canons. Over the last year, I’ve built a tool for generating dynamic literary canons and placed it in public beta at http://www.metacanon.org. Metacanon measures the canonicity of literary works by calculating the number of times they are mentioned in scholarly journals and using an algorithm to assign a uniform score to each work based on this data. While this certainly does not amount to a measure of aesthetic value or “greatness,” it does offer a concise snapshot of the body of literary works that are most discussed by scholars. Currently, it only covers twentieth century American fiction, but future versions will be expanded to include other genres, periods, and nationalities. For scholars, this will provide a tool for quickly measuring the relative centrality or obscurity of particular works as well as a tool for measuring how canons change over time. For students and the general public, it will offer a far more inclusive, flexible, and interactive alternative to the fairly predictable greatest books lists that currently act as arbiters of literary value outside of academic circles.

In the wake of Pierre Bourdieu’s Distinction (1979), literary studies has developed a nuanced critical apparatus for rethinking the role played by the canon and canonicity in the perpetuation of cultural capital. Our current scholarly common sense insists that far from reflecting aesthetic value, canons actually create this value socially, often thereby reinforcing hegemonic cultural values and hierarchies. And yet, even as we know this, the actual collection of texts that is consistently taught, written about, and by extension canonized remains relatively stable. By examining the frequency with which particular works are mentioned in various scholarly networks, Metacanon creates an accessible representation of this trend and in doing so introduces a greater level of transparency into the dominant allocation of literary values. In doing so, this project is similar in some respects to work being done by Mark Algee-Hewitt and Mark McGurl at the Stanford Literary Lab, although using different means and with different ends in mind. Whereas Algee-Hewitt and McGurl have produced a master list of 350 twentieth century novels by combining several “found lists” supplemented by a survey of scholars working in the field of postcolonial literature, Metacanon uses an approach that takes advantage of a
wider array of harvested data drawn from thousands of journal articles. This reflects the very different goals of this project. Rather than producing a necessarily limited corpus suitable for datamining, Metacanon is primarily intended as an exhaustive but flexible representation of the canon. This allows for a much larger interactive list, but I’ve also found that the Metacanon list is much more diverse in terms of gender (and likely ethnicity) than the McGurl and Algee-Hewitt list, even though they consciously aimed to create a corpus that would be more representative than most standard lists. What this indicates is that although most publicly available “greatest books lists” tend to over-represent white men in their construction of literary value, scholars themselves tend to work on a much more diverse array of literary texts. In other words, there is already a working canon in existence that is much more diverse and representative than the standard lists and surprisingly more so even than Stanford’s intentionally varied list; it’s just that this working canon isn’t generally available in an accessible, objectified form. Metacanon takes the first steps toward producing this more accessible form, even as it integrates flexibility and transparency into its framework.

The current version of Metacanon (0.6) is limited to twentieth century American fiction. As such, however, it is the most comprehensive relational database of American fiction from this period. Of course, there are more extensive listings of American literature available (for example, the Chadwyck-Healey Bibliography of American Literature). However these offer no way to easily distinguish between highly canonical works and more obscure works. In essence this forces readers looking for a definitive list of American fiction to choose between the unwieldiness of comprehensive bibliographies and the partiality of much shorter “greatest books” lists and standard field lists. What makes Metacanon unique is that it harnesses digital technology in order to offer both the expansiveness of a comprehensive bibliography while at the same time measuring the relative centrality or obscurity of each particular work.

This digital framework also allows users to become active participants in the construction of the canon rather than merely passive recipients. For example, one user might choose to see a list of the most canonical novels published between 1970 and 1979, or even more interestingly the most canonical novels of the 70s according only to data from the 80s or 90s. Another user might choose to see a list consisting only of science fiction written by women. A third user might choose to alter the algorithm to calculate canonicity based only on citations in a single journal. Contrary to the widespread fear that digital or quantitative approaches to literature are fundamentally opposed to nuance and flexibility, Metacanon demonstrates that this need not be the case, at least in so far as questions of canon formation are concerned.

While most of what is written above concerns Metacanon’s value as a public humanities initiative and as an aid to students, this project has growing implications for literary scholarship more broadly. One of the most fascinating lines of inquiry in the digital humanities today is the use of quantitative textual analysis to trace the connections between literary form and reception over time. For example, scholars like Richard Jean So, Hoyt Long, Ted Underwood, and many others have used digital text mining to demonstrate relationships between particular formal features of literary texts and the social categories that govern their movement through the world, such as attributed aesthetic value and genre. As the precision of Metacanon’s measurement of canonicity improves, researchers could use this data along similar lines to ascertain connections between literary form and canonicity over time.
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James Joyce is one of the most admired, emulated and mythologised masters of twentieth-century prose. His Ulysses (1922) is among the cardinal texts of literary modernism produced between the world wars. The text creates its numinous effect through the repetition of short phrases over the course of a quarter of a million words. As early as 1929, critics invoked the musical device of leitmotif to explain this form of literary repetition (Curtius, 1929). Leitmotif describes a signature phrase or cue that accompanies and signals the presence of a character, locale or theme in a work. The device achieved a new importance in the nineteenth century through the opera of Richard Wagner, and it quickly migrated from music to literature in the writings of Édouard Dujardin,
Thomas Mann and Marcel Proust. In Joyce's hands, the pervasive use of the device amounts to "a sort of linguistic magic-realism" (O'Callaghan, 2011). But whereas musical leitmotif is conveyed through auditory recall – listeners recognise a brief musical phrase as an instance of leitmotif – written language cannot always offer this immediacy. The problem is a singular one: how do readers and how do computational tools recognise and unify the discrete instances of leitmotif that are distributed across a text?

Methodology

The proposed paper will report on a series of experiments that combine methods of corpus and computational linguistics with close reading to gauge a fuller extent of the repetition in the novel and to assess its worth as leitmotif. From the perspective of text analysis, leitmotif is the purposeful repetition of textual fragments (or n-grams) in a text or over a collection of textual documents. Our computer assisted retrieval of leitmotifs is based on the following set of assumptions: First, for a sequence of words to be a leitmotif, it must capture a (human) reader's attention through distinctive word choice or unusual collocation. This distinctiveness ensures a reader can recall earlier occurrences. Second, a given sequence of words functions as a leitmotif only if it occurs in a limited number of chapters or episodes of *Ulysses*. The sequence must occur in more than one episode but not in all eighteen. Key to distinguishing a given sequence is a limitation in the number of its occurrences. Finally, previous scholarship has observed that Joyce not only repeated leitmotifs verbatim but also paraphrased, transposed, abbreviated or otherwise altered their individual elements (see Büchler et al., 2014 in this context). A computational approach needs to take stock of this state of affairs.

Work to Date

At the current stage of our research, we focus on bigrams. By treating each episode of the novel as a single document, we have constructed a document collection to measure the inverse document frequency (idf) of bigrams in the collection. The use of idf metrics enables us to retrieve those bigrams occur in a given number of episodes. Initially we set a threshold of occurrence at two, three and four episodes; in the light of the results produced we are continually revising this threshold. As a second step, the uniqueness or distinctiveness of bigrams was investigated by measuring the probability of their occurrence in a contemporary corpus of English texts put together from documents in Project Gutenberg and Archive.org. This helped to filter out very common constructions that enjoy a high idf. Named entities were also eliminated from the list of bigrams. We have also examined bigrams for “fuzziness” – gauging whether the constituent elements reoccur but with words inserted between them or in a reversed or otherwise transposed order. We have produced a list of around two hundred bigrams that are candidates for consideration as leitmotifs. Finally, a striking feature of Joyce's style in *Ulysses* is the frequent use of compound coinages. Not only did he insert such neologisms into the text, but he also split them, reusing the constituent units of compounds in close proximity. This stylistic device also contributes to the pervasive sense of repetition in *Ulysses*, functioning as an alternative to and special case of leitmotif. To identify this type of repetition, we have retrieved and split all compound coinages in the novel, and examined whether their constituents reoccur within a given word distance.

Challenges

The main obstacle to identification is the "protean nature" of leitmotif itself (Bribitzer-Stull, 2015). Whereas a highly distinctive phrase like Joyce's “Agenbite of inwit,” which occurs in *Ulysses* seven times (Joyce, 1922), can readily be identified as a leitmotif, the associative potential inherent in even very short units of language means it is not always clear how one is to distinguish leitmotif from mere linguistic flukes or from instances of more general intertextuality (Kristeva, 1967). Examples of the latter include lexical priming (Hoey, 2005) and natural language collocation – for example, if an author writes “he opened the,” a reader of English would reasonably expect the next word to be “door.” At the moment, our list of candidate leitmotifs is checked by close reading bigrams within the context of the sentences in which they occur in the novel. Those bigrams that are accepted or judged as valid instances of leitmotif are added to a purpose-built database.

Outcomes

In addition to extending the inventory of leitmotifs identified in *Ulysses* (see, for example, Schutte, 1982), the experiments and the subsequent analysis have another key goal. They are meant to test the hypothesis that leitmotif not only offers a way to flag the presence of a character, locale or theme in the novel, but also creates a series of “primitive hyperlinks” or “analogue hyperlinks” (Cope and Phillips, 2006) threaded throughout *Ulysses*. Critics have often invoked hypertext to explain the myriad connections established within Joyce's work (e.g. James, 1999), but our research will lead to an online hypertext edition of *Ulysses* that allows the reader to explore the non-linear reading paths created by leitmotif.
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The Exhibitium Project, awarded by the BBVA Foundation, is a data-driven project developed by an international consortium of research groups. One of its main objectives is to build a prototype that will serve as a base to produce a platform for the recording and exploitation of data about art exhibitions available on the Internet. Therefore, our proposal aims to expose the methods, procedures and decision-making processes that have governed the technological implementation of this prototype, especially with regard to the reuse of WordPress (WP) as a development framework.

According to the project’s purpose, it was necessary to create a device that, to the extent possible, could capture in automated way information on art exhibitions from any Internet source. Consequently, the inquiry into the possibilities of web mining strategies emerged as a priority from the early stages. Taking into account the high expressiveness and flexibility of linguistic structures usually used in the description of art exhibitions, our project opted for a mixed platform which combines the potential modeling system based on textual indicators, the heuristic means that characterize some methods—such as the Bayesian classification—and the human supervision provided by a well trained team of editors.

1. General overview. WordPress as a framework of the ExpoFinder system

As Baumgartner et al. (2009: 1) established, the web data extraction task is usually divided into five different functions: (1) the web interaction, which mainly comprises the navigation through predetermined web pages containing the information sought; (2) the extraction of the searched data by means of a software that identifies, extracts and transforms them into a structured format; (3) the setting of a specific calendar that enable to perform automatically the extraction tasks in regular sequence; (4) the processing of the captured data, which includes filtering, transformation -if applicable-, refining and integration; and (5) the delivery of the resulting structured data to a variety of data analysis-based systems.

Assuming this distribution as the most convenient for our purposes, we decided to include them in the Exhibitium’s architecture grouped into two large blocks.

A. A block consisting of an automated capture system of information robust enough to ensure the reliability of the collected data.

B. A second block made up by the set of elements necessary to store the data, including functions for filtering, cleaning, management, structuring and description. This block also incorporates a system to export the collected data to those platforms that will process and analyze them during the second phase of the project.

Block A was called Beagle, and block B became known as ExpoFinder. Both blocks work in a coordinated manner, so that what is extracted by Beagle is put at the disposal of ExpoFinder. The two blocks are part of an unified system configured by a cyclic algorithm: Beagle captures, ExpoFinder analyzes and approves the captured information, the team of editors validates or discards what ExpoFinder has previously approved, and Beagle recaptures again (see figure 1).

Regarding the software, after preliminary versions based on own developments, it was decided that the most interesting option between the free software and open source solutions currently available (as the openness philosophy is a sine qua non requirement of this project) would be to use WP as framework of the system. The main benefits that the use of WP as framework offers for...
our project can be synthesized in the following items: a database with a flexible and very solid organizational structure; a layer of a core application with numerous hooks which allow to maximize its functionality; and a high easy management system to carry out tasks on the two sides (server and client), assuming both administrator and user roles. Thus, for the implementation of the Beagle-ExpoFinder system we took advantages of the predefined data base, the available APIs and the set of data visualization templates to build solutions using an application that is already fully functional.

Figure 1. Beagle + ExpoFinder. Operating plan (simplified)

We used WP without adaptations, that is, as it can be downloaded from the Internet. All the functionality of our application lies, then, on the code itself that constitutes WP, so it is not supported on variant versions (forks) of the original program. Hence, any improvement provided by the computing community will be directly usable by our project without further adaptations. As part of the requirements of the development of the Beagle-ExpoFinder system (B + E), from the beginning it was considered that the programming work did not constitute a «tailored suit» for the Exhibitium project. On the contrary, we expect that this work can be useful in other projects with a small number of modifications or by using configuration files or other similar systems. For that reason, our choice was to implement B + E by means of a «WP theme», solution that easily allows us to readapt the software to different purposes.

2. Beagle and Expofinder development and technical features

Beagle captures – as it has been said- by automated means web data concerning temporary art exhibitions from any source of information, and includes a filtering mechanism. The automated capture process uses the tools of WP API, particularly WPCron. Likewise, the frequency of the process is configured according with the options offered by ExpoFinder to the system administrator. Beagle employs two statistical complementary functions to «predict» the degree of the adequacy of the captured information to the ExpoFinder preconditions: 1. One of this is based on the intersection of a set of «positive» and «negative» keywords with a proportional weight assigned to each one, which is also based on the shortest path algorithm of Bellman-Ford; 2. The other is defined by its heuristic nature; it employs a naive Bayesian classifier to guide the «human» editor during the task of discriminating whether or not an information captured by Beagle is valid. The latter is able to improve their efficiency through continuous learning processes (each discarding or acceptance made by the «human» editor refines the system «perceptiveness») (see figures 2 and 3).

Figure 2. Screenshot. Exhibitions list (fragment). See the Bayesian classifier indicator

ExpoFinder also includes a control system (QC) that identifies the mistakes and failures, which are also associated with the human editor who made them, so that he/she can perform the appropriate corrections (see figures 3 and 4).

Figure 3. Screenshot. Automated evaluation of efficiency

In its current state of development, the Beagle-ExpoFinder system captures and selects daily about 100 references from more than 12,000 web sources of information. Its error rate during the recording and validation processes is about 3.9%, below the 5% initially considered as permissible.
Notes

1 Generation of knowledge about temporary art exhibitions for a multivalent reuse was the topic of the proposal presented to the 2014 competition organized by the BBVA Foundation for projects in the field of Digital Humanities, resulting selected from over 250 submissions. The project website is available at: http://exhibitium.com. The Exhibitium Project began in January 2015 and will end in December 2016, so currently we are completing the first phase.

2 They are: iArtHis_Lab (http://www.iarthislab.es) and Khaos (http://khaos.uma.es) at the University of Málaga; Technie, ingeniería del conocimiento y del producto (http://www. ugr.es/~tepos28/quienes_somos_es.php) at the University of Granada; and CulturePlex at the University of Western Ontario (http://www.cultureplex.ca).

3 Specifically, the ultimate Exhibition's purpose is to extract unprecedented and strategic knowledge about temporary art exhibitions through the use of a variety of data mining techniques.

4 Although, in reality, according to the Tom McFarlin’s statement in his popular page «tuts +» (http://tutsplus.com/), it is more a foundation that a framework. And maybe he is right: a framework consists of a set of conventions as well as libraries and tools that allow us to easily start working on an application. In short, it provides the means by which an application can be built from scratch, from the database schema to the front end. However, a foundation allows to «extend» an existing application. WP has its own well-defined internal mechanisms, and the foundation simply expands its operation or takes advantage of it for their own benefit.

5 The advantages that a robust mechanism as such provided by WP offers for the maintenance of a security system (essential in any development accessible through Internet), or the substantial savings in time and resources involved in a CRUD structure records management -which is both sufficiently malleable to suit any need and rigid enough to follow canonical deployment patterns (such as the «nonce» safeguards in the capture forms), are weighty arguments when opting for the use of one framework or another.

6 Even though this document is not largest enough to expose in detail the list of selected preconditions of significant terms used by Beagle in order to filter the captured information, we want to emphasize that this is a «weighted» relationship of lexemes in which each root term is assigned a total «weight» in the set (1 to 3). When the entire process is complete, the absolute amount of the sum corresponding to the found terms is weighted with the relative values (relating to the length of the text where they have been detected) to assign a positive or negative evaluation to the whole information.

7 The Bellman-Ford algorithm (or Bellman-Ford-Moore) calculates the shortest paths from a single source vertex to all other vertices in a weighted digraph. It is slower than Dijkstra's algorithm for the same problem, but more versatile, since it is suitable to deal with graphs using negative numbers for edge weights. ExpoFinder takes advantage of it in its weighting mechanism, useful for us because we work with lists of lexemes for words used as «positive» or «negative» markers.

8 In machine learning terminology, the «naive Bayesian» constitutes a family of simple probabilistic classifiers based on the application of Bayes' theorem about the hypothesis of independence between variables. Widely studied since the 1950s, it began to be used since the beginning of the next decade as a taxonomy method capable of self-optimization in the recovery community text. We use the frequency of occurrence of a given lexeme as a trigger, so that ExpoFinder can contribute to the semi-automated selection of relevant information from the experience gained. It is not a pure discriminative mechanism, but an auxiliary tool that has proven to be useful for application operators.
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Introduction

The global project of data conversion of the notable Italian 'Zeri Photo Archive' into a Linked and Open Dataset primarily regarded the analysis of the description model of the available records, so as to define a collection of suitable ontologies to describe such a complex domain.

Indeed, the uniqueness of the Zeri collection, which includes about 290,000 photographs of works of art and monuments, lies in the rich documentation of the described artefacts, mostly related to provenance, attributions, restoration events and their connections to the collection of 46,000 books and 37,000 auction catalogues (Mambelli, 2014).

The full project entails, together with the ontological modeling, the production of the RDF dataset, the creation of proper links to the LOD cloud, and the definition of the user interface for browsing the dataset.

F Entry Ontology

The first activity of the project had been the formalization of the Scheda F ('Fotografia') (Mibact, 1999), - the metadata standard of the Italian Istituto Centrale per il Catalogo e la Documentazione (ICCD) - by mapping the schema onto CIDOC-CRM model (Crofts et al., 2011). In the conversion we initially considered the specific flavor of the Scheda F used by the Zeri Foundation, i.e. its subset of 113 fields (based on the experimental 1.04 version of the ICCD standard) and an handful of custom extensions to it. A deep analysis of the schema of the Scheda F showed that it is organized in semantically independent sections (called "paragrafi", or paragraphs), each one belonging to a specific FRBR concept (Work, Manifestation, Item); this allows the mapping to proceed by logical sections affecting only a limited number of entities and relating these entities to the data documented by the fields of the schema.

Before accomplishing the mapping, we proceeded with the creation of a new ontology called FEO (F Entry Ontology). Since our final goal was to make available Scheda F data in a triple store, the target language we chose was OWL 2 DL. The current version of FEO introduces the classes and properties that characterize three specific concepts: the photograph, the work of art that is the subject of the photograph, and the Scheda F itself describing the photograph and its subject.

So, through the use of well-known ontologies – i.e. CIDOC-CRM, but also PROV-O (Lebo et al., 2013), and FaBiO (Peroni and Shotton, 2012), as part of the SPAR Ontologies (Peroni, 2014) – plus the FEO ontology developed ad hoc, most of the content expressed as descriptive entries in the Scheda F have been already formally represented (Gonano et al., 2014).

OA Entry Ontology

In this presentation we propose an extension of our work on the Zeri Photo Archive by introducing a new ontology for representing works of art and their related information, namely, the OA Entry Ontology. In particular, this ontology is based on the Scheda OA ('Opera d'Arte') – another ICCD metadata standard – and proposes a mapping between the content standard and, again, the CIDOC-CRM, in order to create shareable descriptions of metadata. In addition, other kinds of information that are not easily representable through the aforementioned standards, such as certain peculiar relations between works of art, are modelled by means of new classes and properties created in the OA Entry Ontology. This last allows to describe, in particular, the work of art and the related items, by focusing on some classes (e.g. copy, derivation, fake, drawing, model, replica, sinopia) and by using properties as necessary connection typization (e.g. conceived or former).

HICO and authorship attribution

Moreover, in this paper we further investigate a way for providing a clear and shareable representation of questionable information, i.e., the authorship attribution of works of art. In the Zeri Photo Archive there are particular authorship attribution created by either the Zeri Foundation cataloguers and/or by Federico Zeri (collector of photographs) himself, and such attributions (that could be accepted or discarded at certain point) are accompanied with the criteria that corroborate the cataloguers’ choice.

In order to provide a precise characterisation of all these aspects, we discuss the adoption of HICO, Historical Context Ontology (Daquino and Tomasi, 2015) as a way for enabling a definition of authoritative attributions based
HiCO\textsuperscript{8} is an OWL 2 DL ontology we created for describing contents of data (e.g., an authorship attribution), in particular cultural heritage data, and data creation itself (e.g., RDF statements representing above mentioned authorship attribution) as part of an interpretative process. Cultural heritage object is a wide concept: it includes any sort of representation of culture heritage embodied in a tangible form like artifacts (books, documents, and, as in this case, works of art), but also any concept, assertion and interpretation somehow bounded to cultural objects.

With the hico:InterpretationAct class it's possible to describe the interpretation act as a process:

- the conceptualization of the interpretation and its classification, for enabling further relations among different kind of interpretations;
- the embodiment of the interpretation as RDF statements, for representing information extracted from the content of the object of interest.

Two fundamental object properties complete the process: the hico:hasInterpretationType property and the hico:hasInterpretationCriterion property. The former states an arbitrary classification of the interpretation, which can be simply defined as philological, historical, semiotic, linguistic etc. The latter is a briefly explanation of the criterion used to state information extracted from a source, e.g. a literally transcription, a hypothesis, or the adoption of the literature about a specific argument.

A crucial aspect of the project is the correct formalization of statements so as to allow the ontologically-consistent coexistence of data created by different actors that express contradictory statements about the same subject (e.g., authorship attribution data of a work of art), in order to guarantee the data integration with Pharos (Reist et al., 2015) project partners, of which the Zeri Foundation is a member. By the use of SWRL rules applied to relations between sources, criteria and context information used by an agent to explain his interpretation, we could formally infer when an interpretation can be considered authoritative.

An example of authoritative assertion

We could give an example. We state aside the interpretation (i.e. the assertion “An artist X is author of a specific work of art Y in a specific time Z”) which sort of interpretation we are dealing with (i.e. authorship attribution), and which criteria have been used by the cataloguer to assert such proposition. A provenance statement ensures both author of assertion (i.e. interpretation) and author of data conversion are fully described, ensuring that no contradictory statements will affect data validity.

When necessary conditions for stating authorship are fulfilled, an attribution may be inferred as authoritative. In the example (Fig. 1), we have an attribution which respects minimal requirements for being considered an authoritative assertion:

- it has been stated by a well-known author (i.e. the cataloguer of Zeri Foundation);
- it considers as criterium an authoritative source (i.e. the photo depicting the work of art);
- it agrees with another interpretation, i.e. Federico Zeri classification.

This obviously doesn't entail that the attribution is surely correct, but it can be a useful tool for historians when searching for different attributions and related criteria adopted in interpretative process.

![Fig. 1 Sample of multiple interpretation of the same object and Zeri authoritativeness](image_url)

Conclusions

To conclude, as said before it will be the natural completion of the Zeri Project the RDF triple store set up, the creation of links to other datasets, and the definition of the user interface for browsing the linked open dataset. All these activities are now object of our research group industry and the final publication of the project is expected for the middle of 2016. Data had already been transformed in a RDF/XML dataset, according to above mentioned ontologies. Next steps of the project involve thus data publication, ensuring access to them through a SPARQL endpoint. When published, data will be enriched with further RDF links to major datasets and authority files online (e.g. VIAF for people and works, Getty thesauri, GeoNames for places\textsuperscript{9}). This ensures our data will really be part of the LOD Cloud, avoiding creation of another data silo. So enriched data will then be exploited in a new smart application, which will enable users to search data about both photos and works of art. Through this mod- elization data and new relations will be easier discovered, enhancing user experience.
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This paper suggests a separation between the content, the carrier, and the presentational forms of the digitised photograph (as opposed to a born-digital image) and presents the draft for a metadata schema that is able to record the circulation of the object. The arguments presented in this paper are adapted from the research conducted for a recently-submitted doctoral thesis.

Scholarly study of the photographic image, specifically with the ‘material turn’ in anthropology and cultural studies, has attempted to inspect the photograph as a physical object (Batchen, 1997, Edwards, 2002, Edwards and Hart, 2004). This process of inspection expresses the complexity of the social existence of objects and allows the investigation of the photograph as a material object whose understanding is augmented by its form. Photographs have specific modes of circulation, production, and consumption, and their inspection has potential beyond the critiques of representation alone. The inherent bias of the indexical qualities of the image over its material properties may overlook the social and cultural contexts within which the photograph is born and used. While current digitisation techniques have found accurate methods of copying the content image, the description of its materiality remains a challenge. If the physicality of the photograph is central to its understanding, this paper inspects the possibilities of providing the digital referent with the material information. It presents an examination of both the materiality of the photographic image (and its transformation into a digital object), and the means through which the presentational forms of the original may be inscribed in the digital referent.

The digitised photograph is a material object: to observe this materiality, a separation between the content and the carrier of the object is required. The photographic image is printed on paper, and this paper is the carrier of the content image. Similarly, the content of the book is carried in the physical form of the book — the paper, glue, and ink that hold it together. In the physical object (as opposed to its digital counterpart) the content and the carrier are closely inter-linked to the point where their separation is difficult. However, the carrier may change at different moments of time, which may provide the object with different contexts: consider an image that was first printed on photographic paper, then printed in a newspaper, and then, perhaps, in a book. The different material existences of the image provide contexts that locate it within different contexts.
points in history. The digital object is, similarly, carried by electronic circuits. That the digital object has materiality, then, is undeniable. The problem, perhaps, in identifying this materiality lies in the degrees of separation between the circuits and the perception of the object. To view an electronic image, a screen — an enabler — is required. The experience of the object then is governed by an intermediary system. The dislocation between the carrier of the object and the experience of the object is perhaps the source of a material fallacy.4 If it is acceptable to think of this separation between the content and the carrier, it is possible to argue that the digital object is merely one iteration of a different carrier. The digitised image, then, is the original image, in a new material form.

The photograph has multiple lives; it exists within sociocultural contexts, and to understand it, the content image must be seen in conjunction with its material form. Since the inception of photography, photographic images have been used in a variety of contexts, and have been presented in a multitude of ways; the carrier often determines the use the content image is put to. Whether preserved in photoalbums (arranged thematically or sequentially), sold as postcards for the curious, or published as documentary evidence the presentational form of the photograph weighs heavily on the readings of the image. Presentational forms, in particular, guide the way in which photographs were used after their inception, and also the way they were understood. It is, here, important to distinguish between the carrier and the presentational form: the carrier is always material, while the presentational form is ideological. The materiality guides the technical production of the image, and bears the imprint of time on it. The presentational form reveals the social, political, cultural, and religious contexts within which the photograph is used.5

This paper proposes to include the material specifics of the physical photograph at the level of the metadata of the digitised image. Metadata schemata for visual resources, such as CDWA and VRA Core, articulate the description of objects by distinguishing between Work and Image.6 This separation attempts to describe the complex relationship between the original and the surrogate. In a similar vein, this paper suggests a separation between the content, the carrier, and the presentational form of the photograph in its descriptive schema. For photographic images, it is more important to record its material transformations than separate the original from the copy.7 While the content image remains the same, different material specifics of the photograph change as the object adopts new carriers and new presentational forms. The proposed schema is able to record multiple carriers and presentational forms for the same photographic object. This would, potentially, help to examine the circulation of the photographic object — a key concern of scholarly research in the field. This schema also presents the possibility of being extended to a linked data format that multiple curators can add to in order to articulate information about the same object. The paper presents a blueprint for the proposed schema — the structural and the functional aspects of its design.
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Notes

1 Thesis titled 'From Evidence to Essence: Curating Thematic Collections with Photographs from the British Raj' submitted in partial fulfilment of the requirements for the degree of Ph.D to Trinity College Dublin on 30th September 2015.

2 Material cultural analysis, from an anthropological position, questions the assumed superiority of language over other forms of expression (Miller, 1987).

3 John Tagg (1988) discusses the manner in which the currency and the value of material objects arise in certain distinct and historically specific social practices.

4 Joanna Sassoon (2004) presents an engaging examination of the materiality of digital photographs. However, the central rationale in her paper takes premise on the assumption that digital objects have no material existence.

5 A similar concern may be seen in the area of textual editing with concerns about the primacy of the document over the text. For further reading see, for instance, Hans Walter Gabler's "The Primacy of the Document in Editing" (2007).

6 VRA Core 4, in fact, is built around three record types — Work, Image, and Collection.

7 Walter Benjamin in his seminal essay 'The Work of Art in the Age of Mechanical Reproduction' contends that for photographs, asking for the mechanically produced, original print is non-sensical.
The Letters of 1916 is Ireland’s first public humanities project. It collects, digitises, transcribes, encodes, and makes available through its electronic platform epistolary documents written between 1st November 1915 and 31st October 1916. The year 1916 was one of transition for Ireland: between its involvement in the Great War and the rise of militant nationalism, the country was divided by sentiment, separated by ideals. 2016 sees the centennial commemoration of the Easter Rising across Ireland. A more complex interpretation of the events that transpired in Easter week 1916 has entered national consciousness and with it the interest in the smaller and more personal accounts of those caught up in the ensuing violence. The rhetoric of the letter presents personal perspectives and individual memory traces; the collected letters provide an insight into those fragmentary stories that, inspected together, constitute a collective consciousness. Letters are shared experiences that connect people across geographical spaces. The unique personal perspective of the epistolary form challenges the perceptions of established history, questioning the role of memory and the acts of commemoration that this era suggests.

Since Jeff Howe’s coining of the term ‘crowdsourcing’ in 2006 (Howe 2006), a number of pioneering projects have provided legitimacy and validity to the process. The Letters of 1916 considers crowdsourcing in the widest possible sense of the term; the processes of collection, transcription, and curation are done through public engagement. The focus of this paper rests on the volunteer community associated with the project and provides an inspection of the levels of its engagement, a study of its interests and motivations, and how future projects can adapt this investigation into community interaction. Sharon Leon, discussing her observations while working on the Papers of the War Department 1784-1800, identifies and categorises these motivations into six fields: (a) an interest in history, (b) a sense of civic duty, (c) a specific point of scholarly research, (d) engagement based on genealogical and family research questions, (e) educational assignments, and (f) curiosity about how the transcription tool and process works (Leon 2014). This paper extends these assumptions, inspecting specifically the affect of the epistolary form on the transcriber. The topical nature of this project raises questions beyond the ones that Leon raises.

The investigation in this paper traces the manner in which the community engages with the content, a hundred years since they were written, not merely as historical documents but as individual memory traces that express personal sentiments. The centenary creates a renewed vigour in the study of these documents and the paper questions if the engagement with these letters produce a more nuanced understanding of this conflicted time. As Leon points out, one of the driving forces of community transcription lies in an active interest in scholarly research. This paper attempts to understand this very engagement in the Letters of 1916 project; some of the letters in the resource, particularly those received from personal collections, have been unavailable to the public until this point. Does the possibility of discovering these little stories and personal narratives that are weaved within the politics of the time, create an interest that emphasises the novelty of discovery? As the transcriber actively engages and researches these documents, do her motivations lie in the possibility of unearthing new knowledge?

A data-driven examination of transcriber-activity, as evidenced in the project, suggests that individual members of the community create self-fashioned roles. The transcriber who reads and re-authors these letters, the encoder who attributes TEI markup to the transcribed text, and the researcher who provides contextual information for the letter are all employed in the production of these electronic documents but their engagement is at different levels. This paper attempts to understand this division of roles based on the modes of engagement that are apparent. Re-authoring of these letters raises another question: as Barthes suggests, the relationship between the reader and the writer is complex and deeply problematic (1977). Does the re-authoring of these letters create a deeper investment in the narrative? This investment is reiterated when we consider the private emails exchanged between members of the Letters of 1916 volunteer network and the project staff where concerns are raised over the urgency, validity, and authority of the initial transcription; the accuracy and the model of the transcription becomes a point of contention between the members of the community.

This paper considers the proposed questions in three stages and at three levels to gain a clearer understanding of the role of the transcriber within the Letters of 1916 project. In the first instance, a statistical inspection of the metadata for the transcribed letters provides an examination of the volume and the rate of transcription over the course of the project. The engagement of the individual
transcriber with specific themes within the collection is revealed in the process; this mode of investigation aids in viewing the community, not as a homogenous cluster, but as individuals with specific interests and different points of engagement. The visualizations generated from these analyses illustrate the interests of the community at a macro level. In the second instance, the Letters of 1916 volunteer network is approached with a focused survey. This ongoing survey presents the second phase of coordinated feedback that this project records. The questionnaire is designed to cover a range of topics that both reinforce the results of the statistical analysis and ask questions that lie outside the scope of data-driven inquiry. The focused design of the questionnaire is informed by the preliminary phase and attempts to tease out the motivations that lie at the heart of crowd-sourced projects such as the Letters of 1916. In the third and final instance, the most-prolific transcribers in the project are approached for interviews regarding their role in the process of transcription. These interviews are detailed and provide a closer study of the desires of the community. The methods utilised in this paper move from a macro to a micro level, from the data to the individual, in order to derive a concrete and axiomatic base to study the modes of engagement that the Letters of 1916 project and, perhaps, all crowdsourced projects have.

The success of a crowdsourced project lies in creating effective engagement between the community and the resource. This paper provides an investigation of the motivations and the desires of individuals that drive these forms of public history projects forward. The topical nature of this research, combined with the affect of epistolary documents, creates a unique opportunity for this study, a model for future projects to further develop their volunteer community, and the critical foundations on which future study of community transcriptions may be based.
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Notes

1 The Easter Rising was an armed insurrection launched by a minority of Irish nationalists against the British Empire in 1916. The Rising was contained to Dublin and suppressed following a week of fighting. It is seen as the genesis of the later Irish War of Independence. For further reading see, for instance, Max Caulfield’s The Easter Rebellion (1998).

2 Janet Gurkin Altman, contemplating about the form of the letter, contends that while letters connect two geographical points they also serve as a bridge between the sender and the receiver. The epistolary author can either choose to emphasise either the bridge or the distance (1982).

3 Since Howe’s definition of the term there have been several pioneering project based on crowdourcing. For instance, see Transcribing Bentham, Papers of the War Department 1874-1890 and What’s on the Menu?

4 As of October 2015 there are 1159 registered users on the Letters of 1916 site. These users transcribe, on average, 192,409 characters a month.

5 The Text Encoding Initiative (TEI) is a consortium which develops and maintains a standard for the representation of texts in their electronic forms. For further information see http://www.tei-c.org/index.xml

6 Letters can belong to one or multiple themes including The Easter Rising, World War I, Family Life, Love Letters, Official Documents, Politics, the Irish Question and more.

7 Each month the Letters of 1916 Project generates a list of “top” transcribers. This list is determined by the number of characters a specific individual has transcribed in that time frame.
Automatisation Du Workflow Audiovisuel, Quel Impact Sur Le Spectateur?

Charles-Alexandre Delestage
charles-alexandre.delestage@univ-valenciennes.fr
Université de Valenciennes et du Hainaut-Cambrésis, France

Sylvie Leleu-Merviel
sylvie.merviel@univ-valenciennes.fr
Université de Valenciennes et du Hainaut-Cambrésis, France

Alain Lamboux-Durand
alain.lamboux-durand@univ-fcomte.fr
Université de Franche-Comté

Introduction: automatisation dans l’audiovisuel

Les besoins de rationalisation des coûts et des moyens de production en Europe et dans le monde amènent les services de médias audiovisuels à avoir de plus en plus recours à de l’automatisation au cours de leurs phases de production comme de post-production. La notion d’automatisation fait en elle-même débat dans la mesure où elle est très mal définie : la plupart des dictionnaires indiquent un laconique « Fait d’automatiser ». Il serait plus juste de la qualifier de « stratégie qui vise, par l’emploi de méthodes et de moyens normalisés et optimisés de technologies, à la réduction de l’intervention de l’Homme dans la réalisation d’une opération ou d’une série d’opérations ». Une tâche automatisée relève ainsi de l’ajout de systèmes informatique, robotique,... dans le but de se substituer à l’Homme – réaliser le montage d’un produit audiovisuel par un algorithme, ou remplacer 3 cadres par un seul qui pilote 3 caméras à distance est une tâche automatisée. En ce sens, l’automatisation est actuellement portée par les constructeurs de matériel audiovisuel professionnel à travers des systèmes plus ou moins complexes. La conception de ces outils d’automatisation du « workflow » demeure partielle et aucun système global unifié n’est actuellement proposé. De ce fait, les chaînes de télévision associent équipements traditionnels et automates. Le workflow désigne, dans le jargon de l’audiovisuel, l’intégralité de la chaîne de production de l’idée au produit final archivé au sens de (Leleu-Merviel, 1997).

La production d’images et de sons s’est toujours accompagnée d’instruments plus ou moins élaborés (il est difficile de réaliser un film sans caméra). Cependant, le contrôle de cet outil, la prise de décision quant à son utilisation, change d’entité avec l’automatisation. Le matériel est le même, mais son utilisation est gérée, commandée par un automate. Selon (Arendt, 1958), l’action d’un agent humain est imprévisible, car elle est inextricable d’un réseau de relations humaines. Sans pour autant lui enlever son appellation d’artefact, il est nécessaire de s’interroger sur la nature d’un produit qui n’émerge plus uniquement des processus sociotechniques, mais sur des règles d’inférences d’une unité de calcul informatique. Aussi se pose la question de l’impact de cette diminution de l’intervention humaine dans la production audiovisuelle sur sa réception par le spectateur. Un produit audiovisuel est un artefact à but communicationnel, créé par des humains pour des humains. En effet, les choix des acteurs – au sens de (Latour, 2005) – de la création d’une œuvre audiovisuelle ont un impact (variable mais bien présent) sur ce dernier. Si le type de produit (fiction, publicité, émission de divertissement, journal télévisé,...) va influencer les modalités de réception de ce produit – ce que (Jauss, 1978) appelle l’Horizon d’avant – les paramètres de conception et de réalisation du produit doivent eux aussi rentrer en compte. Il est probable que l’automatisation des systèmes de production audiovisuelle, entraînant un formatage plus fort du produit à créer, impacte le sens construit par le spectateur. Toutefois demeure la question de l’importance de chaque maillon de la chaîne de production : quelle est la signification apportée par l’humain vis-à-vis d’un automate dans la production de l’œuvre ?

Méthodologie: analyse des processus sociotechniques et étude statistiques


Dans le cadre de cette étude, une captation multi-camera et à plusieurs systèmes de captation a été mise en place. Le sujet filmé relevait de parenthèses musicales lors d’une remise de diplômes à l’Université de Valenciennes. Trois systèmes ont été utilisés en parallèle :

- Un système “témoin”, mobilisant une régé professionnelle d’une vingtaine de personnes, étudiants de master audiovisuel de l’Université de Valenciennes ;
- Un système “semi-automatisé”, utilisant une régé miniaturisée pour une personne (réalisateur professionnel) ainsi que des caméras robotisées pilotées à distance par un second opérateur ;
- Un système “mono”, consistant en une caméra filmant le sujet en plan large fixe.
Par la suite, les encadrants de l’équipe “standard” et les intervenants de l’équipe “semi-automatisée” ont été interrogés sur la préparation et le déroulement de la captation dans leurs régies respectives. Ces résultats ont été croisés avec une étude statistique de l’utilisation des différentes caméras et des réalisations sur les séquences filmées, reconstituées à partir de l’enregistrement des réalisations ainsi que de chaque caméra individuellement.

<table>
<thead>
<tr>
<th>Témoin</th>
<th>Semi-automatisé</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nombre de caméras</td>
<td>7</td>
</tr>
<tr>
<td>Minimum de plans par caméras</td>
<td>1</td>
</tr>
<tr>
<td>Maximum de plans par caméras</td>
<td>22</td>
</tr>
<tr>
<td>Écart type</td>
<td>7.06</td>
</tr>
<tr>
<td>Moyenne</td>
<td>8.71</td>
</tr>
</tbody>
</table>

Illustration 1: Éléments statistiques issus de l’analyse des réalisations

Les premiers résultats ont souligné une préparation plus forte de la réalisation et un formatage des angles de caméras pour la régie semi-automatisée par rapport à la régie standard. Du fait que les cadres soient mémorisés par le système de contrôle des caméras robotisées, ces derniers sont peu appelés à évoluer au fil du temps, simplifiant les échanges entre réalisateur et opérateur des caméras. À l’inverse, les valeurs de plans du système témoin sont plus fluctuantes. Malgré cette différence, les valeurs employées par les deux systèmes sont globalement identiques quant au découpage de l’espace pour le réalisateur.

Illustration 2: Capture d’écran de la reconstitution des réalisations sur un logiciel de montage

Suites prévues: tests d’impact et nouvelles captations

Dans la continuité, un test d’impact des séquences filmées sur le public sera effectué selon une adaptation de la méthode Média-Repères (Labour, 2011), qui a pour objectif de diagnostiquer l’impact d’un extrait vidéo sur le public par l’identification des construits de sens chez la personne. La méthode permettra de distinguer des registres de sens construit chez le spectateur afin de dis-crminer les apports de chaque système de captation en fonction de leur impact sur le public. En particulier, une partie du protocole se fondera sur l’analyse des émotions du spectateur lors du visionnage via le procédé SYM (Yvart et al., 2016). Les résultats issus de cette expérimentation prochaine seront présentés lors du congrès.

Des améliorations sont prévues pour la prochaine étude des systèmes de captations, où la récolte de traces se verra renforcée afin de d’améliorer la qualité de la rémémorisation des acteurs ainsi que de d’identifier des nouveaux paramètres quant à l’impact de l’automatisation chez le spectateur. De plus, il sera possible de tester les différents systèmes de captation successivement (ce qui évite les contraintes de placements des multi captations) et pourra se faire sur les mêmes équipements, mais utilisés soit par des humains, soit pilotés par des machines.
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Background

The background for this paper is work in progress in E-ARK: an EC FP7 pilot B project having as its main objective the creation of an open source, digital archiving system with attendant standards and tools to be deployed in seven pilot instances. Hence practical application is at the heart of the project, which is led by archivists, researchers, SMEs, digital preservation / archiving membership organizations and government home offices, who together seek to fill the current digital archiving lacuna. E-ARK is a wide-ranging project: we are taking and integrating existing best practices into a digital archiving system, so that it is suitable not only for national archives and government agencies, but also for regional, local, business and research archives of many shapes and sizes. A legal study taking account of varying national legal directives delineates how the archiving system can be deployed against a pan-European backdrop.

At the heart of the system is the OAIS standard (OAIS), with data arriving at an archive via Submission Information Packages (SIPs), which are then stored in the archive as Archival Information Packages (AIPs) and subsequently retrieved upon access as Dissemination Information Packages (DIPs). E-ARK is also addressing an eclectic range of sources: both structured and unstructured data, atomic and complex, including records from Electronic Records Management Systems (ERMSs); databases; geodata; and computer files.

The project stakeholders are similarly also drawn from a wide pool of varied users, and include public administrations, public agencies, public services, citizens, researchers and business. Re-use of information is a key project objective, and we are employing the latest Big Data tools / techniques / architecture such as Hadoop and Lily to present users with innovative access methods, such as the data mining showcase using geodata. We are also building on techniques used in creating an Oracle data warehouse of US 1880 census data (Healey and Delve, 2007).

Although E-ARK is being spearheaded by national archives, it is a key objective to be relevant and useful to a broad church, and to that end the paper should be of interest to many in the Digital Humanities community, not just archives, so we will be including use cases tailored to this end.

Scope of the Paper

E-ARK has conducted a GAP analysis that identifies user requirements for access services, which are described in project report D5.1 (Thirifays et al., 2014). The study investigates the current landscape of archival solutions regarding currently-available access components and identifies gaps and requirements from the perspective of national archives and third party users, as well as content providers. This report has identified a major gap in the identification process, where users browse and search collections to identify material of potential interest. It states that a lack of comprehensive metadata that is available and indexed in finding aids, compromises their performance and efficiency, which directly impacts the user experience and the user’s access to the archival holdings in their entirety.

To fill this gap, work on the E-ARK Faceted Query Interface and Application Programming Interface (API) aims to establish a scalable search infrastructure for archived content. It is important to note that here we are not working with the whole content ecosystem of an archive, but instead concentrating only on indexing and searching of the born-digital E-ARK Information Packages (IPs). The goal is not to replace existing systems but to augment these components (like available catalogues) with a “content repository” that can be searched based on a full text index. This content repository concentrates on search and access based on the content (ie. data/files) contained within an AIP rather than selected metadata elements. The reference implementation employs scalable (cluster) technology, as scalability issues must be taken into account when operating a detailed content-based search facility. A major task in the context of the reference implementation is the development of a faceted query interface for searching archived content that can be utilized directly by end-users or integrated with other software components like archival catalogues.

Work on Query and Indexing concerns the configuration and generation of a repository index that holds detailed information on the archives’ digital holdings. For developing a reference implementation, it is important to provide a solution that is flexible and configurable with re-
pect to a range of requirements. The exact configuration of the faceted search interface will be driven by requirements of the access components (like DIP creation) as well as individual institutional requirements and content specific aspects. As a consequence, the reference implementation developed within E-ARK must provide a configurable query interface that should be accessible via a service API. This API can be used through a web interface and/or an access component for searching the repository based on a full text index.

The reference implementation integrates this query API with a repository implementation, which in turn provides access to an application layer via its access API. The application layer implemented in E-ARK develops end user components for search, access, and display of archived records. Figure 1 provides a conceptual overview of the architecture and workflow supported by the reference implementation.

![Faceted Query Interface and API](image)

The final paper proposes to add further details of deploying the above scenario with use cases making use of geographic data integrated with the peripelio tool from the Pelagios project. We will describe the implementation of a complete archival workflow that includes conversion procedures necessary to support text-based search as well as geographic information retrieval and spatial browsing.
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Introducción

Europaena, como biblioteca digital europea, se considera como el medio de referencia para compartir el extenso patrimonio europeo de distintas categorías y del que son depositarias instituciones de diversa índole, ya sean públicas o privadas. Desde la puesta en marcha de esta biblioteca han estado presentes instituciones relevante y entre ellas bibliotecas como la British Library.

Para las bibliotecas también es importante su integración en Europaena ya que las dota de una visibilidad imposible de imaginar en los ámbitos más restringidos en los que se encuentran localizadas las bibliotecas y les permite compartir su extenso patrimonio.

El proceso de adaptación de la información, tradicionalmente estructurada en bases de datos relacionales, al modelo de datos abiertos de Europaena (Europeana Data Model, EDM) es excesivamente complejo, difícil de automatizar y requiere de la intervención de expertos. La complejidad estriba fundamentalmente en la brecha semántica que existe entre la forma en la que las bibliotecas almacenan y estructuran su información, en general, y la forma de representación que requiere Europeana. Este modelo de datos es una especificación conceptual basada en etiquetas semánticas que se integran en los datos de forma que datos y metadatos forman un todo.

Las mayoría de las bibliotecas cuentan en la actualidad con una base de datos relacional, un modelo de datos de representación en el que ya se muestran detalles que trascienden los conceptos del mundo modelado, especificando características más relacionadas con la implementación de conceptos y relaciones.

Es necesario, pues, extraer la semántica conceptual del modelo relacional y trasladarla al modelo que Europeana define y exige para poder integrar en ella la biblioteca y dar visibilidad a su patrimonio.

SAMEBibl, automatización del proceso de migración a Europeana

SAMEBibl, nace con el objetivo de cubrir el proceso completo de migración de una biblioteca para su integración en la Europaena. Este proceso, que se muestra en Figura 1, parte del modelo origen de representación de la información y lo transforma en el modelo destino.

La semántica de los dos modelos, origen y destino, es cualitativamente distinta y por tanto, el proceso requiere que se conciban modelos conceptuales intermedios que evolucionan progresivamente hasta obtener el modelo necesario para la integración de los datos en Europeana.

Figura 1

SAMEBibl automatiza casi todo el proceso de migración, aunque se requiere la intervención del experto de la
biblioteca con el objeto de establecer las correspondencias más convenientes entre los componentes del modelo original y el modelo de Europeana, permitiendo asimismo la elección de la información que se considere más oportuna migrar. La interacción del experto con el sistema se realizará de forma amigable, presentando la información que se quiere migrar de forma independiente a su representación interna en el modelo que se ha definido, es decir, no es necesario que cuente con conocimientos técnicos en lo que a repositorios y datos abiertos se refiere.

La aplicación desarrollada consta de tres componentes principales:

- Un traductor dirigido por la sintaxis que extrae la semántica del modelo relacional a partir de las estructuras sintácticas que se identifican en el esquema de la base de datos, y que dan lugar a un modelo conceptual intermedio.
- Un módulo que permite establecer las correspondencias, es decir, definir el “mapeado”, entre cada uno de los conceptos y relaciones del modelo conceptual extraído por el traductor y el modelo de Europeana. Para ello se requiere la intervención del experto de la biblioteca.
- Un traductor que, a partir de la información obtenida de los registros de la base de datos, la información facilitada en el mapeado por el experto y los elementos del modelo conceptual, genera los metadatos basados en EDM en un formato XML/RDF necesario para poblar el repositorio que será recolectado por Europeana.

La automatización completa de las funciones de extracción de la semántica conceptual y generación de metadatos. Estas dos funciones abarcan los elementos técnicamente más complejos del proceso de migración. Su total automatización aísla al usuario de este complejidad.
- la simplicidad y naturalidad en la operación de la funcionalidad de mapeado, al contar con una interfaz sencilla que permite al usuario de la biblioteca establecer las correspondencias semánticas entre los modelos de acuerdo a sus criterios de forma intuitiva y amigable.
- la flexibilidad del modelo adoptado en la representación del conocimiento relativo a los modelos y sus correspondencias. Esto permite proporcionar ante una herramienta de propósito general que puede ser empleada por cualquier biblioteca basada en un modelo relacional. Asimismo hará muy sencilla la adaptación de la herramienta en el futuro para soportar la migración a nuevos modelos de metadatos semánticos distintos de EDM.

Aplicación de SAMEBibl a la Biblioteca Digital Ovidiana

SAMEBibl ya ha sido aplicada en la Biblioteca Digital Ovidiana (desde ahora BDO) (www.oviduspictus.es) dedicada a la obra ilustrada de Ovidio y que alberga los datos y las imágenes de todos los ejemplares de las ediciones impresas entre los siglos XV al XIX que se encuentran en las bibliotecas españolas. Es un proyecto que se está llevando a cabo en varias fases.

Con el objeto de poder compartir la información de la BDO en Europeana, se ha utilizado SAMEBibl para llevar a cabo la migración.

El modelo lógico relacional de la base de datos de BDO que se muestra en Figura 3 es un modelo complejo ya que...
refleja la rica semántica y estructuración de la información almacenada en la misma

Tras el proceso de migración se obtienen los objetos semánticos correspondientes a los diferentes conceptos identificados a partir de la semántica extraída del modelo lógico relacional como se muestra en la Figura 5.

Figura 5. Objetos generados para los conceptos Ejemplar y Biblioteca

A partir del modelo de objetos generado se generan los metadatos y el archivo RDF/XML que permite la integración de la información en el repositorio, tal y como se muestra en Código 1

```xml
<?xml version="1.0" encoding="UTF-8"?>
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
  xmlns:skos="http://www.w3.org/2004/02/skos/core#"
  xmlns:dcterms="http://purl.org/dc/terms/"
  xmlns:xsd="http://www.w3.org/2001/XMLSchema#"
  xsi:schemaLocation="http://www.w3.org/1999/02/22-rdf-syntax-ns# http://www.w3.org/2001/XMLSchema.xsd">
    <skos:prefLabel>Biblioteca General Histórica de la Universidad.</skos:prefLabel>
  </edm:Place>
  <dcterms:PartOf>
    Ciudad: Salamanca
  </dcterms:PartOf>
  <dcterms:PartOf>
    Provincia: Salamanca
  </dcterms:PartOf>
  <dcterms:PartOf>
    Comunidad autónoma: Castilla León
  </dcterms:PartOf>
  <edm:ProvidedCHO rdf:about = "http://www.ovidiuspictus.es/edicion/137" >
    <dctitle>
      PUBLII<br/>&lt;br/&gt;OVIDII NASONIS<br/>&lt;br/&gt;OPERA OMNIA<br/>&lt;br/&gt;IV. VOLUMINIBUS COMPREHENSA; &lt;br/&gt;CUM<br/>&lt;br/&gt;INTEGRIS &lt;br/&gt;JACOBI MICYLLI, HERCULIS CIOFAN-, &lt;br/&gt;ET DANIELIS HEINSII &lt;br/&gt;NOTIS, &lt;br/&gt;ET<br/>&lt;br/&gt;NICOLAI HEINSII &lt;br/&gt;CURIS SECUNDIS, &lt;br/&gt;ET &lt;br/&gt;ALIORUM IN SINGULAS PARTES, &lt;br/&gt;PARTIM INTEGRIS, PARTIM EXCERPTIS, &lt;br/&gt;ADNOTATIONIBUS, &lt;br/&gt;CURA ET STUDIO &lt;br/&gt;PETRI BURMANNI, &lt;br/&gt;QUI ET SUAS &lt;br/&gt;IN OMNE OPUS NOTAS ADICIT. &lt;br/&gt;&lt;br/&gt;(&lt;br/&gt;marca de impresor)&lt;br/&gt;,&lt;br/&gt;&lt;br/&gt;AMSTELODAMI, &lt;br/&gt;&lt;br/&gt;APUD FRANCISCUM CHANGUION, &lt;br/&gt;M.D.C.C.XXVII. &lt;br/&gt;
    </dctitle>
    <dc:identifier>OO.Changuion.Ams.1727.t1</dc:identifier>
    <dc:identifier>Obras Completas.Burmannus.Changuion. Ámsterdam.1727.t1</dc:identifier>
    <dc:tableOfContents>
      Anteportada; &lt;br/&gt;frontispicio; &lt;br/&gt;portada de las obras completas; ENTRE PÁGINAS 322 Y 332 (COMENTARIO AL EJEMPLAR) &lt;br/&gt;f. []4 dedicatoria al príncipe Eugenio de Saboya; &lt;br/&gt;f. []4 v. poema dedicatorio; &lt;br/&gt;f. ** Prefacio fechado en 1726; &lt;br/&gt;p. 1 &lt;i&gt;Heroidas &lt;/i&gt; &lt;br/&gt;p. 321 anteportada &lt;i&gt;Amores &lt;/i&gt; &lt;br/&gt;p. 323 epigrama de Ovidio sobre sus &lt;i&gt;Amores &lt;/i&gt; &lt;br/&gt;p. 325 comienza los &lt;i&gt;Amores &lt;/i&gt; &lt;br/&gt;p. 357 anteportada &lt;i&gt;Arte de amar &lt;/i&gt; &lt;br/&gt;p. 539 comienza el &lt;i&gt;Arte de amar &lt;/i&gt; &lt;br/&gt;p. 713 anteportada &lt;i&gt;Remedios contra el amor &lt;/i&gt; &lt;br/&gt;p. 715 comienza el libro de los &lt;i&gt;Remedios contra el amor &lt;/i&gt; &lt;br/&gt;p. 766 Sobre la cosmética del rostro femenino &lt;br/&gt;&lt;br/&gt;p. 777 &lt;i&gt;Halicéutica &lt;/i&gt; &lt;br/&gt;p. 791 anteportada de &lt;i&gt;Consolatio ad Liviam &lt;/i&gt; &lt;i&gt;Nux y Heroidas &lt;/i&gt;de Angelo Sabino; &lt;br/&gt;p. 795 comienza la &lt;i&gt;Consolatio ad Liviam &lt;/i&gt; &lt;br/&gt;p. 829 comienza la &lt;i&gt;Nux &lt;/i&gt; &lt;br/&gt;p. 844 comienzan las &lt;i&gt;Heroidas &lt;/i&gt;de Angelo Sabino;
    </dc:tableOfContents>
  </edm:ProvidedCHO>
</rdf:RDF>
Un ejemplar de esta edición se encuentra digitalizado en la Biblioteca Nacional http://bdh.bne.es/bnerearch/detalle/bdh0000052654

Arte de amar
Remedios contra el amor
Sobre la cosmética del rostro femenino
Sobre la vida y los Amores
Halicéutica
Remediado contra el amor
Nux

La escena tiene lugar en un jardín con un poeta sentado escribiendo en una tablilla. Frente al poeta se encuentra la Fama, representada como una dama con túnica y manto, tocada con una diadema, que lleva una lira y una flauta a sus pies. Frente al poeta se encuentra la Fama, representada como una dama con túnica y manto, tocada con una diadema, que lleva una lira y una flauta a sus pies. Frente al poeta se encuentra la Fama, representada como una dama con túnica y manto, tocada con una diadema, que lleva una lira y una flauta a sus pies.
Conclusiones

• El proceso de migración de una biblioteca digital basada en un modelo de datos relaciona a Europeana entraña una gran dificultad. Esto es debido en gran parte a la gran brecha existente entre ambos modelos, el primero de naturaleza más lógica y orientada a la representación de los datos y el segundo conceptual. Esta se constata, entre otras cosas, por el reducido número de bibliotecas que se han integrado en Europeana.

• Faltan herramientas para las bibliotecas puesto que las existentes no cubren todo el proceso, son difíciles de emplear y, o bien no son específicas para Europeana, o son muy costosas.

• El software SAMEBib desarrollado, integra y automatiza, en la medida de lo posible, todos los procesos de la metodología. Esta herramienta lleva a cabo un proceso de traducción sintáctica y semántica del modelo origen con el establecimiento de las relaciones y reglas de transformación que da lugar a un archivo en un formato interpretable por un repositorio.

• La metodología y la herramienta cumplen con los objetivos planteados como demuestra su validación mediante un caso real, la Biblioteca Digital Ovidiana (http://www.ovidiuspictus.es).
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Cinq constats, déjà soulignés par plusieurs chercheurs (dont Steven Harnad et Jean Claude Guédon, par exemple) nous semblent démontrer l’urgence de développer des politiques institutionnelles pour promouvoir l’accès libre:


2. Les contenus publiés sont payés par l’Université (qui paye la recherche des chercheurs);

3. Les bibliothèques sont obligées de payer une deuxième fois ces mêmes contenus;

4. Cela réduit fortement la circulation des contenus scientifiques au seul profit d’entreprises qui ne jouent aucun rôle dans leur production et qui ne contribuent nullement à leur visibilité;

5. Ce système est maintenu en place par le dispositif des évaluations académiques – pour des raisons de CV, le chercheur publie sur des revues “accredited” quand il pourrait, sans frais ou presque, publier en accès libre.

Pour sortir de ce mécanisme pervers il faut d’abord essayer de faire résistance au modèle imposé par ces multinationales, d’où l’importance des efforts de remettre en question ces politiques d’abonnement, comme l’a fait la Bibliothèque de l’Université de Montréal qui s’est désabonnée de l’offre panier de Wiley en janvier 2014. Mais il faut aussi proposer de nouveaux modèles.

Depuis longtemps, plusieurs initiatives essaient d’aller dans ce sens en faisant la promotion de l’accès libre, entre autres bien évidemment, pour le domaine francophone, érudit.org et revues.org (OpenEdition) tout comme des revues qui remettent en question les problèmes de modèle économique au nom de cette cause. Avec les Presses de l’Université de Montréal nous avons créé une collection en accès libre, “Parcours numériques”, au printemps 2014, avec déjà cinq ouvrages parus.

La collection est basée sur l’idée qu’il doit y avoir une complémentarité entre l’édition papier et l’édition numérique, car ces deux formes de publication présupposent des idées différentes de lecture et deux approches différentes à la réception des contenus.

Le livre papier – et on entend ici également le numérique homothétique (epub ou pdf) qui reproduit à l’identique le livre papier sur un support numérique – permet une lecture linéaire. Une thèse peut y être présentée et argumentée de façon complexe. Le lecteur sera capable de suivre de manière linéaire le développement de l’argumentation, de faire un cheminement avec l’auteur en se laissant accompagner d’un bout à l’autre du discours. C’est pour cela que nous avons fait le choix de publier des livres assez courts (120/200 pages) : c’est la longueur adéquate pour présenter une thèse et la démontrer à l’aide d’une argumentation unique et cohérente. Sur un livre papier, on peut passer plusieurs heures pour suivre l’auteur dans tout son raisonnement. Mais il faut que le discours soit linéaire : tout ce qui entraîne une sortie par rapport au chemin principal doit être évacué. L’appareil critique, les références, les parenthèses, les exemples, les images, les statistiques, les détails… tous ces éléments viennent casser la linéarité de la lecture.

L’édition numérique augmentée, en revanche, présuppose une lecture non linéaire, qui procède par approfondissement. On commence par lire un premier texte sur un sujet, on souhaite en approfondir un aspect, puis on glisse sur un contenu qui se trouve ailleurs et qui nous permet d’en savoir plus sur ce qui au départ ne semblait qu’un détail. On navigue, on flâne, le parcours emprunté n’existe pas avant la navigation, il n’a pas été prévu par un auteur ou un éditeur. Ces derniers ont suggéré des pistes, ouvert des portes… puis la navigation est laissée aux lecteurs, à leurs envies, à leur créativité. Dans ce sens, il n’est pas vrai, comme le voudrait Nicholas Carr, que le numérique détruit notre capacité d’attention : il s’agit d’une attention différente, disséminée, qui permet l’approfondissement mais empêche de suivre un discours plus long et unitaire.

La collection "Parcours numériques" offre donc ces deux possibilités de lecture. L’édition en ligne augmentée...
offre le texte en intégralité, en libre accès, ainsi que toute une série de contenus additionnels qui seront autant de portes prêtes à être ouvertes pour nous emmener ailleurs, vers des approfondissements, des sujets connexes, d’autres formes de contenus, d’autres plateformes, d’autres parcours, qui n’ont pas été nécessairement prévus par l’auteur ou par l’éditeur du livre. C’est également pour cette raison que l’édition en ligne augmentée est gratuite : elle permet d’avoir accès à un univers connecté au livre, un univers qui n’a été créé ni par l’auteur, ni par l’éditeur. Si par la suite le lecteur souhaite se plonger pleinement et complètement dans la thèse de l’auteur afin d’en connaître et d’en comprendre les moindres aspects, il aura probablement davantage envie de le lire de façon linéaire et donc de l’acheter en papier, en epub ou en pdf.

De cette manière, on permet une circulation libre des contenus, un cercle vertueux où est mis en avant le travail de l’auteur grâce aux liens qui sont créés vers d’autres contenus, produits par d’autres. On met simultanément en place un réseau de connaissances et un dialogue. Mais on permet aussi, grâce au papier et à son double numérique homothétique, au discours linéaire de l’auteur d’exister, clair, identifié, reconnaissable. Deux lectures qui ne sont pas en compétition donc, mais qui se complètent.

Notre présentation révèlera les données sur les ventes au cours des deux premières années, les résultats du modèle économique choisi, ainsi que des données sur la plate-forme en ligne.
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Introduction

The study of an individuals’ personality traits is a new line of research that emerged only recently, primarily through the investigation of dialogue systems and weblogs (Gill et al., 2012; Konstantopoulos, 2010; Mairesse and Walker, 2006; Mairesse and Walker, 2007). This paper proposes a novel application for personality classification by leveraging on cognitive computing research and by exploiting the poetic production of theatrical plays. More specifically, this research is circumscribed to the analysis of Shakespeare’s tragedies, which offer a rich spectrum of characters for a detailed and in-depth study. This research does not aim at introducing the innovative technological aspects of personality classification in cognitive computing but rather at employing such technology in the study of English literature, and analyse some implications that arise from the results.

Before presenting the core of this research, we outline the psychological theory of the “Big Five,” its implementation as well as its extension in IBM Watson. Successively, in Section 2, we introduce the data used, the method applied and the results obtained in our analysis. In Section 3, we discuss some useful applications and extensions for literature scholars. Finally, we conclude by presenting some considerations for future research.

IBM Watson and the Big Five personality insight

Cognitive computing originated in the early 60s, however, it has been improved dramatically in recent years, achieving significant success through the launch of IBM Watson in 2010. IBM Watson simulates human cognitive systems by implementing advanced natural language processing, information retrieval, knowledge representation, automated reasoning, and machine learning technologies to the field of open domain question answering (Ferrucci
Among human cognitive activities, one of the most employed is the capability to understand and forecast other people's personalities. As described in the Big Five theory (Norman, 1963) formulated by scholars in psychology, each individual presents a different aptitude in identifying characteristic patterns of thinking, feeling and behaving in others. The Big Five theory is the main theory on which IBM Watson has been built; it distinguishes between five broad dimensions underlying an individual's personality, namely openness, conscientiousness, extroversion, agreeableness, and neuroticism.

- Openness mirrors the level of scholarly interest, imagination and an inclination for oddities.
- Conscientiousness is the propensity to be reliable, to show self-control and act obediently.
- Extroversion comprises vitality, positive feelings, confidence, amiability and the propensity to look for incitement in the organization of others.
- Agreeableness is the inclination to be merciful and agreeable as opposed to suspicious and adversarial towards others.
- Neuroticism is the propensity to encounter obnoxious feelings, for example, outrage, uneasiness, wretchedness, and powerlessness.

Next to the Big Five personalities, IBM Watson takes into account the concept of “Needs,” which are described by the literature as universal needs shared by all human beings (Ford, 2005; Kotler and Armstrong, 2010). Along with Big Five and Needs, IBM Watson takes into account the psychological concepts of Values which are defined as “desirable, trans-situational goals, varying in importance, that serve as guiding principles in people’s lives” (Schwartz, 2006). As mentioned on the IBM Watson website “Schwartz summarizes five features that are common to all values: (1) values are beliefs; (2) values are a motivational construct; (3) values transcend specific actions and situations; (4) values guide the selection or evaluation of actions, policies, people, and events; and (5) values vary by relative importance and can be ranked accordingly.”

**Method and Results**

Our objective consists in comparing the personality of the main characters of three Shakespeare’s tragedies in a positive versus negative sentimental context. To establish these contexts we use the work of Nalisnik et al. (Nalisnick and Baird, 2013) on sentiment analysis to divide the characters of the play into two groups. The first group is composed of those characters towards which the main character expresses mainly positive sentiments; the second group comprises those characters towards which the main character expresses mainly negative sentiments. In practice, we extracted each instance of continuous speech from the plays. The groups divisions take in account the sentiment valence and the minima of sings that the IBM Personality Insights needs to produce significant results and then assumed that each speech act by one speaker was directed towards the character that spoke immediately before him. We used this assumption to replicate Nalisnik’s data but, as he pointed out in his paper, “This assumption does not always hold; it is not uncommon to find a scene in which two characters are expressing feelings about someone off-stage.” We retrieved the sentiment valences for each main character, reported in the following tables:

<table>
<thead>
<tr>
<th>Hamlet's Sentiment</th>
<th>Othello's Sentiment</th>
<th>Macbeth's Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valence Sum</td>
<td>Valence Sum</td>
<td>Valence Sum</td>
</tr>
<tr>
<td>Guildenstern</td>
<td>31</td>
<td>Iago</td>
</tr>
<tr>
<td>Polonius</td>
<td>25</td>
<td>Cassio</td>
</tr>
<tr>
<td>Gertrude</td>
<td>24</td>
<td>Brabantio</td>
</tr>
<tr>
<td>Horatio</td>
<td>12</td>
<td>Duke of Venice</td>
</tr>
<tr>
<td>Ghost</td>
<td>8</td>
<td>Montano</td>
</tr>
<tr>
<td>Marcellus</td>
<td>7</td>
<td>Desdemona</td>
</tr>
<tr>
<td>Osric</td>
<td>7</td>
<td>Lodovico</td>
</tr>
<tr>
<td>Bernardo</td>
<td>2</td>
<td>Emilia</td>
</tr>
<tr>
<td>Laertes</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>Phelia</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>Rosencrantz</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>Claudius</td>
<td>-27</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Tables representing the sentiment valence sum, and the used groups for each main character. Positive scores stand for a character's positive attitude towards others and negative scores stand for a negative attitude

<table>
<thead>
<tr>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamlet</td>
<td>6655</td>
</tr>
<tr>
<td>Othello</td>
<td>3424</td>
</tr>
<tr>
<td>Macbeth</td>
<td>1293</td>
</tr>
</tbody>
</table>

Table 2: Word counts per characters of positive and negative sentimental context

By assembling all continuous speech sequences directed to the characters in the different groups, we created two text groups: the first group contains all lines of the main character towards the others when expressing positive sentiments, the second group includes those speech sequences characterized by a negative sentimental connotation. We performed this task for three main characters,
more specifically Hamlet, Othello and Macbeth. In Table 2, the positive and negative word counts for these text assembles are plotted.

Finally, we used IBM’s personality insight service to create personality profiles for each of the main characters based on the positive and negative texts. Figures 1, 2 and 3 represent the distribution of needs and values with respect to the positive or negative sentimental valence. Points on line represent independence with respect to the latter. For needs and values falling below this line, the distribution is characteristic for the expression of negative sentiments. We also created personality graphs with respect to the groups. Although they are calculated as percent of a given facet (as indicated by the x axis), the facets vary between low and high values. Thus, the bars in the graph begin at 50% and can either be low (to the left) or high. A score of 50% signifies that the facet is balanced.

**Some Insights and Discussion**

A quantitative approach to character clearly generates a comparatively large amount of linguistic data. The question is, how are we to use this data? What can such an approach offer Shakespeare studies and the humanities more broadly? How does the data we have generated contribute to the critical conversation in a sub-field like character criticism (Hazlitt, 1845; Bradley, 1992; Desmet, 1992; Yachnin and Slights, 2009) which has such a long and distinguished history. There are two answers to this question. First, our analysis shows in a more concrete and detailed way than ever before, the close relation between character and language, something easy to forget in the context of a representational practice like theatre which is so dependent on non-linguistic...
features, such as gesture, costume, and stage properties. Playgoers, however, do not just see character; they also hear it. And in the modern humanities classroom, they read it. Accordingly, words play a significant role in crafting what we would now call the "personalities" of Shakespeare's stage. Our approach offers a new means of isolating and analyzing these verbal features of character. The second way in which our work contributes to Shakespeare studies has to do with something our data does not tell us. To understand what we mean by this, consider for a moment why it is that the words associated with some characters generate a personality profile that anyone familiar with the plays knows does not quite fit? Why, for example, does Hamlet have a verbal data set that makes him seem much more serious and honor-driven than he actually is? It is because the technology we are using is not capable of accounting for context and therefore cannot detect things like irony and wordplay, two things that are extremely important components of the way language articulates character and personality. While this may be viewed as a methodological weakness from the perspective of information technology, it is a great strength from the perspective of the humanities. For it is precisely at those moments that the data fails to deliver coherent results that we are forced to ask compelling questions about language and art: why do words that seem to mean one thing have the opposite effect on stage? What is the relationship between the literal and implied meanings of words in the constitution of dramatic character? In the end, this facet of our contribution to Shakespeare studies illustrates something important not just about our project specifically, but also about the digital humanities generally: the value of applying computational technology to literary texts lies not in the promise of "better data" or irrefutable "facts," but rather in the way such technology returns us again and again to the fundamental humanist questions that help us understand how literature and art work.

Future Research

In this paper we introduced novel techniques based on cognitive computing to get an understanding of characters in Shakespeare's plays. This research explores new ways of computer-assisted methods for the investigation of literature. Nonetheless, some technical issues need to be overcome in order to improve the quality of this new methodology. First, an improved methodology to outline the sentiment polarity needs to be developed. Second, the low representativity of IBM's personality model needs to be enhanced in order to catch literary phenomena in sources such as Twitter, Wikipedia, and other such corpora. Thus, recreating a personality insight service based on a literary work corpus would surely enhance the results of our method.
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Introduction

Data visualisation has become one of the most relevant DH topics, due to the advent of Big Data in Humanities research practices, and to the need to make complex statistical analyses accessible to users without a technical background. Although several visualisation libraries, such as d3.js, are now freely available online and are relatively easy to use, it is still a challenging task to provide simple and effective interface design, avoiding both over-complex and over-simplified solutions. When the data to be displayed have undergone complex processing, for instance automated text analysis, it is of paramount importance to preserve all the information conveyed by such analyses, while making it understandable to the users.

In this work, we present a collaboration between communication design and natural language processing (NLP) researchers, devising effective strategies to display different aspects of the semantic content of texts. The outcome of the collaboration is the ORATIO platform, specifically developed to compare different points of view automatically extracted from text. The most challenging tasks,
indeed, concerned the visualisation and the exploration of differences and overlaps detected through automated text processing.

**Use case**

Our use case concerns the comparison between Nixon's and Kennedy's speeches uttered during the U.S. presidential campaign in 1960. The corpus consists of 282 documents by Nixon (830,000 tokens) and 598 documents by Kennedy (815,000 tokens)\(^1\). The overall goal of the project was to track the difference in language and content between the two opponents, and make it available through a platform which makes use of a "generous interface": first providing all the information to the user, and then enabling him to handle the visual model through a number of options and filters (Whitelaw, 2012). In fact, in our setting, researchers are supposed to reshape and reduce the visualizations in order to prove theories or discover new interesting aspects related to the processed text. The proposed navigation pattern complies with the paradigm "Overview first, zoom and filter, details on demand" (Heer and Shneiderman, 2012).

Other existing approaches do not start from an overview, but from an empty window, where the user can build up a personal view, while investigating the relationships inside the data. We rely on such approaches in order to design the last visual model of the platform (Fig. 6), while the others take from the first one, starting from an overview.

**ORATIO Description**

To cope with corpora richness, a multiple view approach has been adopted (Mauri, Pini, Ciminieri and Ciuccarelli, 2013): rather than providing a single view, with all the information, five different perspectives have been identified, each exploring a different piece of information in a comparative way. The first view is the *Summary*, whose goal is to provide the user with a general overview of the two corpora, including geographical, temporal and size information. Each corpus is associated with an imagine and a color (blue for Kennedy, red for Nixon), which remain consistent across all the platform views. Under *Summary*, users can see how speeches are distributed on a map (according to the place where the talk was given, included in the metadata), on a timeline (based on day of the speech in the metadata), and what linguistic features characterise each corpus (i.e. number of speeches, average words in a document and total number of words). For instance, in Figure 1 a compact representation of three corpus dimensions is given: the x-axis represents the timeline, the y-axis includes the list of cities where the speeches were given, and the dimension of the bubbles corresponds to the number of speeches uttered in a certain place at a certain time point.

The visualisation shows, for instance, that Nixon pledged to visit all the 50 States, while Kennedy did not held any speech in some States that were less critical to the victory of the elections (e.g. Hawaii or Vermont). Another interesting aspect of the electoral campaign emerging from this view is that, despite having visited less States, Kennedy was more active than Nixon: he stopped in a higher number of cities (239 cities overall, against the 172 cities visited by Nixon), and had about twice as many speeches, press releases, statements and remarks as his opponent (about 550 for Kennedy and 260 for Nixon). This is highlighted by the prominence of blue over red bubbles.

The second view, called *Affinity*, targets the need to understand the relevance of topics in the political debate and the presence of important differences between the two candidates. In this view, specific word classes such as verbs, keywords or persons' names are displayed as circles, whose size is proportional to the number of occurrences in text. The more the terms occur in both corpora, the more they are displayed towards the center of the window. If they occur prevalently (or only) in Kennedy's or Nixon's speeches, they are displayed towards the left or the right side of the window, respectively (Fig. 2).

The third view, displaying *People*, gives a network-based representation of the people automatically recognized in the corpora by a Named Entity Recogniser (Finkel et al.,
If two or more people are mentioned within the same sentence, they are linked in a spatialized graph. As with the other views, users are then able to filter out elements from the visualization, in order to discover new patterns (Fig. 3a). In our specific use case, filters and other selection strategies are really useful, since the complete network is very large and difficult to read at a glance (Fig. 3b).

Fig. 3a: People view after filtering Fig. 3b: The default network in People view

The Places view provides a comprehensive visualization of the geographical information contained in the two corpora. It displays the metadata about the place where the speeches were uttered together with the GPEs mentioned in the speeches, automatically extracted with the same Named Entity Recogniser used for Persons. These two pieces of information are usually displayed separately, since the most widely used visualisation strategies based on heatmaps would not allow to distinguish them. However, we devised a solution where both can appear on the same map, while being easily distinguishable: the locations where a speech was uttered are marked with a cursor, while the mentioned places are highlighted on the map as colored areas. The comparison shows that Kennedy devoted more attention to specific areas outside US, while Nixon was more concerned with domestic policy. For instance, Kennedy mentioned several times places in Latin America, since one of the key themes of his campaign was the “Good Neighbor” policy, a topic not covered by Nixon.

The last view, named Concordances, is inspired by linguistic research and recalls the family of concordancer tools (see for instance Kehoe and Renouf, 2002). In contrast with the previous models, this functionality takes a different approach, since there is no overview and the user is supposed to create a representation in order to answer questions and prove hypotheses. Specifically, a user can look for a particular keyword or concept and see all the sentences where it appears, typographically aligned to ease readability. In a second step, other important terms close by the given concept can be displayed as well (Fig. 5).

Conclusions

We presented the ORATIO platform, specifically developed to compare the content of two different corpora in the political domain. The work is the outcome of a collaboration between researchers in Communication Design and Natural Language Processing applied to Digital Humanities. Although NLP allows to process and extract information from large corpora with minimal efforts, it has drawbacks, which are then inherited by the presented platform. For instance, persons’ nodes (Fig. 3) need to be disambiguated in order to merge nodes representing co-referring mentions (e.g. “J. F. Kennedy” and “Jack Kennedy”). Also geo-political entities (Fig. 4) require disambiguation and geo-referencing. This was performed completely automatically, but errors are possible, and this kind of visualisation makes it even more straightforward to spot them.

In order to address these issues, possible solutions could be to 1) give users the possibility to inspect the content of the documents containing displayed information (from distant to close reading), and then 2) give them the possibility to manually correct the displayed information (e.g. drag and drop some elements in the space, delete nodes, etc.). The development of new interfaces enabling such human intervention would be very important and represents the future direction of our research.
The cempala. By hitting this wooden mallet against the kayon. This puppet is shaped like a leaf and it is supervised by a dalang (narrator-puppeteer) who moves all the puppets, speaks all the character parts, jokes with the audience and directs the musicians. He is at the same time a puppeteer, a storyteller, an orchestra conductor and a stand-up comedian. In order to communicate with the audience and the orchestra, he uses different objects to communicate these aspects. Is it possible to imagine and construct interfaces that can communicate cultural context, transcending the limitations of a computer screen, mouse and keyboard?

To investigate these questions within the context of an Indonesian performance archive, I developed a Tangible User Interface (TUI) using open source hardware (Arduino microcontrollers and an array of sensors) and culturally-coded objects that are important for the performances in the archive. This interface was developed as an interactive artwork for educational museums and as a thought experiment on how tangible, culturally-specific interfaces can constitute instances of academic research outputs in the digital humanities.

The archive in question is the Contemporary Wayang Archive (CWA, http://cwa-web.org), a collection of digital recordings and metadata pertaining to Javanese wayang kulit (shadow puppetry), which I have been developing with my collaborators at the National University of Singapore since 2012. Wayang kulit is the oldest theatre form of Indonesia and one of the most important theatre traditions of Southeast Asia. It consists of a form of puppetry where a dalang (narrator-puppeteer) singlehandedly moves all the puppets, speaks all the character parts, jokes with the audience and directs the musicians. The dalang uses different objects in order to control the progression of the story. For this project, I wired different sensors into these objects in order to develop a TUI that recreates the spatial setup of a conventional wayang performance and three key material components of this setup:

• A kerlir or screen where videos from the CWA are projected.
• The kayon. This puppet is shaped like a leaf and it has different narrative functions. In between scenes, the dalang rotates it around its axis and places it on a banana log at a specific angle (either 45°, 90° or 135°) to indicate the progression of the story. This visual cue is important for audience members that don’t watch the entire show. A conventional performance lasts eight hours and the audience members often come and go, drifting in and out of attention. Depending on the specific angle of the kayon, knowing audience members can estimate the specific moment in the development of the performance (which is divided into three main acts). For my interface, I used an Inertial Measurement Unit (IMU) and a wireless sensor in order to detect rotation (angular velocity) in the puppet. By rotating an actual puppet, users of this interactive artwork can navigate to a different digital video in the collection.
• The cempala. By hitting this wooden mallet against the puppet chest, the dalang cues the musicians to start and stop the musical accompaniment. For the interactive artwork, I wired the cempala to a Piezoelectric sensor to measure vibration. When the users of the artwork knock the cempala against a box that mimics the puppet chest, they can start and stop the videos and additional contextual information appears on the projection screen.
• The usage of these objects is not exactly the same in this interactive artwork display as it is in an actual wayang performance. But it can invite users to think about the importance of materiality and embodiment for this particular theatre tradition. In such a way, this interactive artwork can be considered a piece of digital scholarship, a research output of the DH research into wayang kulit that complements the forthcoming online version of the archive and other publications that might arise from this research project (see, for example www.wayangkontemporer.com).

Figure 1. Conventional wayang kulit setup

Figure 2. IMU sensor attached to the kayon (left) and piezoelectric sensor attached to the cempala (right)

Figure 3. A user interacting with the TUI

• Although this artwork has a very specific origin and function, I hope it will resonate with scholars working in other areas of the digital humanities who are engaged in building and theorizing new artefacts for the communication of academic research. The objective of this short paper is to frame the creation of this artwork within the larger context of the digital humanities, exemplifying modes of scholarship that can emerge at the intersection of cultural knowledge, open hardware and digital technologies.
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Science gradually developed into an established sociocultural domain starting from the mid-17th century onwards. In this process it became increasingly specialized and diversified. Here, we investigate a particular aspect of specialization on the basis of probabilistic topic models. As a corpus we use the Royal Society Corpus (Khamis et al. 2015), which covers the period from 1665 to 1869 and contains 9015 documents

We follow the overall approach of applying topic models to diachronic corpora (Blei and Lafferty 2006, Hall et al. 2008, Griffiths and Steyvers 2004, McFarland et al. 2013, Newman and Block 2006, Yang et al. 2011) to map documents to topics. Probabilistic topic models (Steyvers and Griffiths 2007) have become a popular means to summarize and analyze the content of text corpora. The principle idea is to model the generation of documents with a randomized two-stage process: For every word \( w_i \) in a document \( d \) select a topic \( z_k \) from the document-topic distribution \( P(z_k | d) \) and then select the word from the topic-word
distribution $P(w_i | z_k)$. Consequently, the document-word distribution is factored as follows:

$$P(w_i \forall d) = \sum P(w_i | z_k) P(z_k | d).$$

This factorization effectively reduces the dimensionality of the model for documents, improving their interpretability: Whereas $P(w_i | d)$ requires one dimension for each distinct word (10s of thousands) per document, $P(z_k | d)$ only requires one dimension for each topic (typically in the range of 20-100). Topics are thus not given explicitly for each document, but constitute latent variables: A variety of approaches exist to estimate the document-topic and topic-word distributions from the observable document-word distributions. We use Gibbs-Sampling as implemented in Mallet (McCallum 2002).

For the preliminary analysis in this paper, we process documents as is, without segmenting them further into pages, only excluding stop words but not performing lemmatization or normalization in order to stay reasonably close to the original source. We experimented with the number of topics ranging between 20 and 30, reporting here results on 24 topics. Cursory analysis of multiple runs with different seeds (Steyvers and Griffiths 2007) shows that the resulting topics are rather stable.

*Table 1* displays the top words for the topics with manually assigned labels and their overall percentage of occurrence. We can roughly distinguish four groups of topics; three non-themed groups and one thematic. The first group comprises topics arising from documents in *Latin* and *French*, some of which are also translated into English. The second group *Formulae* and *Tables* relates to highly formalized modes of information presentation. The third group of topics is also clearly non-themed but relates to general scientific processes: *Observation* and *Experiment* both contain rather general verbs and adjectives in addition to nouns. *Events* contains words describing remarkable events. *Headmatter* includes formulaic expressions typically occurring at the beginning and end of documents that are letters. All topics in this group are relatively frequent. Finally, the topics in the fourth group (*Geography* through *Chemistry*), consisting mainly of nouns, indeed have a fairly clear thematic interpretation.

<table>
<thead>
<tr>
<th>Label</th>
<th>Words</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latin</td>
<td>quae quam sed ab sit vero hoc ac sunt esse qui etiam autem pro crit inter quo aut sive</td>
<td>6.4</td>
</tr>
<tr>
<td>French</td>
<td>la le les des en du par dans qui il une qu pour ou ce sur ne au je</td>
<td>1.3</td>
</tr>
<tr>
<td>Formulae</td>
<td>cos equation sin equal series point equations number line terms form values curie</td>
<td>4.7</td>
</tr>
<tr>
<td>Observations</td>
<td>great made make parts found body time small part water nature long good put find</td>
<td>10.4</td>
</tr>
<tr>
<td>Experiment</td>
<td>present general subject case results similar nature author state result cases fact</td>
<td>7.3</td>
</tr>
<tr>
<td>Events</td>
<td>great time account stone ground house fire letter place miles found side Stones</td>
<td>5.9</td>
</tr>
<tr>
<td>Headmatter</td>
<td>years year author society age number time royal life great letter account part letters</td>
<td>5.4</td>
</tr>
<tr>
<td>Geography</td>
<td>water sea tide high found river coast north land tides miles height surface great level</td>
<td>3.1</td>
</tr>
<tr>
<td>Meteorology</td>
<td>day ditto rain wind cloudy weather fair clear april year days night march july june</td>
<td>3.2</td>
</tr>
<tr>
<td>Botany</td>
<td>leaves plant plants tree tab bark folio folis trees seeds seed flowers species fruit leaf</td>
<td>2.9</td>
</tr>
<tr>
<td>Reproduction</td>
<td>cells animal blood fluid eggs membrane found egg part animals ova size Young</td>
<td>3.0</td>
</tr>
<tr>
<td>Cells</td>
<td>fibres structure form surface portion cells anterior part section side posteriori</td>
<td>2.7</td>
</tr>
<tr>
<td>Paleontology</td>
<td>part bone bones teeth surface upper side lower anterior length posterior tooth large</td>
<td>2.5</td>
</tr>
<tr>
<td>Physiology</td>
<td>blood heart muscles part animal nerves vessels left parts stomach bladder body</td>
<td>5.5</td>
</tr>
<tr>
<td>Galaxy</td>
<td>distance position stars star obs small hill double equatorial v1 diff st magnitudes cebula</td>
<td>1.6</td>
</tr>
<tr>
<td>Terrestrial Magn.</td>
<td>observations needle ship magnetic direct force made variation observed north diurnal</td>
<td>2.6</td>
</tr>
<tr>
<td>Solar System</td>
<td>sun time observations moon made observed difference observation clock latitude</td>
<td>5.5</td>
</tr>
<tr>
<td>Thermodyn.</td>
<td>air water heat temperature experiments tube experiment glass made time Merkury</td>
<td>4.2</td>
</tr>
<tr>
<td>Mechanical Eng.</td>
<td>made length weight end diameter iron instrument experiments brass part point Line</td>
<td>4.5</td>
</tr>
<tr>
<td>Electromagn.</td>
<td>force electricity current wire action body power direction fluid motion surface effect</td>
<td>3.8</td>
</tr>
</tbody>
</table>
Table 1: Top words and percentages for topics

<table>
<thead>
<tr>
<th>Topic</th>
<th>Top Words</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optics</td>
<td>light rays glass eye red colours spectrum colour surface lines angle white blue object</td>
<td>3.7</td>
</tr>
<tr>
<td>Metallurgy</td>
<td>water acid salt grains quantity iron found solution colour substance experiments gold</td>
<td>4.8</td>
</tr>
<tr>
<td>Chemistry</td>
<td>acid water solution gas oxygen hydrogen carbonic cent action obtained salt potash</td>
<td>3.4</td>
</tr>
</tbody>
</table>

To investigate topical trends in the corpus we follow the approach in (Hall et al. 2008), by averaging the document-topic distributions for each year $y$:

$$P(w_i | y) = \frac{1}{n} \sum P(z_k | d_j)$$

with $n$ the number of documents in a year. Figure 1 shows a selection of five topics with the most pronounced change over time. Interestingly, some of the major changes occur for non-thematic topics: The topic Observation declines sharply from over 30% to less than 1%. The topics Experiment and Formulae on the other hand increase starting around 1750. This indicates a substantial paradigm shift over time. Indeed, as Gleick (2010) vividly describes, the early stages of the Royal Society were largely devoted to observing and reporting about natural phenomena. The non-thematic topic Latin reaches its peak in the early 18th century, and the thematic topics Cells and Chemistry show a clear increase with the beginning of the 19th century.

Figure 1: Major topical trends for selected topics

To gain a better understanding about the correlation of topics, we cluster them hierarchically on the basis of the Jensen-Shannon divergence between the topic-document distributions:

$$P(d \lor z) = P(z | d) / \sum P(z | d_j)$$

The resulting tree in Figure 2 indeed identifies meaningful subgroups. Cutting the tree into six groups - Nature, Latin, Medicine, Astronomy, Engineering, Matter - allows us to investigate the overall topic distribution over time (Figure 3 with Latin left out):

Figure 2: Hierarchical clustering of topics by their topic-document distribution

The topic group Nature comprising reports of all kinds of natural phenomena (Gleick 2010) clearly decreases over time, which is partially to be attributed to the strong decrease of the topic Observation in this group. The topic groups Medicine and Astronomy increase over time, whereas the topic groups Engineering and Matter also generally increase but with some intermediate peaks. Similar to the overall trends at the level of individual topics (Figure 1), the biggest overall change occurs in the 2nd half of the 18th century.

Figure 3: Distribution of topic groups over time

The topic group Nature comprising reports of all kinds of natural phenomena (Gleick 2010) clearly decreases over time, which is partially to be attributed to the strong decrease of the topic Observation in this group. The topic groups Medicine and Astronomy increase over time, whereas the topic groups Engineering and Matter also generally increase but with some intermediate peaks. Similar to the overall trends at the level of individual topics (Figure 1), the biggest overall change occurs in the 2nd half of the 18th century.
Looking at the individual trends together, Figure 3 clearly indicates topical diversification: Until around 1770, the dominance of the topic group Nature leads to a highly skewed distribution of topic groups, whereas after 1770 topic groups are distributed much more evenly. The amount of skew can be characterized by the Shannon-Entropy:

\[ P(d_y) = -\sum P(z_k \mid y) \log_2 P(z_k \mid y) \]

of the year-topic distributions \( P(z_k \mid y) \) (Hall et al. 2010), with highly skewed distributions having low entropy. Indeed as can be seen in Figure 4 (left), the entropy (ent) increases fairly consistently during the 18th century and levels out during the 19th century, reflecting a general increase of topical diversity over time.

It is interesting to compare this with the mean entropy of the individual document-topic distributions (ment):

\[ H_{\text{mean}}(P_y) = \frac{1}{n} \sum H(P_d) \]

with \( n \) the number of documents \( d \) in year \( y \). This measure decreases over time, i.e., while the overall topical diversity increases, the individual documents become more specific in terms of their topic distributions.

The difference between the entropy of year-topic distributions and mean entropy of individual document-topic distributions,

\[ JS(P_y) = H(P_y) - H_{\text{mean}}(P_y) \]

is the Jensen-Shannon divergence, which is usually applied to two distributions, generalized to the \( n \) topic distributions of all documents published in year \( y \). The two opposing trends of these quantities lead to a constantly increasing Jensen-Shannon divergence, with a particularly sharp increase between 1750 and 1800. Figure 4 (right) depicts similar trends based on the 24 individual topic distributions. At this level, the year-topic entropy (ent) shows less of a clear trend, but mean entropy (ment) also clearly decreases, and consequently the Jensen-Shannon divergence clearly increases. Thus, at both levels of abstraction we can observe a clear diversification of the topics assigned to the individual documents. This strongly indicates a growing separation of individual scientific disciplines over time.

As an alternative perspective on topical entropy Table 2 gives examples of authors with more than 20 papers. The first three authors have the lowest entropy. The dominating topics for Cayley and Owen clearly characterize their main theme of work. Conversely, Rev. John Swinton’s top topic Headmatter (62%) does not really reflect the overall theme of his publications (Orientalism), but rather their style as letters to members of the Royal Society – the dominant form of publication in this period. The second three authors have the highest entropy, their three top topics together amount for less than 50% of their overall topic distribution. However, they do characterize the main line of work of the authors in question fairly well.

![Figure 4: Entropy (ent), mean Entropy (ment), and Jensen-Shannon Divergence for topic groups (left) and individual topics (right)](image)

<table>
<thead>
<tr>
<th>Author</th>
<th>Papers</th>
<th>Ent</th>
<th>Ment</th>
<th>Jsd</th>
<th>Years</th>
<th>Top Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arthur</td>
<td>30</td>
<td>1.26</td>
<td>1.12</td>
<td>0.14</td>
<td>1850-1866</td>
<td>Formulae</td>
</tr>
<tr>
<td>Cayley</td>
<td>26</td>
<td>1.83</td>
<td>1.58</td>
<td>0.25</td>
<td>1843-1869</td>
<td>Paleontology</td>
</tr>
<tr>
<td>John</td>
<td>35</td>
<td>2.50</td>
<td>2.05</td>
<td>0.45</td>
<td>1753-1774</td>
<td>Headmatter</td>
</tr>
<tr>
<td>Owen</td>
<td>58</td>
<td>4.05</td>
<td>3.33</td>
<td>0.72</td>
<td>1800-1856</td>
<td>Experiment, Chemistry, Physiology</td>
</tr>
<tr>
<td>Richard</td>
<td>39</td>
<td>4.03</td>
<td>3.09</td>
<td>0.95</td>
<td>1739-1778</td>
<td>Events, Observation, Botany</td>
</tr>
<tr>
<td>John</td>
<td>65</td>
<td>3.93</td>
<td>2.75</td>
<td>1.18</td>
<td>1683-1731</td>
<td>Solar System, Observation, Latin</td>
</tr>
<tr>
<td>Davy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>William</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edmond</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Halley</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Authors with minimum entropy (top) and maximum entropy (bottom)

In this paper we have analyzed the progression of topics in a corpus of the Royal Society of London. Our main result is the observation that the overall mixture of topics becomes more diverse over time, while the topics of individual documents become more specialized. These two opposing trends lead to a topical fragmentation of scientific discourse, which can be quantified by means of the generalized Jensen-Shannon divergence between the topic distributions of individual documents per time period. We are currently working on consolidating our analysis, experimenting with documents segmented into pages, focusing the analysis on different text types, and
more carefully evaluating the resulting topic models (McFarland et al. 2013).

Of course, topic models only provide one, rather broad perspective on diversification of domain specific language. We plan to apply our approach also to other levels of linguistic analysis, such as terminology or grammar.
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Notes

1 Of these 205 years, 159 years actually contain documents (mean = 56.7, median=36, sd=61.6, min=12, max=444)
pointed specifically to the role of collaborative annotation in strengthening and expanding students’ annotation practices, their engagement with textual analysis, and their ability to incorporate and analyze sources in their written work. Yet, collaborative annotation, supported by an online social annotation tool, such as HyperStudio’s Annotation Studio, is a relatively new pedagogy, and initial adoption of Annotation Studio has focused on its efficacy as a tool to improve students’ critical reading. Preliminary experimentation has suggested that the tool can help students visualize verbal patterns in texts; deepen their in-class discussions; anchor their claims with more detailed textual evidence; dig deeper into contextual and cultural meaning; and provide more thoughtful peer review of each other’s texts in progress. Other parts of the writing process, such as organizing evidence, analysis, and claims into coherent argument structures, lie just outside the scope of the current implementation of Annotation Studio.

The Annotation Studio team have therefore prototyped a new “Idea Space” extension of Annotation Studio, in which each student’s annotations are displayed and organized around key terms. In this space, the student’s or group’s annotations (including images and other media) may be sorted, arranged and structured to form arguments and provide the basis for developing supporting materials that compose the substance of academic writing. The Idea Space will help students organize citations, comments, and preliminary text to create an outline of an essay which in turn can be fed back into the annotation tool for further revision and for review by writing instructors. The Idea Space will provide both a workshop space for the development of writing and a window into the writing process itself, from which an instructor will be able to engage with the student.

While the Idea Space presents a novel interface, its scholarly and pedagogical basis is as grounded in ancient practices as annotation itself. When Juliet Fleming takes on the question of how we can usefully define “what reading is,” she proposes the metaphor of “cutting.” Fleming’s suggestion—that reading has always been a process of pulling material from a text and adapting it to the reader’s purposes—resonates with the way in which many students currently use Annotation Studio: first flagging evidence in the text through the collaborative annotation process, then later drawing on these same pieces of evidence to compose written arguments. Just as digital interfaces help realize an ideal environment for annotation, they also offer myriad ways in which to support and enrich this process of cutting. The ease of sorting, filtering, duplicating and rearranging material in digital settings affords a fast and intuitive way to turn from annotative reading to composition. The capacity of these virtual materials to retain links to one another, keeping track of where and when annotations or edits have been made, can not only relieve reader-authors of some of the work of managing citations, but also give scholars a greatly augmented record of their own process. This record can, persist throughout the scholarly cycle when works exported from the Idea Space are themselves uploaded into Annotation Studio.

While the Idea Space is conceived as adding to Annotation Studio’s support for student work, its modular design and implementation enable it to work in combination with other tools and sources of data. The application’s first data module retrieves annotations from the Annotation Studio database, whose format conforms to open annotation standards, meaning that the interface could easily extend other annotation environments. A simple design for adding new data modules gives instructors the ability to tailor the application for use with their own combinations of tools and archives. Far more than a visual organizer for annotations, the Idea Space is a tool through which users can combine, juxtapose and adapt any scholarly material in the composition of compelling and richly contextualized writing.
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1. Introduction

This study discusses the methodology used in The Digital model of Andalusia’s Late Gothic Heritage project to develop new models of heritage interpretation through the application of GIS and Graph visualization to provide new perspectives of Andalusia’s heritage by considering
social, political, economic and cultural evolutions. Given the special period context considered, late 15th and early 16th centuries, the project used a variety of sources to relate heterogeneous historical data on different subjects in order to create a historical spatial database and to respond questions such as: How was the construction process in Andalusia between 1433 and 1560? What period and region had more constructive activity? How did the opening of the Andaluscía’s eastern border modify the dynamism of the territory? What features are more common in each time period? What professionals have worked together on a building or quarry? Is this reflected in the architectural language produced?

Andaluscía’s territory is the consequence of a huge numbers of different cultures that passed through it - from Roman and Islamic to Christian. During the 15th century, Spain had profound transformations, both political and cultural. The Christian reconquest led to the centralization of the cultural production in major cities generating important flow of new knowledge. Also, the consolidation of the Iberian Peninsula’s borders and the growth of contacts with Europe, and in a near future with America as well, helped to improve the cultural expansion and exchanges between the political leaders, intellectuals, scientists and technicians (García C., 2011).

These transformations are documented by a large number of sources that usually focus only on one particular aspect. In this sense, some sources are about professionals that worked at the quarries, others are about building construction and labor contracts, or about journeys and meetings that the workers had had. On one hand, we are dealing with the data from researchers that studied the biography of a particular professional or studies that have been dedicated to the constructive evolution of a city or a building. On the other hand, we are analyzing historical cartography sources that show different territorial changes and stages over time (kingdoms, dioceses, borders, etc).

Thereby, our goal is to build a spatial-temporal database capable of linking information that at first glance may seem unrelated. Visualizing and relating these attributes through an information system on cultural heritage has steered our work in two directions: the creation of systems built around the entities, and the implementation of analyses to observe and interpret their relationships.

In this study we demonstrate how all different historical information could be organized and structured in two types of digital models - GIS and graphs - that will are applied to our case study and allow us to generate a more comprehensive and flexible understanding of the phenomenon of the late Gothic period as a complex system through a combined knowledge of space, time and actors.

Working with these two tools has provided new perspectives at the Late Gothic heritage, creating new groups and subgroups of entities, and new relationships that could be easily translated to other case studies. We also created different categories - for each technology - designing two models of organizational structure. On the one hand, we use GIS with a spatial approach, the space is the product and simultaneously the producer of a series of relationships (Lefebvre, 2000) whose analysis can be performed using the alphanumeric attributes of each spatial entity or its topology. On the other hand, using graphs we have an abstract approach to visualizing a network of professionals and works over the Late Gothic period. The creation of the two models is because each of these tools requires a specific way of organizing data. While GIS works with a system with fixed relational databases that support SQL “join” operations, using it as the main query language and organizes spatial data in layers and attributes, Graph model uses the NoSQL system (Not Only SQL) and organizes data in nodes and edges (Robinson et al., 2013).

2. GIS model

The process of creating the GIS model will be developed in eight dynamic and interrelated phases: database design schema (figure 1); collection, processing and data selection; data entry and analysis in ArcGIS software; production model views; assessment of the problem; data interconnection; generating queries and reports; system development documentation and dissemination of the model (Ferreira Lopes and Pinto Puerto, 2015). The longest stage of the process is the creation of spatial entities - data entry - around 75% of the time and effort undertaken in the research will be used to collect, treat and create the data so that they can later be analyzed. The big difficulty lies in its accuracy. For certain entities, the maps and information of the 15th and 16th centuries does not allow us to reach an urban scale precision which forced us to work with a territorial scale. That is the case, for example, of the kingdoms, buildings, quarries or paths layers (figure 2).

![Figure 1: Andaluscía’s Late Gothic Heritage database schema](image)

Also, some gaps are constantly present in the attributes; in many cases we have incomplete information, which somewhat limited our analysis of certain data. That is
the case, for example, of some “date” attributes. However, working with GIS allows us to take these gaps temporarily - once it offers an easy way to edit and add new data, which is one of the main advantages that the tool offers. Our SDI are created in the ISO 19100 series standards, Open Geospatial Consortium standards and the recommendations of the guidelines of INSPIRE and LISIGE in order to be extended, edited and viewed by other researchers.

3. Graph Model

The construction process of the Graph Model has been developing in three phases: 1) data collection, 2) scheme creation and 3) queries and analysis. This paper will deal with the proposal and outline gathering held in conjunction with the Culture Plex Lab at the University of Western Ontario in Canada.

Our “starting point” was the Cathedral of Seville. Knowing that the construction of the Cathedral was one of the events most responsible for the flow of knowledge at that time and knowing that a lot of professionals had worked or had some kind of work relation with it, this strategy was more realistic and reachable, initially (figure 03).

To create the Graph model we are using the software Sylva DB (de la Rosa et al., 2013) developed by the CulturePlex Lab, which has allowed us to create a scalable and flexible way to organize, structure, manage, visualize and analyze our mass of data. With all the data in SylvaDB, we can see the links between different professionals and works, as well as between quarries and workers, parts of building and professionals, quarries and buildings. This tool has redirected the process in a way that otherwise would have been too taxing in terms of time and computation - we were now not required to create innumerable tables and charts to collect all the information.

After having a clear starting point and already with a certain amount of professionals collected - about 300 workers - the next step was the creation of a schema through which we discern graphic patterns. At this moment, in the Graph model we have 1,000 relationships and 850 nodes (figures 04, 05 and table 1).
Table 1: This table shows the professionals who worked in different chapels. We can see the importance of some of them - the ones who more chapels worked in

4. Conclusions

Different research methods based on new technologies applied to understanding the same phenomenon provide a greater depth of the problem. In this sense, the use of multiple methods has allowed us to achieve three important aspects: to promote different perspectives on the subject allowing a wider view about the object of study; include a large variety of variables in the study; provide multiple analyses of the same concept, which increases the validity of the research that remains open and upgradeable. Therefore, what we seek is to provide new methods but also new approaches that do not override other traditional systems, but enrich the discussion on the past and its relationship with the inheritance.
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Introduction

The results of stylometric authorship attribution studies are strongly influenced by four choices:

1. Candidate Authors – The choice of candidate authors should be based on the historical context of the texts to be attributed.

2. Representative Texts – Representations should be chosen that are similar in genre, topic and time frame as the texts to be attributed (Argamon et al, 2003; Stamatatos, 2009).

3. Analytical Method – Many analytical methods are available. Burrows’ Delta is often considered to be the ‘gold standard’ to compare other methods (Burrows, 2002).

4. Distinguishing Features – One list of features to distinguish among candidate authors can provide greater distinguishing power than another list of features. This paper is about identifying the most distinguishing list.

Grammatical function words are used by all authors, but authors do not use function words in the same way or with the same frequencies. Therefore, different usage frequencies for function words are useful in characterizing an author’s writing style. Although the specific function words that are distinguishing among authors vary from study to study, their effectiveness as features to set apart an author’s writing style is well established (Mosteller and Wallace, 2007; Holmes, 1998).

Discriminant analysis is a statistical technique to clas-
classify objects into known categories based on a set of features about those objects. The technique was developed by Sir Ronald Fisher, a botanist. He illustrated the technique by classifying iris flowers into three species using four features – the length and width of sepal and petals (Fisher, 1936).

The approach is to compute linear combinations of the features that best separate the categories from each other. The most distinguishing combination of features is called the first linear discriminant function (LD1). Additional combinations (LD2, LD3 and so on) are computed that are orthogonal to each other to maximize the separation among categories. After computing the discriminant functions using a training set of data for objects with known classification, the discriminant functions can be used to classify objects of unknown classification into the categories to which they most likely belong.

The discriminant analysis concept is illustrated in figure 1 for a two-category problem and two dimensions. Each ellipse in the graph encircles the items within a category. LD1 shows the direction of greatest separation between the two categories. Discriminant analysis can be extended to classification problems with any number of categories and dimensions.

Discriminant analysis can be used in authorship attribution since the problem is similar to that of classifying plants into species based on their physical features. In attribution, the process is to use a set of texts of known authorship to determine the discriminant functions using non-contextual words as the features, and then classify texts of unknown authorship into the set of authors using the discriminant functions.

A variation of discriminant analysis called stepwise discriminant analysis (SDA) first determines a subset of the most distinguishing features from a comprehensive list of features and then formulates the discriminant functions (Goldstein and Dillon, 1977). The most distinguishing features are the best predictors for classifying objects into the proper categories.

In our stylometric work we have observed the utility of SDA to choose the words to use as distinguishing features in authorship attribution studies. This observation agrees with work done by other researchers (Smith and Aldridge, 2011). From a comprehensive list of non-contextual words, SDA identifies the most discriminating word first and subsequent words in descending order of discriminating ability. It stops when none of the remaining words add to the discriminating ability of the set of words. Thus, we end up with a subset of words that are the best predictors of authorship.

Another approach often used to select distinguishing features for authorship attribution is to use a list of the most frequent words listed in descending order of frequency in a set of representative texts of the candidate authors’ works. Consequently, we considered this research question:

For a given set of authors and representative texts, and using Burrows’ Deltas as the analytical method, will the most distinguishing words (MDWs) identified by SDA give more distinguishing power in the analysis than using the most frequent words (MFWs) approach?

The corresponding null and alternative hypotheses are:

\[ H_0: \] Using non-contextual MDWs selected by SDA is not more distinguishing among candidate authors than using a set of MFWs.

\[ H_a: \] Using non-contextual MDWs selected by SDA is more distinguishing among candidate authors than using a set of MFWs.

**Method**

To answer our research question, the metric we used for a set of words’ distinguishing power was the difference in Burrows’ Deltas for the two authors with the smallest Deltas to that text. If the null hypothesis is true, the differences between Deltas should be about the same whether using MDWs or using MFWs. If using MDWs produces larger Delta differences than using MFWs, that evidence would support the alternative hypothesis.

We used the difference in Deltas between the nearest authors because it is an indication of statistical power. Analogous to the power of a microscope, statistical power is a statistical technique’s ability to distinguish between things that are close together. The greater the distance between Deltas, the greater the power of the technique used to calculate the Deltas.

To conduct the study we used *The Federalist Papers*, commonly used for testing the usefulness of authorship attribution methods. *The Federalist Papers* are well suited to the problem as there were a total of 85 published papers written by Alexander Hamilton, James Madison and John Jay. Fifty-one were known to have been written by Hamilton, fourteen by Madison, five by Jay, and three written jointly by Hamilton and Madison. Twelve had disputed authorship, but have subsequently been studied extensively and are commonly attributed to Madison.

Because the attribution of the disputed papers is rela-
tively non-controversial, *The Federalist Papers* provide a useful basis for comparing attribution methods. Since our research objective was not to answer the attribution question, but rather to compare methods of answering the question, using *The Federalist Paper* removed the question of correct attribution for a more direct comparison of the distinguishing ability of SDA-selected MDWs compared to MFWs.

Using only the 70 papers of known authorship as the representative texts, we applied SDA and selected the MDWs from a large list of non-contextual words, and then calculated Burrows’ Delta distances for each paper to each of the three candidate authors. We compared these results to the results of using sets of MFWs ranging from 50 to 500 words in increments of 50 words.

**Results**

The SDA procedure select 29 words as the most distinguishing words for *The Federalist Papers*. Those 29 MDWs produced 100% correct classification of the 70 representative texts and provided greater distinguishing power than MFWs for the 12 disputed texts. As shown in figure 2, for *The Federalist Papers*, MDWs have from 1.5 to 4 times the discriminating power of MFWs.

![Figure 2. Comparison of the discriminating power of MDWs vs. MWFs](image)

To understand why this occurs, examine table 1 and notice where each of the 29 MDWs appears on the MFW list.

**Table 1. Comparative ranking of MDWs and MWFs for The Federalist Papers**

<table>
<thead>
<tr>
<th>Feature Words</th>
<th>MDW Rank</th>
<th>MFW Rank</th>
<th>Feature Words</th>
<th>MDW Rank</th>
<th>MFW Rank</th>
<th>Feature Words</th>
<th>MDW Rank</th>
<th>MFW Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>and</td>
<td>1</td>
<td>4</td>
<td>the</td>
<td>11</td>
<td>1</td>
<td>from</td>
<td>29</td>
<td>23</td>
</tr>
<tr>
<td>upon</td>
<td>2</td>
<td>50</td>
<td>matter</td>
<td>33</td>
<td>34</td>
<td>for</td>
<td>22</td>
<td>38</td>
</tr>
<tr>
<td>whilst</td>
<td>3</td>
<td>1225</td>
<td>notwithstanding</td>
<td>13</td>
<td>983</td>
<td>any</td>
<td>29</td>
<td>45</td>
</tr>
<tr>
<td>by</td>
<td>4</td>
<td>13</td>
<td>also</td>
<td>34</td>
<td>241</td>
<td>thereby</td>
<td>26</td>
<td>39</td>
</tr>
<tr>
<td>to</td>
<td>5</td>
<td>9</td>
<td>between</td>
<td>35</td>
<td>406</td>
<td>even</td>
<td>25</td>
<td>172</td>
</tr>
<tr>
<td>which</td>
<td>6</td>
<td>11</td>
<td>against</td>
<td>36</td>
<td>270</td>
<td>on</td>
<td>26</td>
<td>47</td>
</tr>
<tr>
<td>last</td>
<td>7</td>
<td>218</td>
<td>test</td>
<td>37</td>
<td>659</td>
<td>that</td>
<td>27</td>
<td>318</td>
</tr>
<tr>
<td>particularly</td>
<td>8</td>
<td>715</td>
<td>into</td>
<td>38</td>
<td>622</td>
<td>may</td>
<td>28</td>
<td>2677</td>
</tr>
<tr>
<td>on</td>
<td>9</td>
<td>26</td>
<td>there</td>
<td>39</td>
<td>48</td>
<td>one</td>
<td>29</td>
<td>45</td>
</tr>
</tbody>
</table>

Words in a list of MDWs often are not included in typical MFW lists. For example, note that the word, *whilst*, is the third most discriminating word selected by SDA and yet it is not even in the top 1000 MFWs. Even though Mosteller and Wallace identified *whilst* as a key indicator of authorship for the disputed papers, MFW lists of less than 1231 words would miss this highly distinguishing word. Notice further that 12 of the 29 MDWs are not even in the top 200 MFWs. So using MFWs will miss many highly distinguishing words.

**Discussion**

Thus, we reject the null hypothesis and assert that MDWs provide more distinguishing power between the Deltas for the two closest authors to the texts to be attributed as compared to MFWs. Our results show that MDWs can provide greater sensitivity than MFWs in discovering stylistic word-choice differences among candidate authors. The finding that it only takes 29 words selected by SDA to correctly classify all of the disputed Federalist Papers is a striking example of the power of using SDA-selected MDWs, since over 350 MFW words – more than ten times as many words – were required to achieve the same results.

Although some research has shown that variations of Delta may perform better than Burrows’ original formulation (Evert et al., 2015; Hoover, 2004), we have found that using modifications of Delta does not improve the performance of MFWs relative to MDWs.

**Conclusion**

We conclude greater discriminating power can be achieved with a small set of MDWs chosen by SDA than with even large sets of MFWs. Using SDA-selected MDWs a researcher is more likely to make correct attributions and may be able to do it with fewer representative texts and for smaller texts. As a result, a researcher will have a greater likelihood of discovering new insights about the possible authorship of unattributed or disputed texts.
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Even more important is the persistence of a file format if it is necessary to judge and optimize all relevant factors that define the sustainability of a file format definition. Therefore any digital object must be migrated in periodic cycles, because of technological changes. Hardware migration is only one of the steps needed to ensure that a digital file can be rendered in future. The file format definition is of the same importance. If such a definition becomes obsolete, the existing file must be converted into another one that is not in danger to be outdated (Heath et. al., 2011). Therefore it is necessary to judge and optimize all relevant factors that define the sustainability of a file format definition. Even more important is the persistence of a file format if a storage solution with very long cycles of migration is used, as presented in the Monolith-Project (Fornaro et. al., 2014) or the Rosetta-Project. In those cases a lifecycle of several decades can be expected.

We discuss in this document the long-term stability of existing image file formats and derive possible new approaches. We will show in detail what weaknesses exist, that endanger the future rendering of the content. In addition an image file format definition for archival needs is proposed, based on the already existing widespread standard TIFF. The proposed approach follows the concept of the Portable Document Format (Oettler et. al., 2013), PDF and its archival derivative PDF/A. The recommended specification is called TI/A, Tagged Image for Archives.

Problem

If digital file formats are not well chosen, the content won’t be accessible in future because it can no longer be decoded as a consequence of one or multiple technological issues (Rothenberg, 1995). A “file format” basically defines the logical structure and meaning of the bits within the bit stream and thus it is essential for correct interpretation and proper rendering of the coded data. Unfortunately a file format or parts of its logical structure and definition can become obsolete, like hardware does. As a result the information renders useless, even-though the bit stream is still properly readable. To prevent such obsolescence the file format must be migration. In most cases this is more complex than creating a simple duplicate of a bit stream; the file has to be restructured. In addition every migration can reduce image quality or introduce artefacts. Therefore it is necessary to use a file format for long-term preservation of digital data that is stable, simple, well-documented and reliable. Unfortunately most image file formats do not fulfill the needed requirements. Even open standards like the Tagged Image File Format (TIFF) can have partially vendor specific, proprietary content that decreases long-term stability. TIFF is one of the most widespread formats used to represent high quality image data in archives. TIFF is a well known, established, flexible, adaptable file format for handling images and data within a single file, by including various header tags. TIFF offers some features that are rarely used and not supported by most applications. The TIF format is quite complex and parts of the original definition have become obsolete, while new, not formally standardized additions have been made. As a consequence it would be easily possible to create a TIFF file that is fully conformant to the TIFF Revision 6.0 specifications but would be virtually useless because no existing software is be able to open and render it, migration is the needed.

Migration is an expensive task. Therefor numerous approaches for archival storage solutions exist that do not or only rarely need to be migrated. Most of those solutions make use of a very stable carrier and a simple interface to access data. Monolith is such an example for an “eternal” storage. Monolith (Gubler et. al., 2006) is based on chro-
mogonic optical film, that has a life expectancy of up to 500 years. The data is stored on Monolith as 2D-barcode, enriched with human readable metadata. For such a solution the data format is of very high importance because any format obsolescence reduces migration cycles drastically.

**Approach**

Since a digital archive has the goal that the file can be rendered in an indefinite but possibly far future, a simplistic approach is necessary. Therefore a TIFF suitable for long term archiving should require only a minimal set of features (tags) that are necessary to allow a correct future rendering of the data and the essential descriptive metadata. We therefore propose a subset of the full functionality of TIFF that is fully compatible with the de-facto TIFF standard itself but marks some tags as *mandatory*, some as *optional* and some as *forbidden* in order to guarantee the correct rendering in the future. If, in addition to the core functionalities, it is crucial to define a minimal set of metadata for archival applications, following standards like Dublin Core or METS (Loeffler et al., 2007). In analogy to PDF/A format we propose to call this specification TI/A or Tagged Image for Archives.

In cooperation with the University of Girona in Spain and EASY INNOVA, a technology and innovation center in Girona, we have started the process of specifying TI/A in co-operation with multiple memory institutions of Switzerland and Europe.

Of course the concept of using a subset of the functionality of TIFF can be applied to any other format common for archiving digital image data like JPEG2000/A (Buckley, 2013) or even video or motion picture like DCP/A (Fornaro, 2014: Goethels, 2009).

**Results**

It can be shown that a smart chosen file format is very important for successful archiving [9]. With the help of numerous institutions and experts we have drafted a recommendation, based on the existing TIFF standard (http://ti-a.org). The exchange of needs, requirements, don'ts and don'ts will lead us to a final draft specification of an ideal archival file format for high quality image data that is well supported by an international network of experts. Following the original standard definition of TIFF allows us to define a format that is fully compatible with existing decoders. This approach makes it not necessary to have "out on the market" software modified or enhanced by any means.

Based on that preliminary work we will try to have the document standardized by the International Standard Organisation, ISO. Such a precise definition of the functionalities and their implementation in a Tagged Image File for Archives will help to increase the sustainability of the original image format drastically.
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Background and Motivation

It has long been understood that Greek and Roman epic poems partake of a shared repertory of stock themes and typical scenes: the catalogue of heroes, the warrior arming for battle, the tempest, etc. These themes originally evolved under circumstances peculiar to oral-formulaic composition in archaic Greece, where they served the exigencies of real-time composition in performance by organizing poetic material into mnemonic chunks, each with a predictable internal structure (Rubin, 1995; Minchin, 2001). For later, literate Greeks, and still later for the Romans, who continued to develop the epic tradition, the use of these themes was no longer an aide to memory, but a complex intertextual gesture that formed one of the defining features of the genre (De Jong, 2014; Nünlist, 2009).

The study of elemental, thematic building-blocks in epic and related genres has a long history, through the twentieth century and even earlier, including work by Claude Levi-Strauss, Milman Parry, and Vladimir Propp. While catalogues and typologies of epic themes exist (e.g., Edwards, 1992), at the same time significant disagreement remains over their definition and delineation. Here we take first steps towards automated detection of theme in epic, defining features that target scene-sized samples of text under in bag-of-words model, and applying both unsupervised and supervised classification methods.

Our research is on intertextuality in Latin epics of the Flavian period, and in particular the ways in which an intertextual relationship at the thematic level can support or undermine specific verbal allusions at the sentence or phrase level. The ability to automatically detect text reuse in Latin epic at the scale of individual verse lines is provided by tools such as Tesserae (http://tesserae.caset.buffalo.edu), Musisque Deoque’s co-occurrence search (http://www.mmqd.it/mmqd/cooccorrenze.jsp), and eTRAP’s forthcoming TRACER framework (http://etrap.gcdh.de), so that it is now conceivable to generate an exhaustive list of all such correspondences between any two texts. Yet the same efforts have shown that simple text-reuse search alone cannot capture all of the allusions noted by professional commentators, and that sensitivity to scene-level thematic parallelism would improve both recall and precision over a model based on single verse lines or sentences (Coffee et al., 2012).

Tesserae has in fact produced a prototype thematic search using topic modelling to create scene-level features (Scheirer et al., forthcoming). At the same time, work by the Memorata Poetis project affiliated with Musisque Deoque is carrying out systematic manual tagging of themes in Latin vernacular poetry (Ciotti et al., 2015). Both approaches—the supervised and the unsupervised identification of themes—show promise, although neither has been fully integrated into its respective parent project’s verse-level, text-reuse search tool. In the ongoing work presented here, we attempt to combine elements of each approach, comparing unsupervised, bag-of-words classifiers at the scene-level with manual tagging for specific, selected themes. Our ultimate goal is to combine similarity scores for thematic parallelism with existing phrase-level search tools’ scores for text reuse in order to improve their accuracy.

Method

We consider a corpus including the three more or less complete epics of the Flavian period—Valerius Flaccus’ Argonautica, Statius’ Thebaid, and Silius Italicus’ Punica—as well as three earlier poems to which our works of interest respond—Lucan’s Civil War, Ovid’s Metamorphoses, and Vergil’s Aeneid. These works are initially subdivided into samples of 50 consecutive verse lines. After lemmatization, tf-idf weighted feature vectors are calculated for each sample, dropping terms common to 50% or more of the samples, and the resulting feature set is reduced using principal components analysis to the most significant 500 components.

The samples still show a strong tendency to cluster by author despite the removal of very frequent words. Since our goal is to examine parallel variation across authors, we attempt to remove a characteristic ‘authorship signal’ from each author’s œuvre before classification. A mean vector representing the author is thus subtracted from every one of his samples.

In the unsupervised approach, we then perform k-means clustering on the corpus as a whole. Because we do not have any a priori set of themes to look for, we test multiple values of k in an attempt to identify the most stable number of clusters. For each possible value of k, we perform multiple repetitions and compare pairwise agreement among the resulting classifications using the adjusted Rand index. We also attempt to identify the most stable passages through comparison of error across repeated classifications using different offsets for our 50-line sampling window. For those passages most consistently classified across repetitions, we return to the text to investigate, through close reading, whether the passages indeed demonstrate meaningful similarity.

In the supervised approach, on the other hand, we begin by identifying scenes of interest using a set of a priori thematic categories—for example, battle scenes and storms at sea. We then attempt to train a classifier that can distinguish these types. Earlier work on this project has shown that certain thematic contexts can be separated at a coarse scale (e.g, love versus war, generally) using principal components analysis alone; however here we will attempt to achieve finer precision using support vector machines, a popular approach in stylometric tasks and one that has previously been applied to intertextuality in Latin in particular (Forstall et al., 2011).
Results

This work is ongoing, and one of our goals in presenting at DH 2016 is to elicit feedback that will help to shape the design of future experiments. At the same time, early results suggest that the supervised and unsupervised approaches may indeed meet in the middle. For example, many of the most stable passages in the unsupervised classification belong to a ‘nautical’ theme which includes as a subset the storm theme identified by human tagging. Across 100 different classifications of the six epics, using differently-offset sampling windows, the passages with the lowest rate of disagreement included characteristic descriptions of tempests in *Aeneid* 1 and *Argonautica* 1 (Figs. 1–2). The same class, and a high degree of stability, also marked nautical chase sequences in *Aeneid* 5 and *Argonautica* 8 as well as the recounting of the Argonauts’ story in *Thebaid* 5.

![Figure 1. Vergil’s Aeneid, book 1, after k-means classification with 8 classes. The line shows disagreement between repeated re-classifications. Shaded bands at bottom show classes in one randomly-selected trial.](image1)

![Figure 2. Valerius Flaccus, Argonautica, book 1, after k-means classification with 8 classes. Line shows disagreement among repeated re-classifications; shaded bands show the same classes as in Fig. 1.](image2)

Implications

The concrete goal of this project is to provide a thematic feature set for automated intertext-detection, compatible with the phrase-based results of existing tools, so that, for example, otherwise slight verbal correspondences can be promoted where they occur within thematically parallel passages and thus are likely more interesting to readers. More generally, we would like to understand how stock themes function in epic intertextuality, and whether they can indeed be sufficiently modeled using a bag-of-words approach. To the degree that they can, we can say that thematic features are in fact made of words and exist on a continuum with the word-level bigrams matched by Tesserae, for example, instead of representing ‘deeper’, semiotic structures distinct from the word forms that appear on the ‘surface’ of the text (as in, e.g., Levi-Strauss, 1955).
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(Biber, 1988; Argamon et al., 2003), stylochronometry (Forsyth, 1999) and other tasks within computational stylistics. However, until quite recently, it has been extremely difficult to assess novel and existing techniques on comparable benchmark problems within a common framework using statistically robust methods.

Toccata is a resource for computational stylometry which aims to address that lack, freely available at http://www.richardsandesforsyth.net/software.html under the GNU public licence.

The main program is a test harness in which a variety of text-classification algorithms can be evaluated on unproblematic cases and, if required, applied to disputed cases. The package supplies four pre-existing classification methods as modules (including Delta (Burrows, 2002), widely regarded as a standard in this area) as well as five sample corpora (including the famous Federalist Papers) so that users who don’t wish to write Python code can use it simply as an off-the-shelf classifier and those who do can familiarize themselves with the system before implementing their own algorithms.

Noteworthy features of the system include:
1. sample corpora provided for familiarization;
2. test phase using random subsampling to give robust error-rate estimation;
3. ability to plug in new techniques or to employ existing standards;
4. option of post-hoc phase applying trained model(s) to unseen holdout data;
5. empirically grounded computation of post-hoc confidence weights to deal with ‘open’ problems where the unseen cases may not belong to any of the training-set categories;
6. accompanying export file readable by R or similar statistical packages for optional further processing.

**Sketch of the System’s Operation**

Toccata performs three main functions, in sequence:

(a) testmode: leave-n-out random resampling test of the classifier on the training corpus to provide statistics by which the classifier can be evaluated;

(b) holdout: application of the classifier to an unseen holdout sample of texts, if given;

(c) posthoc: re-application to the holdout sample of texts (if given) using the results from phase (a) to estimate empirical probabilities.

Steps (b) and (c) are optional.

**Sample corpora**

Toccata is a document-oriented system. Thus a training corpus consists of a number of text files, in UTF8 encoding, without markup such as HTML tags. Each file is treated as an individual document, belonging to a particular category. Example corpora are supplied to enable users to start using the system, prior to collecting or reformatting their own corpora.

**ajps:** nineti poems by 2 eminent 19th-century Hungarian poets, Arany József and Petőfi Sándor. Arany was godfather to Petőfi’s child, so we might expect their writing styles to be relatively similar.

**cics:** Latin texts relevant to the authorship of the Consolatio which Ciceron wrote in 45 BC. This was thought to have been lost until in 1583 AD when Sigionio claimed to have rediscovered it. Background information can be found in Forsyth et al. (1999).

**feds:** writings by Alexander Hamilton and James Madison, as well as some contemporaries of theirs. This corpus is related to another notable authorship dispute, concerning the Federalist Papers, which were published in New York in 1788. See Holmes and Forsyth (1995).

**mags:** 144 texts from 2 different learned journals, namely Literary and Linguistic Computing and Machine Learning. Each text is an excerpt consisting of the Abstract plus initial paragraph of an article in one of those journals, written during the period 1987-1995.

**sonnets:** 196 English sonnets, 14 each by 14 different authors, with an additional holdout sample of 24 texts, half of which are by authors absent from the main sample.

**Validation by Random Subsampling**

A major objective of the system is to assess the effectiveness of text-classification methods by a form of cross validation. For this purpose the training corpus of undisputed texts is repeatedly divided into two portions, one used to form a classification model and the other used to test the accuracy of this model. After this cycle a number of quality statistics are computed and printed, along with a confusion matrix. This helps to establish a relatively honest estimate of the likely future error rate of the classifier. After subsampling, the program will construct a model on the full training set. This may then be applied to a genuine holdout sample, if provided.

**Classifier Modules**

A classifier module is expected to develop trained models of each text category and deliver matching scores of a text to each model, with more positive scores indicating stronger matching. The category with the highest match-score relative to the average of all scores for the text, is the assigned class. Four library modules are supplied "off the shelf".

Module docalib_deltoid.py is an implementation of Burrows’s delta (Burrows, 2002) which has become a standard technique in authorship attribution studies. Module docalib_keytoks.py works by first finding the 1024 most common word tokens in the corpus, then keeping from these the most distinctive. For classification, relative word frequencies in the text being classified are correlated with...
relative frequencies in each class. Module `docalib_maws.py` is a version of what Mosteller and Wallace in their classic work (1964/1984) on the Federalist Papers call their "robust Bayesian analysis", as implemented by Forsyth (1995). Module `docalib_topvocs.py` implements another classifier inspired by the approach of Burrows (1992), which uses the most frequent tokens in the training corpus as features.

**The Holdout and Posthoc Phases**

The subsampling test phase (above) is primarily concerned with assessing the quality of a classification method. The holdout and posthoc phases are when that method is applied in earnest.

If a holdout sample is given, the model developed on the training set is applied to that sample. The holdout texts may belong to categories that were not present in the training set, so each decision is categorized as correct (+), incorrect (-) or undetermined (?) and the success rate statistics computed accordingly.

This is illustrated in Table 1, below, from an application of the MAWS (Mosteller and Wallace) method to a collection of sonnets. Here the training set consists of 196 short English poems -- 14 sonnets by 14 different authors. This is a challenging problem firstly because the median length of each text in the training corpus is 116 words, secondly because 14 is a relatively large number of candidates.

Table 1 shows the ranking produced on a holdout sample of 24 texts, absent from the training set. Note that 12 of these 24 items are 'distractors', i.e. texts by authors not present in the training set. The program assigns these a question mark (?) in assessing its own decision.

The listing ranks the program’s decisions from most to least credible. The upper third include 6 correct assignments, 1 clear mistake and a distractor. The middle third contains 1 correct classification, 3 mistakes and 4 distractors. The last third contains no correct answers, 1 mistake and 7 distractors. (Incidentally, the distractor poem by the Earl of Oxford, ranked twentieth, is more congruent with Wordsworth than any other author, including Shakespeare, and not confidently assigned to any of the training categories.)

This output addresses the very real problem of documents from outside the known training categories. The listing is ordered by a quantity labelled 'credit'. This is the geometric mean of the last two numbers in each line, labelled 'confidence' and 'congruity'. Confidence is derived from the preceding subsampling phase. It is computed from the differential matching score of the text under consideration as W / (W+L), where W is the number of correct answers which received a lower differential score during the subsampling phase and L is the number of wrong answers with a higher score. Congruity is simply the proportion of matching scores of the chosen category that were lower, in the subsampling phase, than the score for the case in question. It is an empirically based index of compatibility between the assigned category of the text and the training examples of that category.

In all kinds of classification, the problem of never-before-seen categories can loom large. (See, for instance, Eder, 2013.) Like most trainable classifiers, Toccata always picks the most likely category from those it has encountered in training, but the most likely may not be very likely. The confidence and congruity scores give useful information in this regard. For example, if we only consider the classifications which obtain a score of at least 0.5 on both confidence and congruity, we find 6 correct decisions, 1 incorrect and 1 distractor. Treating the distractor (assigning a sonnet by Dylan Thomas to Edna Millay) as incorrect still represents a 75% success rate in an "open" authorship problem on texts only slightly more than a hundred word tokens in length, where the training sample for each known category consists of approximately 1600 words, with a chance expectation of 7% success. In other words, three crucial parameters -- training corpus size, text length and number of categories -- are all well "outside the envelope" of most previously reported authorship studies.

<table>
<thead>
<tr>
<th>Rank</th>
<th>credit</th>
<th>Filename</th>
<th>pred: true</th>
<th>conf.</th>
<th>congruity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9163</td>
<td>ChrRoss_WinterSecret.txt</td>
<td>ChrRoss</td>
<td>0.9530</td>
<td>0.8810</td>
</tr>
<tr>
<td>2</td>
<td>0.8768</td>
<td>WilShak_6.txt</td>
<td>WilShak</td>
<td>0.9425</td>
<td>0.8158</td>
</tr>
<tr>
<td>3</td>
<td>0.8142</td>
<td>DylThom_Altar09.txt</td>
<td>EdnMill</td>
<td>0.8838</td>
<td>0.7500</td>
</tr>
<tr>
<td>4</td>
<td>0.7664</td>
<td>MicDray_Idea0000.txt</td>
<td>MicDray</td>
<td>0.6378</td>
<td>0.9211</td>
</tr>
<tr>
<td>5</td>
<td>0.7595</td>
<td>WilShak_137.txt</td>
<td>WilShak</td>
<td>0.8118</td>
<td>0.7105</td>
</tr>
<tr>
<td>6</td>
<td>0.6950</td>
<td>JohDonn_Nativity.txt</td>
<td>JohDonn</td>
<td>0.6720</td>
<td>0.7188</td>
</tr>
<tr>
<td>7</td>
<td>0.6247</td>
<td>MicDray_Idea048.txt</td>
<td>JohDonn</td>
<td>0.5430</td>
<td>0.7188</td>
</tr>
<tr>
<td>8</td>
<td>0.5356</td>
<td>WilShak_109.txt</td>
<td>WilShak</td>
<td>0.5737</td>
<td>0.5000</td>
</tr>
<tr>
<td>9</td>
<td>0.5225</td>
<td>DylThom_Altar05.txt</td>
<td>RupBroo</td>
<td>0.4150</td>
<td>0.6579</td>
</tr>
<tr>
<td>10</td>
<td>0.4684</td>
<td>TomWyat_THEY_FLEE</td>
<td>EdmSpen</td>
<td>0.4596</td>
<td>0.4773</td>
</tr>
<tr>
<td>11</td>
<td>0.4226</td>
<td>PerShel_Ozymandias.txt</td>
<td>EliBrow</td>
<td>0.2217</td>
<td>0.8056</td>
</tr>
<tr>
<td>12</td>
<td>0.4027</td>
<td>EliBrow_SP23.txt</td>
<td>DanRoss</td>
<td>0.2237</td>
<td>0.7250</td>
</tr>
<tr>
<td>13</td>
<td>0.3061</td>
<td>WilShak_RomeoJuliet.txt</td>
<td>WilShak</td>
<td>0.2094</td>
<td>0.4474</td>
</tr>
<tr>
<td>14</td>
<td>0.2739</td>
<td>PhiSidn_as tel108.txt</td>
<td>EliBrow</td>
<td>0.1080</td>
<td>0.6944</td>
</tr>
</tbody>
</table>
Table 1. Posthoc ranking of 24 decisions on unseen texts, including 12 ‘distractors’

<table>
<thead>
<tr>
<th>Decision</th>
<th>Value</th>
<th>Author/Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.2625</td>
<td>DylThom_Altar06.txt</td>
</tr>
<tr>
<td>16</td>
<td>0.2283</td>
<td>JohDonn_Temple.txt</td>
</tr>
<tr>
<td>17</td>
<td>0.2014</td>
<td>Lincoln-1865Gettysburg.txt</td>
</tr>
<tr>
<td>18</td>
<td>0.1894</td>
<td>RicFors_LaBoccac.txt</td>
</tr>
<tr>
<td>19</td>
<td>0.1352</td>
<td>Helfors_1958.txt</td>
</tr>
<tr>
<td>20</td>
<td>0.1089</td>
<td>oxford_13.txt</td>
</tr>
<tr>
<td>21</td>
<td>0.0977</td>
<td>RicFors_Underworld.txt</td>
</tr>
<tr>
<td>22</td>
<td>0.0755</td>
<td>Helfors_1982.txt</td>
</tr>
<tr>
<td>23</td>
<td>0.0690</td>
<td>DylThom_Altar03.txt</td>
</tr>
<tr>
<td>24</td>
<td>0.0411</td>
<td>PhiSidn_astronomy.txt</td>
</tr>
</tbody>
</table>
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Introduction

In her plenary address at the 2014 Digital Humanities conference, Bethany Nowviskie urged the field to consider how "broken world thinking," an approach equal parts ethical, ontological, and methodological, might enrich digital humanities practice (2015, n.p.). Nowviskie borrows the phrase from information theorist Steven Jackson, who argues for a reparative rather than productivist approach to the study of media and technology, and more specifically, for an increased emphasis on the "moments of breakdown" that allow us to “see and engage our technologies in new and sometimes surprising ways” (2013, 230). In this paper, we take up this shared call and extend it, elaborating an approach to broken-world thinking that is simultaneously

informed by examples of historical fabrication in the digital humanities (e.g. Elliott et al. 2012, Sayers 2015) and theories of breakdown and repair from the field of design (e.g. Jackson, 2013; Gabrys, 2011). We take the time-series
charts of William Playfair, the eighteenth-century data visualization pioneer, and recreate them using D3.js, a data visualization library commonly employed in digital humanities work (Bostock, 2011). In doing so, we gain valuable purchase on the historical concepts that contributed to the creation of Playfair’s charts, many of which—such as data—still hold sway today. But by remaining equally attentive to the “moments of breakdown” between the original artifact and our contemporary recreations, we are also able to open new perspectives on the “affordances” of our own visualization tools (Murray, 2011). Our digital “fossils,” as we term them, following the work of Jennifer Gabrys, suggest a generative new point of intersection between the fields of digital humanities and design (2011).

Project overview

William Playfair is widely considered the “inventor” of modern data visualization (Tufte, 32). The graphical forms that he first developed, including the bar chart and the pie chart, remain among the building blocks of visualization today (Wilkinson, 2005), and the charts he created are still employed as examples of the crystallizing power of data visualization (Klein, forthcoming). And yet, the techniques he employed, such as copperplate engraving, have long been supplanted by newer technologies. This project seeks to understand how Playfair’s techniques affected the images he created, and how our techniques, in turn, affect the images and interactions we create today.

To recreate Playfair’s chart, we selected D3, the javascript visualization library employed in contexts ranging from data journalism to scientific research to the digital humanities (e.g. Meeks n.d., Schmidt n.d). In comparison to off-the-shelf software such as Microsoft Excel or Tableau, D3 provides additional control over the structure and style of the data, an advantage when attempting to achieve fidelity to an original image. In addition, D3 is open source; this allowed us to consider additional aspects of the library’s design. Finally, D3 was developed in an academic context; its own design choices therefore support a conceptual as well as technical analysis.

We took two approaches to recreating Playfair’s chart: the first by adhering to the original as closely as possible, including the use of the original data; and the second by adapting Playfair’s design for use with contemporary trade data, taking advantage of D3’s emphasis on data transformation. (We employed the US Census Bureau’s data on foreign trade). In the sections that follow, we describe these approaches in more detail, with particular attention to “moments of breakdown” and the new perspectives that they granted.

First approach: remediating playfair’s original chart as a digital fossil

Jennifer Gabrys, a design theorist who, like Jackson, views instances of breakdown and failure in a generative light, suggests that we view cast-off objects as “fossil forms” rather than waste (2011, 7). These digital fossils provide “evidence of more complex and contingent material events,” as well as “traces of the economic, cultural, and political contexts in which they circulate.” By recreating Playfair’s chart in D3, we also remediate its “fossil form,” granting us access to the various contexts in which the chart circulates, both historical and contemporary.

Our interest in creating our digital fossil was to induce the moments of breakdown that might alert us to the contextual differences between past and present; the nature and status of statistical data was one such difference. When consulting the third edition of Playfair’s Statistical Atlas as a reference, we found no actual data accompanying his charts. D3 assumes that the developer will begin with data, so without it, we could not begin. To compensate, we turned to a data table from a previous edition, but it contained data for only a portion of the date range, from 1770 to 1782. We began by recreating that section of time, but to create the entire chart, we estimated the additional data points. The resultant chart resembled the original,
but was premised upon two different data sources, with different degrees of accuracy.

This instance of breakdown and repair illustrates how D3 assumes that a dataset will be presented in a certain format, and that the data will be well-defined, clean, and accurate. The context of D3 is revealed as representative of a culture fixated on data-driven solutions. Rather than present our numbers, actual and interpreted, as the same, we used a technique developed by Kevin Schaul (2013) to create dashed lines for the interpreted numbers. The code he developed, what some might view as a “hack,” might be understood as a “repair” of a breakdown within D3, one that enables the visual presentation of defined and undefined data together. By contrast, Playfair’s original chart shows us that precise data were not a necessary component of its initial success. Playfair drew his charts’ data lines freehand. In fact, there is little evidence that Playfair plotted any actual data points before engraving the lines (Klein, forthcoming).

Second approach: creating an interactive chart in the style of playfair

Our second recreation, an interactive version of Playfair’s chart supplemented by modern trade data, revealed additional contexts and biases encoded in D3’s design. D3 was designed to facilitate the creation of interactive visualizations (Bostock, 2011). Its built-in functions worked smoothly once we traded out the original dataset for a more consistently formatted, if substantially larger, contemporary one.

It was when we attempted to recreate Playfair’s customized labels that we encountered a significant moment of breakdown. All Playfair did to create his labels was to pick an appropriate spot and engrave them. While less extensible than any computational method, Playfair’s technique allowed for more flexibility in the visualization’s layout. Since we were dynamically generating the charts, we weren’t able to use the human eye. Instead, we had to determine a set of rules for where to place text, and then encode them in D3. To ensure legibility, we had to verify three things: 1) that the label was not placed on a part of the chart where the import and export lines were too close; 2) that the label did not intersect with a line; and 3) that the text was placed along a part of the graph that had a consistent slope. As it turned out, determining the points of intersection was a non-trivial task. Even though the ability to illustrate the intersections between lines— or more generally, the relations among different slices of a particular dataset— would seem to be a basic requirement of any visualization platform, D3 was constrained by the affordances of its underlying technologies. Playfair thought hard about how to facilitate a “comparative perspective” through the design of his charts, but employing contemporary tools that are constrained for various reasons can affect the range of knowledge that is produced (1801, x).

Conclusions

This project illustrates some of the insights that emerge from broken-world thinking as applied to digital humanities tools. Through the process of recreating Playfair’s charts, we introduced moments of breakdown and prompted our repairs. We became alerted to the changed relation between data and image, and to how the hidden affordances of both software and platform affect the forms of knowledge that D3 can produce. Copperplate engraving allowed greater flexibility and less reliance on the dataset. By contrast, D3 imposes limits on design and is heavily reliant on a clean dataset. This project shows how an uninterrogated reliance on popular tools can limit the creative expression of humanistic data. We have since extended this study by recreating the visualizations Elizabeth Peabody (1804-1894). Her visualization techniques are far more difficult to recreate using standard tools, underscoring how historical fabrication allows us not only to better understand the past, but also to illuminate the present.
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We present a way of disaggregating the concept of anonymity and linking it to particular democratic goods. We demonstrate its value in the particular context of studying online commenting by contrasting three distinctive commenting regimes used by the Huffington Post (HuffPo) in the period January 2013 - March 2015. But we think this may have wider relevance for scholars looking at online communication, as modes of identity disclosure are an unavoidable yet consequential design feature of online communication platforms. In this paper we disaggregate three aspects of anonymity: traceability, which we argue relates to inclusion; durability, which influences deliberative quality through varying levels of communicative accountability; and connectedness, which ties users to real-world relations.

Decisions about online architectures have a crucial influence on the quality of communication, but are often adopted by default or with regard to other factors. In the realm of online commenting, we observe a trend of commenting platforms being outsourced to the Facebook commenting API. These changes are often framed and justified in terms of a shift from an anonymous but easily abused environment, to one in which users operate under real-name identities. When we think in terms of a choice between anonymous and real-name architectures, it seems that there is a simple trade-off between the goods and dangers associated with anonymity, such as trolling on the one hand and the freedom to express one’s views without fear of recrimination on the other, and the goods and dangers of real-name communication, which ties users more closely to discursive norms of civility but which also risks reproducing offline power relations.

We propose to analyse the concept of anonymity in three dimensions. We argue that cross-platform connectedness is associated with increasingly personalised communication as well as less communicative engagement between individual users; durability (continuity) of identity is associated with greater levels of civility, reduced trolling, and higher quality of deliberation (more reason-giving, etc); traceability is associated with exit - that is, people worried about traceability leads people to make a binary decision, to opt out, and the increasingly pervasive traceability promotes exit. Thinking of anonymity in these terms helps resolve some apparent trade-offs: it may be possible to capture the benefits of communicative accountability without the drawbacks of either the abusive space of easy anonymity or of the exposure to offline power relationships associated with real-name spaces.

Disaggregating anonymity

Anonymity exists on one end of a spectrum of degrees of disclosure of identity. In the context of commenting, anonymity means contributions to a discussion are not visibly linked to any particular commenter. Pseudonyms - names chosen by commenters - allow users to keep their real identity private if they wish, yet allows them to maintain a persistent alternate identity in the context of the forum in question. You might have an identity as a commenter on the Guardian that you keep separate from your professional networks and from your social networks. Real name comments, obviously enough, appear under your real name, not a pseudonym.

While this is a useful starting point, many scholars analysing the different degrees of disclosure on online platforms have sought more fine-grained distinctions
You can make comments under a pseudonym and yet it may be possible (with some effort) for advertisers or the National Security Agency (NSA) to trace your real identity. Nissenbaum, for instance, argues that anonymity online, in the sense of ‘conducting one’s affairs, communicating, or engaging in transactions anonymously in the electronic sphere... without one’s name being known,’ is undermined by technologies that have made it possible to track and / or piece together (‘infer identity from non-identifying signs and information’) the real identities of citizens online even when they are withholding their names or using pseudonyms (Nissenbaum, 1999). Because traceability is strictly distinct from the question of anonymity or pseudonymity with respect to other commenters, it does not help us grasp the relation between disclosure of identity and discussion quality.

Durability refers to the ease or difficulty with which online identities can be acquired and changed. Where new pseudonyms are easy to create, online identities are disposable; if you acquire a reputation for abusive or untrustworthy behaviour you can just create a new pseudonym and start again. As Resnick and Friedman put it, cheap pseudonyms create ‘opportunities to misbehave without paying reputational consequences’ (Resnick and Friedman, 2001). Users are more likely to stick with a particular name, exposing them to the reputational consequences of their behaviour. The durability dimension is particularly important for the possibility of holding commenters accountable for claims they make, enabling challenges in terms of consistency, and exposing uncivil or abusive commenters to sanctions.

The third dimension has to do with connectedness or bridging across different platforms and contexts. The most visible example of cross-platform connectedness is sites enabling users to login or register through a third party - typically Google or Facebook - rather than filling in a site-specific form. Connectedness also involves reputation, but is a global rather than local reputation. The durability or stickiness of an online identity is a necessary condition for building a local reputation, but it need not be connected to the wider reputation, a cross-referenced, cross-platform (including real life) reputation, of the sort you would want if you were renting out your apartment to someone you didn’t know (as in Airbnb).

The Experiment

The two changes introduced by HuffPo provided us with a natural experiment. We collected more than 50 million comments on more than 50,000 articles featured on the HuffPo front page in the period January 2013 - March 2015. The first of these phases allowed anonymous commenting. At this time, the platform experienced aggressive ‘trolling’ and the use of multiple accounts. In December 2013 HuffPo moved to regulate its forum by requiring users to authenticate their accounts through Facebook. On the face of it, little changed in this pseudonymous environment: user names and avatars remained, but behind the scenes Facebook’s database helped weed out fake accounts. Users did not have to create a new online identity, give up their old pseudonyms, or change the appearance of their HuffPo commenter profile. We read this first change as primarily about durability of identity.

In June 2014 HuffPo changed to commenting through Facebook, meaning that HuffPo user profiles were replaced by Facebook profiles in a ‘real name’ environment. In this phase, comments appear below the line of the news article under the user’s real name, as well as - depending on a user’s privacy settings - appearing simultaneously on their Facebook page. This may have the effect that users see more of their Facebook friends commenting on the HuffPo but speak to an audience located on Facebook. We read interpret this change as a move to more integrated and connected online identities.

While we found more durable online identities were associated with greater civility but less participation in online commenting, we also observed a shift in the sorts of issues on which users most frequently comment. This might be normatively encouraging: the relative rise in articles tagged Gay Voices, we speculate, may be a result of the inhibition of hostile and offensive commenters. Here greater civility seems to promote more participation and inclusive discussion. However, we also note a more general shift away from conflictual and politicized topics and towards ‘safer’ topics of celebrity, lifestyle and consumer issues. Turning to the second commenting change, we found that the Facebook phase exhibited markedly less argumentative engagement relative to the ‘pseudonymous’ phase, as evidenced both by an overall reduction in the proportion of replies, and by measures of deliberative quality (Fredheim et al., 2015a, 2015b). This finding points in the same direction as a recent Pew survey that found people were less likely to discuss a controversial issue on social media than in face to face conversation (Hampton et al., 2014).

With these findings in mind, we argue that the pseudonymous phase harnessed the beneficial effects of increased durability, without introducing the costs of connectedness. More broadly, we can link these dimensions of identification to particular democratic goods. The dimension of traceability seems to be associated with inclusion and exclusion, as users make a binary choice to stay on the platform. The dimension of durability or continuity of identity is associated with deliberative quality in so far as (theoretically) it exposes users to communicative ac-
countability and (empirically) is associated with a higher density of reason-giving in commenting. The dimension of connectedness ties users to real-world relations. This favours civility, but it also promotes what Schudson calls 'sociable' conversation rather than more adversarial 'democratic' conversation (Schudson, 1997). We argue that durable and disconnected identities are more conducive to productive, issue-based debate between heterogeneous users. This bears on discussions of polarization. It also bears on the drive towards integration of social media and news discussion.
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In this short paper presentation a participatory ethnographic GIS-mapping approach and an example for a digital platform for the visualization and digitalization of local environmental knowledge will be introduced. The term “Indigenous” is used to refer to those who “have a historical continuity with pre-invasion and pre-colonial societies that developed on their territories and consider themselves distinct from other sectors of the societies now prevailing in those territories” (UNESCO, 2004). Based on examples and research results of the research project ANIK Alpine risks in times of climate change, funded (2012-2015) by the German Ministry of Education and Research (BMBF), this paper will question how local environmental knowledge (Pottier, 2003) and local perceptions and handling strategies of climate-related risks may be gathered through participatory GIS mapping (PGIS), (Reichel, Frömming 2015, 2014). Based on applied visual anthropological methods, PGIS is a relatively new cartographical digital approach which includes local perceptions and strategies of action gathered during interviews and participant observation.

This approach fosters active participation of local people (Wood, 2012), not only during the research process in the field, but also during the presentation process of the research data as digital spaces of memory.
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Preface

The declining birth rate and resulting increase in the proportion of the elderly are serious issues for contemporary Japan. The National Institute of Population and Social Security Research reported that the 2010 Japanese population of about 128,057,000 is expected to decline to about 86,737,000 in 2060 with depopulation accelerating most acutely in local regions (The National Institute of Population and Social Security Research, 2014). Currently, in 7,878 villages in Japan, over half of the population is over the age of 65. From this figure, it is predicted that 2,500 villages will vanish in the next 10 to 30 years (Ministry of Land, Infrastructure, Transport and Tourism, 2014; Masuda, 2014). Given this situation, the preservation of local knowledge is essential and standardized digital archiving methods are required.

In contrast to national treasures, digital archiving for local cultural properties is limited in various respects. Digitizing devices should be versatile because the kind of materials buried is unknown at the onset of the survey. Budgets are therefore limited because most people in possession of such items do not have sufficient financial background. Therefore, the methods for archiving local items and knowledge should be as low-cost as possible. In addition to these problems, a standardized digital ar-
chiving workflow and information management rules are required to perform distributed autonomous digital archiving activities. Formulating digital archiving rules that are both open and standardized is also essential in terms of the Long Term Preservation issue (Lorie, R.A., 2001).

Figure 6: The resulting digital archive system

Figure 7: Handmade photo studio for Danjiri elements

Responding to these issues, this paper will propose a low-cost digitizing workflow using an Mirror-less Interchangeable Lens Camera (MILC) and the information standard for local memories and knowledge with the concept of a Work-Oriented Approach (WOA) (Fujimoto 2011). The proposed methods have already been used in two different types of experimental projects and the results will also be summarized in this paper.

The digital archiving workflow

The digital camera is excellent in terms of saving space, versatility, speed of digitizing and later correction, and is therefore the ideal device for basic digital archiving. In particular, the Mirror-less Interchangeable Lens Camera (MILC) has a rich choice of lenses, and is lighter and therefore preferable to than the general Digital Single Lens Reflex camera (DSLR).

Figure 1 shows the workflow of constructing a digital archive using the MILC. In this figure, the workflows are denoted with UML activity diagrams, with automated activities in red, and yellow designating those activities conducted manually. Each automated activity is described by BASH scripts to ensure the clarity of specific procedures, and some call python scripts utilizing open source libraries. In practice, Graphical User Interfaces (GUI) should be provided for ordinal users.

This activity diagram is separated into two lanes, with the left lane showing the digital archiving workflow and the right lane representing the post-production and publishing workflow. In the digital archiving workflow, taking photographs, writing investigative reports, and transferring acquired images to the work station are manually conducted, whereas other activities are done automatically.

To perform these automatic activities, a working directory should be defined as shown in Figure 2. The raw images acquired are automatically copied to the “raw” directory and JPEG format images are initially copied to “main”, and then the raw images are developed and saved in the “developed” directory. Thumbnails are saved in “thumbs”. Finally, unused images are moved to “sub” directories. By defining the directory structure, all projects are generalized, and creating an automatic workflow becomes much easier.

The application schema

Promoting such shared and mutual use is essential and will help preserve local memories and knowledge for future generations. To do so, it is important to conform to conventional international standards (Fujimoto, 2009). The ISO 191XX series is a versatile information standard for database construction. This international standard is based on the idea of object-oriented GIS, and it defines a meta-model of geographic features and spatio-time objects. The ISO 191XX series is generally adopted for public geographic information such as census or infrastructure data. However, it has many other possible applications. Additionally, this standard provides encoding rules by XML, and metadata, geometric information, raster format datasets and tabular form attributes can be denoted as XML elements. Therefore, this standard is also effective in terms of Long Term Preservation issues.

The Figure 3 is the application schema proposed in this paper, which enables the storage of unknown tangible as well as intangible cultural properties in compliance with the standard. This application schema is based on the proposed working flow, and weighs heavily in extendibility. The fundamental classes including the Consolidation class, Material class, Surface class and DenotedSubject class are Abstract classes, which are actually implemented in specific ways. The grey-colored classes are examples applicable to photographic dry plates and “Danjiri” elements. The attributes for these classes are minimum essential attributes, and attributes relevant to each specific item can be defined using the Attribute class. This class specializes three classes: ThematicAttribute, SpatialAttribute and...
TemporalAttribute classes. Any kind of attribute can be defined using this classification.

Case studies

The proposed standardized workflow and the database schema have been used in two case studies. One is the digital archiving project of dry photographic plates taken between the Meiji period and mid-Showa period, while the other is a “Danjiri”, a traditional large wooden cart used for traditional Japanese festivals, which was completely destroyed by a flood.

In the first case a tablet device, iPad Air, was used as a substitution for a light box, and SONY A6000 was used as a digitizing device (Figure 4 and Figure 5) (Fujimoto, 2015). By using a set of these ordinary devices with three workers, more than three hundred old dry plates were duplicated in about 13 hours in total. In this project, all of the operations were composed almost entirely of open-source software, and performed in batches. Although this project was successfully completed, some improvements were later found for making linkages between the acquired images and investigative reports and application schema.

In the latter study, the digital archiving workflow and the application schema, originally designed for photographic dry plates, were modified for versatility, to make them applicable to the Danjiri elements. In this project, more than three hundred fragments of Danjiri elements were archived in one week by four workers with one day required for setting up the photographic studio, four days for taking photos, and two days for developing the digital archive system (Figure 6). In contrast to the former project, the digital archiving subjects were three-dimensional and lighting instruments were required. To achieve better results within a limited budget, a lighting studio was built using wooden blocks and domestic fluorescent lamps, which were procured on the site (Figure 7).

Conclusions

In digital archiving projects focusing on important cultural properties, intended objects are well known and professional and/or specialized equipment are used to achieve with the best possible results. However, to construct digital archives of locally-kept cultural properties, versatile and inexpensive methods are required. Additionally, a standardized workflow and database schema covering various kinds of materials should be considered.

In this paper, using the concept of WOA, a reasonable MILC is used as a digitizing device, and a standardized workflow enabling automation and database schema compliant with ISO 191XX are proposed. Because the proposed workflow, information schema and libraries utilize the existing international standard and open-source technologies, outcomes including metadata and source codes can be opened. This method is therefore effective in terms of the Long Term Preservation issues. These standardized methods have been tried in two different types of experimental case studies. Although both projects were successfully completed, some continual refinement is necessary to perform a fully automated workflow, especially post-production.

Finally, the methods proposed in this paper can be also applicable in disaster restoration. It is important to preserve memorial items of ordinary people such as family photo albums in order to incite the energy vital for the restoration process. Unfortunately, in fact, after the Great East Japan Earthquake in 2011, a large number of mementoes and keepsakes of the local people were discarded. In such cases low-cost, swift and standardized digital archiving methods are essential.
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While early English drama has been subject to several DH investigations, because “a quite explicit and rigid system of metadata is part of the genre itself” (Mueller, 2014: par27), French theatre of the 17th and 18th century remains largely underexplored, in spite of demonstrations and case studies presented by authors with large international audiences (Moretti, 2005). This paper presents some results of a project inspired by the explorations of the English corpora, but dedicated to the computer aided identification and analysis of theatrical topoi in the French domain.

Topoi can be defined as “recurrent configurations of thematic or formal elements” (adapted from Weill and Rodriguez, SATOR, 1996) and they are highly significant for the French plays, which are largely based on a common stock of characters, scenes and themes, and in which novelty often consists in reuse with a shift of former materials. Considering the vast amount of plays produced over the period going from, roughly, 1630 to 1790 (some 12000 plays, even if the text of many of them is lost), the use of computational tools to track the presence of various topoi over the time appears appropriate. Computer aid can help answer in a (more) rigorous way questions concerning the aesthetics of the French theatre of the period, too often reduced to “classicism”, and historical interrogations about moments and reasons when certain meaning units are more in use or relatively abandoned.

While the results of this endeavour are at a very early phase, for reasons to be detailed in the presentation, the very attempt to clarify some of these literary questions shows that the use of the computer is not neutral and modifies the problems to be solved. After a more detailed presentation of the activities undertaken to date, this paper will reflect upon the way in which the methods and tools used to approach the texts modify the initial research questions.

Dramacode: an expanding community for French drama

Identifying topoi using a computer asks in the first place for the existence of digitised texts in a more elaborate format than the pdfs or plain texts offered by Gallica (see http://gallica.bnf.fr). Various initiatives have been taken in this domain in France, either by scholars supported by HEIs and research institutes (see “Molière project” http://obvil.paris-sorbonne.fr/corpus/moliere/moliere) or by individuals with computer skills and a special interest in literature from the 17th and 18th century (see http://www.theatre-classique.fr). Unfortunately, this diversity of initiatives resulted in a great variety of encoding practices, more or less TEI compliant. To reduce this diversity and move towards common standards, an organisation has been created on GitHub. Under the name of “Dramacode”, it hosts some 882 plays written or staged between 1650 and 1810 (roughly, 73% of the dramatic production of the period), to be progressively re-tagged and enriched with further mark-up. “Dramacode” also allows to publish the contents with a harmonised style-sheet, and to share work on experiments of visualisation of data extracted from the plays.

Finding theatrical topoi through linguistic analysis and literary mark-up

Within this corpus, the plays of Louis de Boissy (1694-1754) have been selected for a pilot study, destined to build strategies for gathering sufficient clues, through various queries, about the existence of a topos in an unknown (i. e., not previously read) play, digitised and encoded in another project.

Louis de Boissy was a French play writer who enjoyed a certain success in the 18th century mainly because of two of his plays, Le Français à Londres and L’Homme du jour. Beyond these achievements, what renders his work interesting is precisely its mediocrity. Boissy’s works are a perfect example of the reuse of topoi, sometimes to follow the fashion, sometimes in an attempt to distinguish himself by revitalising conventional themes and dialogues. He has also the particularity of having worked for the three main theatrical spaces of the period, namely the Comédie-Française, Théâtre Italien and Théâtres de la Foire. Therefore, his texts become a privileged observatory of French comedy in the first half of the 18th century.

Two approaches of topoi identification are developed. The first one consists in developing an ontology for characters and scenes description. Roles and description of roles from the existing plays have been extracted, cleaned, and analysed using an excel spread-sheet. Ten categories appear necessary for describing characters from classical French scenes; five of them were known and formalised since Aristotle, or, at least, since the rediscovery of Aristotle by French authors and thinkers of Renaissance, then 17th century: nationality (“climat” in Marmontel’s words, see entry “Moeurs” in Éléments de littérature, 1787), age, sex, occupation (“état”) and temperament. Five others were deemed of interest, as allowing potential automatic analysis aimed to spot changes in aesthetic principles: the ontological category (human/ nonhuman/ semihuman), the dramatic or actantial role, the social status (“king”, “prince”, “marquis”, “Dom”),…: it seemed useful to distinguish these.
from information about “état”), the family position, and the collective nature of some characters.

In parallel, types of scenes and other significant recurrences are manually identified and marked-up as “recognition”, “fight”, “complot”, etc. Relevant lines or phrases (labelled with xml:ids) are regrouped as <span>s in the <back> section of <text>; if each span receives, for the moment, a literal description, this will progressively feed into another library and will be later referred to using @ana.

The second approach is based on a linguistic analysis of the speeches, using AntConc to generate concordances and to identify key-words. The initial objective was to spot key-words or linguistic idiosyncrasies of the character of “petit-maître”, whose identification was the primary goal of this research. Indeed, “petit-maître” are not always labelled as such, and therefore their presence in French drama has been underestimated and incorrectly related to a specific period in time (mainly, “decadence comedy” after 1680). If, in time, a complete mark-up of the characters according to the above-mentioned categories (i.e., <temper>) will help identifying as “petits-maîtres” those who are not called as such by roleDesc or other characters in the play, speech identification is for the moment the only option for answering the research question.

New research vistas

When observing the trajectory of this study, the digital approach can be said as having significantly modified the initial perspective and research questions. The TEI tagging of characters and scenes revealed the need to refine methods and categories developed by the narratology and the theatrical analysis in 1970 and 1980, preparing the grounds for a more accurate description of character building.

In the meantime, the effort to describe a stylistic specificity of the “petits-maîtres” revealed to be rooted in a larger, two folded research question, concerning the potential differences in speech between characters of the same author. Digital humanities have been, to date, more interested in global stylistic analysis on one side, and in authorship studies, on the other side, while this research project intends to apply the methods of the second approach to fictional speakers. While such an endeavour can be justified by the pretences of French dramatists of the classical centurie to act as kind of “sociolinguists”, the question is as well that of the methods to automatize the analysis of specific speeches when conducted on a large scale (more than 9300 distinct characters presents in the above-mentioned set of plays), and of the explanations to be found for the observed recurrences. Indeed, during the pilot study executed on Boissy plays, it appeared that his characters group, by their speech, less in male and female speakers, but rather in two unexpected classes, one formed by those who tend to speak more about themselves (characters saying “je”), the second by those who address themselves to the others (characters saying “vous”).

The importance of “I” and “You” has already been spotted in theatrical studies (see Craig, 2004), but not the observed repartition, which needs, however, to be checked against the larger corpus, a very time consuming operation for the moment.

It is to be expected that further observation of concordances and n-grams extracted from very large collections of digitised plays will put into light such other unexpected recurrences, triggering a new understanding about what is a classical play, and contributing to the on-going debate about the nature of the theatre.
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This paper aims to explore the methodology and the potential of the “multi-text tool,” an advanced feature of the Tesserae Project. This tool is capable of identifying potentially interesting textual parallels between works, and collating all instances of these and similar phrases throughout the entire corpus of canonical Latin or Greek. As such it expands the researcher’s ability to identify meaningful intertexts among Tesserae results, and makes it possible to quantify the literary influences which act upon a given work.

Tesserae is an online tool that aims to automatically identify allusions and more general forms of intertext be-
between ancient authors. The program can identify specific intertexts between two works, as in previous research which has brought to light new parallels between Lucan’s *Bellum Civile* and Vergil’s *Aeneid*. A standard Tesserae search identifies a possible intertext when the same words (regardless of inflection) appear within the same phrase in two different texts. This ‘bigram’ measurement of similarity has been demonstrated to capture roughly 67% of intertexts previously noted in scholarship. The multitrack function begins with a standard two-text Tesserae comparison; all bigrams shared between the two texts are then compared to a corpus of additional works selected by the user.

Although the first aim of most Tesserae users is to discover previously unnoted allusions, not all bigram similarities discovered by a Tesserae search are allusions. The program’s scoring algorithm attempts to sort the meaningful intertexts sought by the researcher from undesired, coincidental overlap by considering the rarity of the shared words and their proximity to one another. This method has shown to be at least partially effective, yet it does not fully predict the assessment of the expert researcher. Because Tesserae results can number in the tens of thousands, further means of identifying desirable intertexts is necessary, particularly when the number of results is expanded by new search features such as semantic matching, introduced in October 2015. Tesserae’s multitrack search can be used to trace the history of a phrase throughout the corpus, and thereby eliminate oft-repeated bigrams. This method assumes that phrases appearing in many previous works are less likely to represent allusions.

In addition to identifying new allusions between two works, intertextual scholars often wish to measure the rate of connection between them. The level of active engagement between authors suggests the literary influence of a given work, and we propose a way to quantify this engagement. Using the multitrack tool, the researcher can eliminate all widely-occurring textual parallels between potentially connected works and retain only unique results, then consider the rate of unique intertextuality against a baseline figure. Unlike the micro-level analysis of individual textual parallels, this macro-level analysis allows the reader to examine the intertextuality between works as a whole.

Our preliminary research shows that specific textual parallels with a large number of multitrack results tend to indicate the use of generalized language rather than a meaningful communication between works. For example, Augustine’s language in *De Doctrina Christiana* bears measurable resemblance to the language of Quintilian, Cicero, and Tacitus. Yet scholars have long argued that Augustine’s primary influence was Cicero. Our multitrack results show Augustine’s engagement with Cicero include a large percentage of “unique” intertexts, seldom picked up by other authors. His connections to other authors were mostly composed of “general” intertexts, which appear to consist of standard language used by almost all Latin writers engaged in the discussion of rhetoric. The same method has been previously used to examine Claudian’s differential level of interaction with the various authors of Latin epic. The examples of Claudian and Augustine demonstrate the efficacy of unique intertextual connections as a measurement of relative literary engagement.

Although the elimination of oft-repeated language is effective for eliminating meaningless intertexts when considering works at the macro-scale, the scholar in pursuit of specific, meaningful intertexts should not eliminate these parallels. Sometimes a phrase with a large number of multitrack results is actually more significant than one with fewer multitrack results. Certain phrases are quoted and alluded to so often that they become “viral.” These instances do tend to apply in cases where a Tesserae match is ranked particularly high, but it ultimately remains the responsibility of the reader to sort meaningful intertexts from coincidental ones.

The multitrack tool expands the potential big-data research in the field of Classics, allowing for quantitative stylistic analysis at a rate of speed and a level of specificity previously impossible. It is an essential addition to the basic matching of the Tesserae Project, and we hope to see it become an element of digital humanities programs in various academic curricula. From specific analyses of sets of texts to more comprehensive explorations of style, the multitrack tool should be a fundamental resource in the study of allusion in Latin literature. In addition to demonstrating the efficacy of this tool, in this paper we explain how to use the results generated by a multitrack search to build an empirical measurement of authorial engagement, beginning with how to run the module on a personal computer and concluding with how to meaningfully analyze its results and tailor its parameters for individual projects.
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Biblissima—Bibliotheca bibliothecarum novissima—is a Digital Humanities project that brings together libraries and research institutions, whose goal is to provide a single access point to over 40 databases regarding medieval and Renaissance manuscripts and early printed books by the end of 2016.

The project began late in 2012 with nine founding partners: the Department of Manuscripts at the BnF (Bibliothèque nationale de France), the Campus Condorcet, the CESR (Centre d’Etudes Supérieures de la Renaissance), the CIHAM (Histoire, Archéologie, Littératures des mondes chrétiens et musulmans médiévaux), the Centre Jean-Mabillon at the ENC (École nationale des chartes), the CRAHAM (Centre de Recherches Archéologiques et Historiques Anciennes et Médiévales), Centre Michel de Boïard), the IRHT (Institut de recherche et d’histoire des textes), the Digital Document Centre at the MRSH de Caen (Maison de la Recherche en Sciences Humaines), and the SAPRAT-EPHE (Savoirs et pratiques du Moyen Âge au XIXe siècle, Ecole pratique des hautes études).

Funded by the French National Research Agency (ANR: Agence Nationale de la Recherche), Biblissima is concerned with the history of collections and the transmission of texts. In this respect, the project stands somewhat in line with the works of Antoon Sanders, who published his Bibliotheca Belgica Manuscripta in 1641–44, and Bernard de Montfaucon and his Bibliotheca bibliothecarum manusciptorum nova, published in 1739, both of which are major inventories compiling lists of manuscripts held in many different libraries in Europe.

In order to create an Online library of historical collections of France for the 21st century, our chosen solution was to develop a semantic web application. We released a prototype (http://demos.biblissima-condorcet.fr/prototype) in summer 2015 that provides unified access to a subset of two major iconographic databases: Initiale (http://initiale.irht.cnrs.fr/accueil/index.php) and Mandragore (http://mandragore.bnf.fr/html/accueil.html). An export of the metadata pertaining to the illuminations that depict geographical locations was used as a starting point for the development of our application. People (author or illuminator), institutions (libraries), work titles and places were aligned with the BnF authority records and, whenever possible, also linked to external vocabularies (GeoNames, VIAF, Pleiades, Getty thesauri).

The next step involved generating dynamic web pages that describe a person, a work, an expression, a manuscript, a part of a manuscript or an illumination, and which include links to the corresponding descriptions in the source databases. This original data is enriched with longitude and latitude coordinates for geographical names that were acquired by aligning them with the equivalent GeoNames concepts. It is now possible, for example, to show on two different maps the places depicted in illuminations with the images of the corresponding folios, and the illuminations from manuscripts held in a particular institution.

In addition, a viewer embedded in the page (we currently favour Mirador: https://iiif.github.io/mirador) shows the digitised manuscript or folio when available. The information needed to display these images is structured according to the Shared Canvas data model (http://iiif.io/model/shared-canvas), which is the foundation of IIIF (International Image Interoperability Framework: http://iiif.io). This information is passed to the viewer in form of JSON-LD manifests, which are generated from metadata and image files supplied by the partner institutions. The viewer itself is client-based and features a deep-zoom capability for the loaded images, the possibility to display associated metadata, and also the superposition of different layers, such as an image and the corresponding textual transcription.

The data model behind the application is based on CIDOC-CRM (http://www.cidoc-crm.org) and FRBRRoo (http://www.cidoc-crm.org/frbr_inro.html) and our data is already available in RDF format. Beyond taking into account the different levels of work, manifestation and item (using the classes F4 Manifestation Singleton for manuscripts as well as F3 Manifestation Product Type and F5 Item for early printed books), we intend to group manuscripts and early printed books as productions of certain expressions (class F2 Expression). Illuminations are understood as features (class E26 Physical Feature) placed on a folio or page, and provenance marks will be modelled in the same way. Based on the lessons learned through developing our own ontology, we will be able to give feedback about the data.bnf.fr, FRBRRoo and SharedCanvas ontologies, as well as other theoretical foundations.

We are currently working on extending this prototype, which was developed using the semantic web application.
framework CubicWeb (https://www.cubicweb.org/). In addition to manuscripts, we will be including early printed books, with a strong emphasis on book provenance, by integrating data from the following four sources: Esprit des Livres (database on auction and other sales catalogues, ENC), Bibale (database on historical book collections, IRHT), Europeana Regia (database on three important historical collections of the Middle Ages and Renaissance), as well as CR2I (Catalogues Régionaux des Incunables Informatisés, CESR) and CRIICO (CR2I Centre-Ouest, CESR). Resolved challenges include the creation of ARKs (Archival Resource Keys) for each manuscript (BnF and IRHT) and codicological unit (BnF). At a later stage, digital editions of inventories of manuscripts in TEI XML will be integrated as well.

This short paper will present the latest version of the semantic web application for Biblissima’s data cluster.
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Introduction

Standardization has become an increasingly important process in relation to academic research, as it provides a better way for exchanging information. Humanities and cultural studies have followed, however, a heterogeneous path in which creativity and tradition play an essential role. Comparative studies in literature, and especially poetry, are a clear example of this eclectic situation. There is not a uniform academic approach to analyze, classify or study the different poetic manifestations. Things get even worse when comparing poetry schools from different languages and periods. The result of this uncoordinated evolution is a bunch of varied terminologies that means to explain analogous metrical phenomena through the different poetic systems whose correspondences have been hardly studied (González-Blanco and Sélaf, 2014).

The existing digital poetic repertoires and databases are a good example of this situation, as they constitute a rich kaleidoscope of multilingual virtual poetry, constituted by lyrical collections in French (Nouveau Naetebus), Italian (BedT), Hungarian (RPHA), Medieval Latin (Corpus Rhythmorum Musicum, Annalecta Hymnica Digitalia, Pedecerto), Gallego-portuguese (Oxford Cantigas de Santa María, MedDB2), Castilian (ReMetCa), Dutch (Dutch Song Database), Occitan (BedT, Poésie Neotroubadouressque, The last song of the Troubadours), Catalan (Repertori d’obres en vers), Skaldic (Skaldic Project), or German repertoires (Lyrik des Minnesängers), among others.

Interoperability among these different poetic corpora would be desirable, as having a common search engine to extract information from all of these databases at the same time would have a deep impact for comparative studies in literature, linguistics and other humanities disciplines. We are, however, far from this reality as interoperability is not possible due to a lack of standardization both in technological and philological fields.

Philological standardization

During the Middle Ages and the Renaissance, the powerful influence of Latin made scholars inherit the terminology of Classical poetry treatises and apply it to Romance languages, regardless of their different linguistic traits and verse structures. When vernacular theories started to arise, each literary school set up its own terminology and classification system. This multiplicity led to complex situations, such as the creation of conceptual genres that only exist in some traditions.

Spanish conceptualization models are a good example to illustrate this situation: the classical system of Bello (1955), first published in 1835, divided all the structures into binary and ternary feet (imitating the classical Latin terminology):

<table>
<thead>
<tr>
<th>Binary</th>
<th>Ternary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trochaic: óó</td>
<td>Iambic: óó</td>
</tr>
<tr>
<td>Dactylic: óoo</td>
<td>Amphibrachic: óoo</td>
</tr>
<tr>
<td>Anaplectic: óóó</td>
<td></td>
</tr>
</tbody>
</table>

Later, the musical analysis system applied by Navarro Tomás (1956) was followed as a valid system through many years, using concepts like anacrusis. In the last years, there have been many different approaches to explain the Spanish panorama, as it is shown by the semantic comparative model designed by the Czech Oldrich Bělč.

The international context is richer, especially in English, with two prominent schools: 1) A traditional approach
based on stress and classical feet; and 2) A generative approach based on the terminology and concepts shown through text grids that take into account word boundaries, with a strong impact on poetic theories (Gerber, 2013: 147).

The models described are just an example of the idiosyncrasy that can be observed in each literary tradition. Although the current ICT infrastructures are prepared to harvest different types of collections and models, it is necessary at a first stage to standardize metadata and map vocabularies and terminology at the philological level in order to build a consistent able to be shared between the different traditions.

**Technological standardization**

The lack of unified criteria is translated into many different uncoordinated technologies when research data are transformed to build digital projects and do not even follow a standard, in most cases. The multiplicity of technologies used includes SQL databases, TEI and XML markup languages, semantic web technology standards (RDF, OWL, SKOS), natural language processing systems (NLP) and visualization tools.

Relational databases have been deeply used by the first digital poetic repertoires combining an ER (Entity-Relationship) model, together with the data model based on records for the logical implementation (Elmasri and Navathe, 2011, 27-ss). The problem of representing ER composition model is that the result shown is data centered, but it is not enough to mark textual items that need to be analyzed from a metrical point of view.

There are other projects based on XML solutions, as TEI has a specific module for poetry analysis, “Verse”, with a rich set of tags to describe metrical schemas, rhymes, accentual structure and syllabic varieties. However, this model is not widely used by the different projects, and the lack of philological unified criteria makes it difficult to translate literary schemas into XML tags, making researchers create new tags or express nuances with customized attributes for each project.

The key for interoperability both in philological and technological fields is a common reference system, for which semantic web technologies are a powerful solution. Building a linked data model by adding a semantic layer of metadata to the existing databases does not alter their internal structure. This solution requires, however, to assume unified criteria on the philological model that serves as a reference.

Although semantic web technologies have had success in archives libraries and museums (group known as LODLAM http://lodlam.net/), its application to poetic corpora is very different, as there are only a couple of studies dealing with some of the above mentioned aspects (Bootz and Szoniecky, 2008 and Zöllner-Weber, 2009), but there is not a standard conceptual model of ontology referred to metrics and poetry. The closest works related to this topic are probably the conceptual model of CIDOC, the controlled vocabularies of English Broadside Ballad Project http://ebba.english.ucsb.edu/ and the linked data relations offered by the Library of Congress (http://id.loc.gov/), which do not offer enough information on metrics vocabulary. There are also interesting computational approaches which use automated linguistic analysis or text mining, based on the morphological and phonetic structure of each language. Results have been impressive, as one of the greatest advantages is the speed of the analysis of big amounts of text (Gervás, 2000). Nevertheless, the integration of these technologies with the previous models described is not easy, and solutions are often customized for the variation of natural language used, most times standard English.

**Our approach**

What we propose in this paper is not a new method for analyzing poetry, but an abstract model based on a working methodology supported by a double standardization system, both at philological and technological levels. In relation to this aspect, it must be highlighted that it needs to be carried out by an interdisciplinary and coordinated team, which requires a careful design of data architecture in different levels. Our proposal aims to set up a procedure to combine philological criteria to map vocabularies and concepts which might have common means and properties in the different traditions and to insert them into an abstract framework in which each of these elements can fit as individuals of an ontology which gathers the main poetics concepts shared by most traditions. We have worked on some first approaches in this sense, building our first ontology prototype, based on our ReMetCa Spanish project: www.purl.org/net/remetca (González-Blanco, and Del Rio, et al., 2014), populated with a controlled vocabulary in SKOS, that can be found in http://vocabularios.caicyt.gov.ar/pmc/. These preliminary results, which served as prototype and a basis to build the current model, have been applied to different poetry projects, such as the edition of Cancionero de Baena: http://sade.textgrid.de/exist/apps/SADE/Dialogo_Medieval/index.html or the description of poetic collections in http://www.poetrias.linhd.es/, but they need to be expanded and improved to analyze other poetic systems.

This paper has been developed thanks to the research projects funded by MINECO and led by Elena González-Blanco: Acción Europa Investiga EUIN2013-50630: Repertorio Digital de Poesía Europea (DIREPO) and FF12014-57961-R. Laboratorio de Innovación en Humanidades Digitales: Edición Digital, Datos Enlazados y Entorno Virtual de Investigación para el trabajo en humanidades, and the Starting Grant ERC-2015-STG-679528 POSTDATA.
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Sea and Spar Between by Stephanie Strickland and Nick Montfort is a poetry generator that repurposes, combines and re-mixes words and phrases from Emily Dickinson’s poems with those taken from Herman Melville’s Moby Dick into an (almost) endless sea of stanzas (the program produces about 225 trillion stanzas arranged on a toroidal surface). In his keynote speech to the U.S. Library of Congress, Stuart Moulthrop defined Sea and Spar Between as both “an immensely long-form computational poem” and “a remarkably compact poem generator.” Transferring such a complex e-literary work into a different language and cultural context raises vital questions regarding the very nature of translation and adaptation in the digital age.

The first Polish version of the program, presented by us in 2013 at Electronic Literature Organization Conference in Paris and published online in 2014 in Techsty (both as a program and as a glossed code with Montfort’s and Strickland’s comments), greatly multiplied the distributive authorship of the work as a whole, revealing new culturally and linguistically determined aspects of code, grammar and style, and adding a complex layer of interdependencies. See and Spar Between poses a translational challenge which in some languages might seem impossible to accomplish. Polish, our target language, imposed some serious constraints: one-syllable words became disyllabic or multisyllabic; kennings taken from Melville’s work required a different morphological, lexical and grammatical arrangement; and most of the generative rhetoric of the original (like anaphors) had to take into consideration the grammatical gender of Polish words. As a result, the javascript code, instructions that accompany the javascript file, and arrays of words that the poetry generator draws from, needed to be expanded and rewritten. Moreover, at several crucial points of this rule-driven work, the nature of Polish language forced us to modify the code.

In 2015, we started work on porting the Sea and Spar Between generator from its javascript+html5 web browser context into XBOX 360 Kinect motion-sensing environment, where the input is controlled by user gestures. This adaptation, which will be available both in English and Polish will be semantically oriented. We aim to use Kinect affordances to program various haptic gestures recognized
by the sensor in a way that ensures coherence between interactive gestures and the content of the poem, between the user’s haptic activity and their cognitive processes. Moving from one platform to another, from the Web to Kinect, will involve translating mouse and keyboard gestures (point-and-click, numerical input) into a gesture vocabulary of sensor technology. As an adaptation, our work aims at incorporating the dominant themes of Strickland and Montfort’s work into user movements during the multidimensional navigational work. If the generated stanzas are compared to fish in the ocean, the screen to an infinite canvas and the reader’s navigation to a sea voyage, then Kinect port transforms these very metaphors from subject of “translation” into a finite set of gestures that are in sync with the work’s semantics and the authorial intentions behind the generator. For this reason alone, the port to Kinect cannot be a translation of a more radical type, in which Dickinson and Melville are replaced with any other poets from any other language.

Once again, the question arises of what we translate/adapt/port when we translate a digital work of art for digitally enhanced venues and for an audience of “digital natives.”

In the course of translation of Sea and Spar Between and its adaptation for different platforms, the process of negotiation between the source language and the target language involves the factors unseen in traditional translation. Strickland and Montfort read Dickinson and Melville and parse their readings into a computer program, which as a translation, or port, from Python to javascript, is already a derivative. This collision of cultures, languages and tools is amplified when transposed into a different language. The transposition involves the original authors of Sea and Spar Between, the original translators of Dickinson and Melville into Polish, and us, turning the process into a multilayered translational challenge, something we propose to call a distributed translation. The forthcoming port to Kinect makes these issues even more challenging and exciting.
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The journal al-Muqtaras between Shamela.ws, HathiTrust, and GitHub: producing open, collaborative, and fully-referencable digital editions of early Arabic periodicals – with almost no funds
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The problems at hand

In the context of the current onslaught cultural artefacts in the Middle East face from the iconoclasts of the Islamic State, from the institutional neglect of states and elites, and from poverty and war, digital preservation efforts promise some relief as well as potential counter narratives. They might also be the only resolve for future education and rebuilding efforts once the wars in Syria, Iraq or Yemen come to an end; and while the digitisation of Archaeological artefacts has recently received some attention from well-funded international and national organisations, particularly vulnerable collections of texts in libraries, archives, and private homes are destroyed without the world having known about their existence in the first place.

Early Arabic periodicals, such as Butrus al-Bustānī’s al-Jinān (Beirut, 1876–86), Ya’qūb Ṣarrūf, Fāris Nimr, and Shāhin Makāriyūs’ al-Muqṭafa’ (Beirut and Cairo, 1876–1952), Muḥammad Kurd ‘Alī’s al-Muqṭabas (Cairo and Damascus, 1906–18/19) or Rashīd Riḍā’s al-Manār (Cairo, 1898–1941) are at the core of the Arabic renaissance (al-nahḍa), Arab nationalism, and the Islamic reform movement. These better known and—at the time—widely popular journals do not face the ultimate danger of their last copy being destroyed. Yet, copies are distributed throughout libraries and institutions worldwide. This makes it almost impossible to trace discourses across journals and with the demolition and closure of libraries in the Middle East, they are increasingly accessible to the affluent Western researcher only.

Digitisation seemingly offers an “easy” remedy to the problem of access and some large-scale scanning projects, such as Hathitrust, the British Library’s “Endangered Archives Programme” (EAP), MenaDoc or Institut du Monde Arabe produced digital facsimiles of numerous Arabic periodicals. But due to the state of Arabic OCR and the particular difficulties of low-quality fonts, inks, and paper employed at the turn of the twentieth century, these texts can only reliably be digitised by human transcription (c.f. Märgner and El Abed, 2012). Funds for
transcribing the tens to hundreds of thousands of pages of an average mundane periodical are simply not available, despite of their cultural significance and unlike for valuable manuscripts and high-brow literature. Consequently, we still have not a single digital scholarly edition of any of these journals.

On the other hand, gray online-libraries of Arabic literature, namely al-Maktaba al-Shāmila, Mishkāt, Ṣayd al-Fawā’id or al-Waraq, provide access to a vast body of, mostly classical, Arabic texts including transcriptions of unknown provenance, editorial principals, and quality for some of the mentioned periodicals. In addition, these gray “editions” lack information linking the digital representation to material originals, namely bibliographic meta-data and page breaks, which makes them almost impossible to employ for scholarly research.

Our proposed solution

With the GitHub-hosted TEI edition of Majallat al-Muqtabas we want to show that through re-purposing well-established open software and by bridging the gap between immensely popular, but non-academic (and, at least under US copyright laws, occasionally illegal) online libraries of volunteers and academic scanning efforts as well as editorial expertise, one can produce scholarly editions that offer solutions for most of the above-mentioned problems—including the absence of expensive infrastructure: We use digital texts from shamela.ws, transform them into TEI XML, add light structural mark-up for articles, sections, authors, and bibliographic metadata, and link each page to facsimiles provided through EAP and HathiTrust; the latter step, in the process of which we also make first corrections to the transcription, though trivial, is the most labour-intensive, given that page breaks are commonly ignored by shamela.ws’s anonymous transcribers. The digital edition (TEI, markdown, and a web-display) is then hosted as a GitHub repository with a CC BY-SA 4.0 licence for reading, contribution, and re-use.

We argue that by linking facsimiles to the digital text, every reader can validate the quality of the transcription against the original we can remove the greatest limitation of crowd-sourced or gray transcriptions and the main source of disciplinary contempt among historians and scholars of the Middle East. Improvements of the transcription and mark-up can be crowd-sourced with clear attribution of authorship and version control using .git and GitHub’s core functionality. Such an approach as proposed by Christian Wittern (2013) has recently seen a number of concurrent practical implementations such as project GITenberg led by Seth Woodworth, Jonathan Reeve’s Git-lit, and others.

In addition to the TEI XML files we provide structured bibliographic metadata for every article in al-Muqtabas (currently as BibTeX). The TEI edition will be referencable down to the word level for scholarly citations, annotation layers, as well as web-applications through a documented and persistent URI scheme.

In order to contribute to the improvement of Arabic OCR algorithms, we will provide corrected transcriptions of the facsimile pages as ground truth to interested research projects starting with transkribus.eu.

To ease access for human readers (the main projected audience of our edition) and the correction process, we also provide a basic web-display that adheres to the principles of GO::DH’s Minimal Computing Working group. This web-display is implemented through an adaptation of the TEI Boilerplate XSLT stylesheets to the needs of Arabic texts and the parallel display of facsimiles and the transcription. Based solely on XSLT 1 and CSS, it runs in most internet browsers and can be downloaded, distributed and run locally without any internet connection—an absolute necessity for societies outside the global North.

Finally, by sharing all our code, we hope to facilitate similar projects and digital editions of further periodicals. For this purpose, we successfully tested adapting the code to ʿAbd al-Qādir al-Iskandarānī’s monthly journal al-Ḥaqāʾiq (1910–12, Damascus) in February 2016.

Conclusion

The paper will discuss the challenges cultural artefacts, and particularly texts, face in the Middle East. We will propose a solution to some of these problems based on the principles of openness, simplicity, and adherence to scholarly and technical standards. Applying these principles, our edition of Majallat al-Muqtabas improves already existing digital artefacts and makes them accessible for reading, contribution, and re-use. Finally, by sharing all our code, we hope to facilitate similar projects and digital editions of further periodicals. For this purpose, we successfully tested adapting the code to ʿAbd al-Qādir al-Iskandarānī’s monthly journal al-Ḥaqāʾiq (1910–12, Damascus) in February 2016.

Conclusion

The paper will discuss the challenges cultural artefacts, and particularly texts, face in the Middle East. We will propose a solution to some of these problems based on the principles of openness, simplicity, and adherence to scholarly and technical standards. Applying these principles, our edition of Majallat al-Muqtabas improves already existing digital artefacts and makes them accessible for reading, contribution, and re-use. Finally, by sharing all our code, we hope to facilitate similar projects and digital editions of further periodicals. For this purpose, we successfully tested adapting the code to ʿAbd al-Qādir al-Iskandarānī’s monthly journal al-Ḥaqāʾiq (1910–12, Damascus) in February 2016.

Conclusion

The paper will discuss the challenges cultural artefacts, and particularly texts, face in the Middle East. We will propose a solution to some of these problems based on the principles of openness, simplicity, and adherence to scholarly and technical standards. Applying these principles, our edition of Majallat al-Muqtabas improves already existing digital artefacts and makes them accessible for reading, contribution, and re-use. Finally, by sharing all our code, we hope to facilitate similar projects and digital editions of further periodicals. For this purpose, we successfully tested adapting the code to ʿAbd al-Qādir al-Iskandarānī’s monthly journal al-Ḥaqāʾiq (1910–12, Damascus) in February 2016.
reading and re-use to the scholarly community as well as the general public. Finally, we will discuss the particular challenges and experiences of this still very young project (since October 2015).
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Notes

1 For a good example of crowd-sourced conservation efforts targeted at the Armenian communities of the Ottoman Empire see the Houshamadyan project, which was established by Elke Hartmann and Vahé Tachjian in Berlin in 2010 and launched an "Open Digital Archive" in 2015. Other digitisation projects worth mentioning are the Yemen Manuscript Digitisation Project (University of Oregon, Princeton University, Freie Universität Berlin) and the recent "Million Image Database Project” of the Digital Archaeology Institute (UNESCO, University of Oxford, government of the UAE) that aims at delivering 5000 3D cameras to the MENA region in spring 2016.

2 In many instances libraries hold incomplete collections and only single copies. This, for instance, has caused even scholars working on individual journals to miss the fact that the very journal they were concerned with appeared in at least two different editions (e.g. (Glaß, 2004) see (Grallert, 2013; Grollert, 2014)).

3 It must be noted that the US-based HathiTrust does not provide public or open access to its collections even to material deemed in the public domain under extremely strict US copyright laws to users outside the USA. Citing the absence of editors able to read many of the languages written in non-Latin scripts, HathiTrust tends to be extra cautious with the material of interest to us and restricts access by default to US-IPs.

These restrictions can be lifted on a case-by-case basis, which requires at least an English email conversation and prevents access to the collection for many of the communities who produced these cultural artefacts; see https://www.hathitrust.org/access_use for the access policies.

4 For the abominable state of Arabic OCR even for well-funded corporations and projects, try searching inside Arabic works on Google Books or HathiTrust.

5 For a history of Muhammad Kurd ʿAlī's journal al-Muqtabas (The Digest) see (Seikaly, 1981) and the readme.md of the project's GitHub repository.

6 The text of al-Muqtabas itself is in the public domain even under the most restrictive definitions (i.e. in the USA); the anonymous original transcribers at shamela.ws do not claim copyright; and we only link to publicly accessible facsimile's without copying or downloading them.
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Introduction

Founded in 1922 by the League of Nations upon observation that the pacification of Europe may benefit from a better collaboration between scientific elites, the International Committee on Intellectual Cooperation (ICIC) is responsible for coordinating the restructuration of the organization between 1919 and 1927 by setting up a database containing metadata of thousands of documents contained by the ICIC funds (United Nations Archives, Geneva). Visualized as a network of 3.200 people (tens of thousands of relationships), this work provides a new understanding of the internal organization of the Intellectual Cooperation, as well as completely new insights about its relations with the rest of the scientific and
diplomatic world. In particular, we will show the necessity to compare the “micro” structure of relationships as mapped by the archive with the “macro” formal structure of the institution. Do the thousands of documents, in a distant reading approach (Moretti, 2013), confirm the internal organization of the League of Nations or do they show individuals/communities that bypass the official hierarchy?

As an opening to an epistemological debate, this research questions the relationship between the researcher, the database and its sources: are the metadata of an archive corpus usable information, regardless of their unique qualitative content? More technically, it also addresses the issue of data visualization and modeling in the historical sciences.

Methodology

We are particularly interested in individuals who are personally concerned by the documents. Firstly, we indexed all the documents by creating a relational database (fig.1) of all “agents” (senders and receivers). In order to analyze the co-occurrences of agents in the same document, the database, displayed as a 2-mode network (fig.2), is projected onto a 1-mode network (fig.3). Each of the 3,200 agents are connected to its co-occurring by an edge whose weight reflects the intensity of the relationship.

Data analysis and visualization

This paper presents the final result of years of manual indexing (intermediary results have already been presented as case-studies in Grandjean, 2015 and Grandjean, 2014). The complete graph (fig.4) displays 38,600 co-occurrences between 3,200 agents of the complete set of documents from 1919 to 1927. The size and color of the nodes are proportional to the number of appearances of the individuals in the index. The size and color of the edges are proportional to the number of co-occurrences of the two people they bind.

Beyond an apparently low visual intelligibility, due to the amount of information and the dataset complexity, such a graph already makes the measurement of its mathematical properties possible (centrality measures, as detailed by Koschützki et al., 2005 or Newman, 2010). Developed as an interactive online visualization, it provides a global view and a more instinctive navigation in the archive directory.

This type of graph is necessary in order to observe what happens at the margins of the institution (and thus also to understand the geography of the object: what is central and what is peripheral). However, as so often in network analysis, the core is so dense that we can not distinguish the edges and therefore makes a more advanced visual analysis impossible.

Here comes the challenge of readability: how to show that elements are not only connected horizontally to other elements by maintaining a macro-structure that does not always correspond to the natural organization of the agents?

**Sources**

Initially launched in 1922 as a consultative commission, the ICIC quickly mobilized the major part of the *International Bureaux* section secretariat (upon its stabilization a few years later as a permanent commission), resulting in the production of very vast archives. In the period covered by our study, 1919–1927, which can be qualified as the start-up years of the dynamics of intellectual cooperation in Europe and the World, the funds contain 27,000 documents, mostly internal and external correspondence, about the main missions of the commission: university relations, bibliography coordination, educational matters and various enquiries.

**Figures 1-3.** From a relational database to a network. The relational database links documents with their agents (Fig. 1), a relation that is then mapped as a 2-mode network (Fig. 2). By projecting the documents on the agents, the 1-mode network of co-occurrencies is fully exploitable (Fig. 3).
Figure 4. The network of the Intellectual Cooperation. 38.6K co-occurrences of 3,200 agents of the documents in the League of Nations' Intellectual Cooperation archives (1919-1927, 27K documents).

Figure 5. Untangling the network. Same network as Fig.4 but mapped according to the institutional structure of the League of Nations, introducing a 3rd dimension.
As many opportunities to play with scale exist (Brailly and Lazega, 2012), we chose to flatten the institutional organization on the relational structure (fig.5). Hence our research question: do the scientists, diplomats and senior officials - who constitute the network of intellectual cooperation - structure their relationships in coherence with the organization of their institution? Or, are they the ones that determine the links that their institutions maintain together? Forced distribution of nodes under an administrative “geography” make it easier to read the edges between groups. We also note that this is a way to provide a spatial distribution that does not vary over time, and thus allows the study of several successive moments of the network, without losing the mental map. This system is also suitable for superimposing prosopographical information.

Perspectives

It is often at the periphery of the network that the most interesting personal trajectories may be found. As such, this display allows us to discover and highlight the thematic affinities of some of the privileged interlocutors of the ICIC: government delegates, heads of international scientific organizations or partners seeking asylum under the authority of the League of Nations.

The consistency of many internal networks can be evaluated: is the plenary commission a clique (cluster where each and every node is connected to all the others)? Are the expert sub-committees coherent communities? And are these communities created by a well defined group of documents or by a heterogeneous collection of correspondences on various themes?

Pushing further the distant reading, we will also see that the macro-analysis of the institutional level reveals structures that were not clear at the individual level, showing the need for a constant back-and-forth between the scales. This will also be an opportunity to recall that network analysis is a modeling process that does not relieve the researcher of the consultation of the archival documents themselves. From a quantitative approach, we return to the qualitative: the structural organization of a network is definitely a "qualitative, morphological" information (Moretti, 1999: 68) derived from the quantitative compilation of individual relationships.
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Introduction

The HathiTrust Research Center (HTRC) aims to facilitate large-scale computational text analysis of the contents of the HathiTrust Digital Library (HTDL) through data services and analytical tools. We conducted a study of current and potential users of the HTRC to investigate how scholars integrate text analysis into their research. Our study aims to inform the development of HTRC services and also to generate deeper insights into scholarly research practices with large-scale digitized text corpora.

Background

Studies on the use of digital content by humanities scholars, ranging from humanities cyberinfrastructure (ACLS, 2006) and patterns in scholarly practices (Brockman et al., 2001; Palmer and Neumann, 2002; Green and Courtney, 2015), to discipline-specific studies
(Zorich, 2012; Babeu, 2011; Rutner and Schonfeld, 2011), reveal that scholars acquire and analyze digital content in multi-faceted ways. Several investigations particularly examine scholarly uses of digital tools (Frischer et al., 2006; Toms and O’Brien, 2008; Gibbs and Owens, 2012). Computational text analysis dates from the beginnings of humanities computing (Hindley, 2013), and the resources of the ARTFL Project (Argamon et al., 2009; Horton et al., 2009), MONK (Unsworth, 2011), Wordseer (Muralidharan and Hearst, 2013), Voyant and TaPOR (Rockwell et al., 2010), and Lexos (LeBlanc et al., 2013), among others, inform the current work of the HTRC to provide a secure computational and data environment for researchers to conduct analyses of content from the HathiTrust Digital Library.

Our study builds on an earlier user needs assessment conducted for the HTRC and its Mellon Foundation-funded Workset Creation for Scholarly Analysis project. That earlier study analyzed interviews and focus groups in order to identify capabilities needed in large text corpora to facilitate scholarly research use (Fenlon et al., 2014). These desired capabilities included the ability to create and manipulate collections as reusable datasets and research products, the ability to work at different units of analysis, and access to highly enriched metadata (Green et al., 2014; Fenlon et al., 2014).

Our present study especially builds upon that previous investigation by examining the text analysis research practices of current and potential users of the HTRC.

Research Design

Goals

Our study’s primary goals are:

• To analyze current scholarly research practices with textual corpora to identify user requirements for HTRC services;
• to develop illustrative use cases of text analysis research for shaping training curricula; and
• to obtain information for guiding the development of HTRC research services in the University of Illinois Library’s Scholarly Commons and similar digital scholarship centers.

While the findings of this study specifically will inform the development of services to meet the needs of HTRC users, it also contributes broader insights into how to develop similar digital resources and research services for computational text analysis.

Methods

We conducted fifteen semi-structured interviews with students, faculty, researchers, administrators, and librarians who pursue work that includes text analysis, or have familiarity with text analysis methods. Some participants were recruited at professional conferences for digital humanities and libraries, while others were active in HTRC user group forums. Several of the interviewees had previously interacted with the HTRC, and most had experience with the HTDL. The participants were from various disciplines — including English, Anthropology, History, and Computer Science — and ranged from newcomers to digital humanities to long-time researchers.

We performed an initial analysis of the interview data through open coding and will continue detailed qualitative analysis using ATLAS.ti. Data was independently coded by the authors to ensure inter-coder reliability. While we are still actively analyzing interview data, we identified several preliminary themes discussed here. These themes include strategies for obtaining and managing data, research workflows and results, collaborations, and teaching.

Analysis and Discussion

Data Acquisition and Management

Several respondents characterized text analysis research as being time-intensive in spite of the speed of computational tools. One interviewee noted, ‘It’s funny, often people think, “Oh we have it digitized, now it’s useful.” Scholars realize that you have a lot more work to do after that. And that can often slow projects down terribly.’

The interviewees indicated that gathering, managing, and manipulating text data comprised a considerable portion of their work. An interviewee explained, ‘I think the biggest challenge is data, getting good data to work with. I think people underestimate the problems and difficulties in doing that.’

Interviewees also expressed a desire for improved ways to identify and extract the content they needed, especially when navigating large-scale collections to find the volumes, pages, or passages relevant to a research project. As one interviewee remarked, ‘Even if you had somehow structured your texts, I would be saying, “What was left out? How do I bring it back in?”’

Research Workflows and Results

Several interviewees described the potential of text analysis to challenge previously held understandings of text, as differences between human and computational readings emerged. One respondent noted, ‘There are many cases in which the computer is at least as good—if not better—a reader than humans are. That’s very difficult for people to accept... sometimes the computer gets it right and it bears looking at that difference. So we kind of want to get that new ground truth on this kind of work.’

Many researchers highlighted the importance of interpretive work in understanding how the tools interact with the text, and characterized the interactions as dynamic. One respondent observed, ‘I yearn for workflows where the
scholar could actually set their own tokenization rules.... It would be a way that we could create less language-specific [rules] or control the language specificity of the algorithm. I think that is the real need.' Several respondents highlighted the importance of tools that flexibly fit into various stages of the research process, and also are accessible to users of different skill levels. Interviewees also suggested enhancements specific to the HTRC, which included expanded visualization capabilities, improved generation of statistics about text corpora, and better ability to handle languages other than English.

Research Collaborations

Interviewees repeatedly cited collaboration and research support, both virtual and in-person, as important. Many interviewees worked with digital humanities initiatives, and reported that their local resources ranged from limited technical support to well-resourced research centers. For some interviewees, online support communities—such as Digital Humanities Questions and Answers or Stack Overflow—also were significant.

Interdisciplinary collaborations between departments and across institutions emerged as the most prominent kind of partnership, but interviewees also noted the challenges that such collaborations pose. As one interviewee explained, ‘Collaborations between institutions: much more difficult. There’s money, there’s institutional blockages, and then anything over half a dozen people, it gets complicated very quickly. And so the people dynamics get very complicated.’ Some respondents noted that these collaborations affected their research practices and acquisition of research resources.

Interviewees reported that their collaborations with libraries ranged from non-existent to critical partnerships. Many saw the library as a key space because ‘the library is actually the one functioning interdisciplinary space on a university campus.’ Collaborations with the HTRC and digital repositories for working with data also were important to respondents.

Teaching and Training

Interviewees mentioned their active efforts and intentions to incorporate computational text analysis into their teaching. Some remarked on institutional constraints that make it difficult to incorporate computational tools into curricula. As one respondent explained: ‘I once imagined teaching a class in which students learn to script and actually run analyses against data, but I was told, basically, that that class isn’t a humanities class anymore—that belongs in computer science.’

Some stated that the courses that they currently teach may not require or allow for the incorporation of computational analysis. Yet others noted that there is only a limited amount of technical or scientific skills that a humanities student could realistically master within a short period of time, with one interviewee noting that ‘you can only get people to learn so much about the math; as much as they can learn, they should — at the same time, it’s hard.’

Although the demand from students for learning about computational text analysis was, overall, reported to be increasing, some interviewees noted that they are constrained by not only limited resources, but also uncertainty as to how to carry out such activities. One interviewee reported prevailing sentiments that the digital humanities ‘doesn’t even fit anywhere,’ leading to the question of whether ‘there should be a whole separate department that’s digital humanities,’ or to offer training within existing curricula.

Conclusion

The immediate aims of this study are to generate an updated framework of user requirements that will guide the development of the HTRC’s educational programming and research support services and also to inform forthcoming Mellon Foundation-funded development of the HTRC Data Capsule. But our preliminary findings also provide insights into scholars’ needs as they increasingly incorporate text analysis in research and teaching. These findings also reveal how digital scholarship centers, information professionals, and providers of digitized content can best support scholarship as digital humanities resources evolve.
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Visualizations have a central role in the Digital Humanities. The second most popular author-chosen topic word of DH2015 was visualization (cf. Figure 1 from Weingart, 2015). Yet, when one revisits all accepted abstracts at DH2015 with the keyword "visual(i)zation", one may notice that not many of these texts indicate which libraries were used for interactivity (only some mention D3), and even fewer had direct links to their websites for testing (many were prototypes).

![Figure 1. Fragment from graphic with the topical coverage of DH2015 (Weingart, 2015)](http://www.sgutierrez.seewes.de/)

One of the more common visualizations are those of relational data. In Katrien Verbert’s more thorough survey of interactive visuals in DH2014’s presentations, relations-visualizations represent 50% of all prototypes (that is 29 out of 58). The most popular way to represent relationships are uni- or bi-directional graphs (23 out of 29) and only one of them used a matrix to display connections (see figure 2 from Verbert, 2015). To crack open the discussion on the pros and cons of this visualization technique, I will show how I answered some questions of cultural history, more specifically of Latin American Literary History, with a tailored interactive matrix (to this the visualizations visit: http://www.sgutierrez.seewes.de/).
Theoretical Framework

The history of associations is a goldmine for the intellectual queries of scholars interested in literary and intellectual history. In Latin America, for instance, the appearance of Angel Rama’s posthumous book *The lettered city* (1984), lead to a series of studies concerned with the constitution of enlightened groups, especially in new nation-states. As the capital city of one of the most powerful ex-Spanish Colonies, the lettered network in Mexico City makes an interesting case study. However, despite the valuable monographic studies on this subject (most notably Perales Ojeda, 2000 and Sánchez, 1951), which register around 200 active literary societies during the 19th century, no overview on the subject has been possible and not all questions have been resolved. How diverse or homogeneous were these groups? Who were their most recurrent actors? Were certain generations more likely to be part of groups from a certain literary movement? I will propose a way of using visual and interactive displays of literary societies’ membership data to answer these three questions.

Before me, others have sought to gain new insights by exploring the possibilities of data modeling to understand modern sociability. The *Berliner Klassik Gesseligkeit Datenbank* (The Societies Database of the Berlin Classical Period, 2013) aimed to understand the cultural bloom of the early 19th century and Stanford’s *Salons Project* (2012) was designed to get an understanding of the social composition of the French Enlightenment network. However, to date, there are no online dynamic visualizations of either of these projects.

Methodology

a) data collection

The network’s information was obtained by scraping each associations’ entry in the Encyclopedia of Mexican Literature (ELEM). Since ELEM is the most complete source of biographical data for 19th century Mexican writers, it is very unlikely that information about these writers can be found elsewhere; thus, I only considered members with an entry in this source. This procedure leaves out many characters, but it is at least representative of the known characters of the lettered city. It contains information of 51 associations (founded between 1808 and 1894) and of 195 members born between 1781 and 1870.

b) data model

The database derived from these two nodes (members and associations) was modelled to answer my research questions, but its metadata is designed to be reusable: members were assigned standard identifiers using Jeff Chiu’s VIAF reconciliation service for OpenRefine (Chiu, 2015), and neutral aspects about these nodes—such as birth and death dates or founding and closing dates—were included. In addition to these neutral aspects, I added two categories that scholars have used to cluster literary characters and societies, namely, generations and literary movements.
c) visualization

My first attempt was to follow the most common visualization for networks in the digital humanities, the Gephi-spaguetti (see figure 3). I did everything I could to enhance readability. I set the societies-nodes’ size according to the number of connections they had with other associations and the thickness of the edges to vary depending on how many common members two groups had. Even more, in order to get a chronologically-ordered layout I used Spekkink’s useful plugin, the Event Graph Layout (Spekkink, 2014). From this display, I was able to confirm kinship-relationships between societies. That is, that although persistence was never their forte, when one looks at the number of members that went from an extinct society to the next new one, one gets the impression that despite the ephemeral nature of these groups, there was still a type of continuity among them. Yet, even when I created an interactive graph with Sigma.js it was very hard to read the quantitative differences between my nodes’ connections. On the one side, I was interested in creating a visual display that allowed interactivity, providing end-users with both additional information for each data-point and the possibility to select specific ranges of the network. On the other, I wanted to control the order of my data and the quantities’ color-coding for readability. The solution was provided by a Python-library, Bokeh.

Results

The first visual I created was a co-occurrence matrix where each literary association was compared against all others. This display allowed me to understand how many members each pair of associations had in common. In order to enhance the identification of meaningful co-occurrences, I followed the principles of sequential color schemes –where low data values are represented by light colors and high values by dark ones (Wyssen, 2014) – and I assigned different colors and alphas according to the quantities’ distribution of my data: associations’ pairs above or equal to five common members were coded in red, and below five, in blue (see Figure 4). Additionally, I set different and consecutive alpha values to each glyph according to their exact value (intersections of less density had lower alphas). This display was helpful to address the question on the diversity or homogeneity of literary societies: with this tailored visual I was able to identify the homogenous hub of ten literary associations around the Liceo Hidalgo that had a considerable amount of common members, suggesting that although they had different approaches they were nonetheless constituted by recurring members (cf. Figure 5)
Moreover, when I changed the order of the matrix (by founding date, see Figure 6) I was able to understand these connections in its temporal dimensions. For instance, when zooming on the glyphs for the Liceo Hidalgo (see Figure 7) one can easily identify the previous societies with which this association had enough common members to consider them as predecessors, or which other later groups could be considered as successors for the same reasons.

Finally, in another color coding of the glyphs (by the literary movement that was in vogue when these societies were established) I could identify which societies of the same period had more common members (see Figure 8).

Conversely, I created another matrix—this time comparing members—which was useful to understand which characters co-occurred more often in the same associations and thus address the second question, namely, which were the most recurrent actors in the network (see Figure 9). The result: thirteen characters formed the core of actors who were most involved (see Figure 10). This information, however, could have been obtained with a simple bar-
chart. The difference in perspective that this matrix offers is that it allows the user to see that these characters were not only in many but also similar associations (which can be retrieved by hovering the glyphs), and, additionally, it makes evident how proportionally small this core is when compared to the whole matrix.

Finally, to address the second question—namely, the correlation between generations and literary movements—I created a matrix where associations were ordered by founding date on the y-Axe, and members by birth date on the x-Axe, and where the colors were coded according to their correspondent literary movement (see Figure 11). The dark colors of the glyphs represent the literary movement of a given society (all the blue ones are from the neoclassic movement, for instance), and the light colors in the background represent the members’ generations (for example, in light orange—in a vertical division—are all the members of the Renacimiento generation). Arranging them like this enabled me to take snapshots of different societies and observe the generations’ patterns of membership-adscription. For instance, I could note that although the group formed around the Renacimiento magazine was heavily constituted by its homonym generation (see Figure 12), almost half of its members were born in the timeframe of the previous generation (coded with a light yellow background).

Figure 10. Members’ co-occurrence snapshot done with the selection tool of Bokeh’s visuals.

Figure 8. Societies’ co-occurrence matrix with literary movements’ color-coding.
Conclusions

In this paper I have shown how customized visualization of modeled data can enable new readings and lead to new understandings of how societies were formed in a key period of national history. Among other things, matrices help us "see" connections between previous categories of literary history (like generations and literary movements), between societies, but also between members, thus supporting new narratives of the lettered city where the alleged homogeneity of this "elite" group can be seen in a nuanced perspective that integrates complexity without sacrificing abstraction.
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Abstract

Over the past several years, we have worked to develop a human-interpretable computational method for quantifying “style” in literary texts. In projects focused on modernist texts, we have demonstrated the usefulness of this approach for studying dialogism (or multi-voicedness) in literature. Now we propose to extend our method to the “big data” scale by using a tool we have created, GutenTag (http://www.projectgutentag.org/). Our research promises insights into the historical evolution of dialogism in English-language fiction.

Aims and Approach

Dialogism — the literary practice of allowing characters to speak in their own distinctive manners, without altering their speech to suit the particular linguistic practices and prejudices of the author — has been recognized as an ethically and politically significant aspect of fiction since the early twentieth century. Russian critic Mikhail Bakhtin, who coined the term “dialogism,” has been particularly influential in arguing that the dialogic novel could support pluralistic modes of thought that model democratic social systems. Yet despite the widely recognized importance of dialogism as an analytic category in literary studies, it is one that has proven difficult to study computationally, particularly at the “big data” scale. While style has proven a tractable aspect for computational literary study, and while excellent work has been produced on distinguishing character voices within literary texts using style-based methods (Burrows, 1987; McKenna and Antonia, 1996; Rybicki, 2006), existing approaches present two significant drawbacks. First, their reliance on Burrow’s PCA-based methodology means that while this work often produces reliable and insightful results, its computational outputs are generally not human-interpretable; they may be able to show that an author distinguishes characters based on linguistic style, but not to tell us how they are differentiated. Further, these methods tend not to be suitable to expansion to the “big data” level, since they require significant manual annotation of character speech in the texts under investigation. Our method — a human-interpretable quantitative method for analyzing literary style — and our tool — which performs automatic structural tagging of plain text — make such research possible, and thus open the way for the first large-scale investigation of dialogism in literary fiction.

Background

Since 2011, we have been laying the foundations for a computational history of dialogism in English-language fiction. The first step was developing and refining our six-dimensional approach to quantifying literary style. Our method is based on six discrete aspects of style: objectivity (words that project a sense of disinterested authority); abstractness (words denoting concepts that cannot be described in purely physical terms); literariness; colloquialness; concreteness (words referring to events, objects, or properties in the physical word); and subjectivity (words that are strongly personal or reflect a personal opinion). To build our stylistic lexicons, we produce a relatively small set of words carefully selected for their stylistic diversity, which human annotators evaluate in terms of the six stylistic aspects listed above. Next, we use an automatic procedure to collect information on how these words are employed in all English texts in the 2010 image of Project Gutenberg (Brooke et. al., 2016). Using this information, we are able to derive stylistic information for any word in our target text, and to build stylistic profiles for any character or speaking voice within a text.

We have demonstrated the usefulness of our six-style approach to literary problems in two projects. One project focused on free indirect discourse (FID) in Woolf’s To the Lighthouse and Joyce’s “The Dead” (Brooke et. al., 2016). Our intention was to employ our method to test the long-held hypothesis that FID represents a stylistic middle ground between the neutral style of an objective narrator and the more extreme styles of personalized characters as rendered in direct discourse. Our method confirmed this assumption and, because it produces human-interpretable results, shed some new light on Woolf’s text in particular, finding that while Woolf’s upper-class characters exhibit a conventional power dynamic (they are more authoritative, more literary, more concrete, less objective, and less colloquial than characters of other classes) her female characters reverse these conventional dynamics: they are more objective, more abstract, less colloquial, and less subjective. The other project undertook a quantitative investigation of the problem of voice in T. S. Eliot’s The Waste Land (Brooke et. al., 2015b). While it is generally agreed that The Waste Land is composed of many speaking voices, these voices are not explicitly identified, nor are their points of transition provided. Our work explored methods of automatically segmenting and clustering voices in the text; we used the
human-interpretable results of our six-style approach to evaluate the performance of various approaches and arrive at a blended human/machine interpretation.

The other key foundation for our work is GutenTag, an open-source software tool released in October 2015 (Brooke et al., 2015a). Two aspects of GutenTag are particularly relevant to the present project. First, it allows users to quickly create large, customized literary corpora. Working from the 2010 image of Project Gutenberg (PG), metadata provided by PG and derived automatically from other sources, and our automatic decision-tree genre classifier, one can, for example, easily assemble a large corpus of nineteenth-century novels in English. Second, it uses our sophisticated rule-based method to automatically generate reliable, genre-specific structural tags in standard TEI XML. Crucially, our tagging system is able to distinguish character speech from narration and identify individual characters in novels; and to separate character speech from stage directions and setting descriptions in plays, associating each speech with a character in the dramatis personae.

Developing a Metric for Dialogism

With the major pieces in place to conduct our research into the history of dialogism, our main task is to develop a reliable quantitative metric for the dialogism of a given literary text. We will proceed by calculating stylistic profiles for each character using methods already established in previous work. We will include a minimum word cutoff to exclude characters for which the stylistic profile is likely to be too noisy due to lack of data. Next, assuming multiple characters, for each style we will treat each character as a datapoint and calculate a weighted variance, where weights are applied based on the relative proportion of speech by each character, to produce a number that indicates overall stylistic variation across characters for that stylistic dimension in the given text. We can average across styles to produce a single metric.

We will experiment with calculating dialogism based on stylistic variance between (a) individual characters, (b) groupings of characters (based on gender, social background, age, etc.), and (c) social networks. This will allow us to track (a) texts in which the speech of individual characters is highly varied, (b) texts in which, for example, male characters speak in a highly distinct manner from female characters, and (c) texts in which members of distant branches of a derived social network speak in their own differentiated styles. To carry out this analysis, certain modifications will be necessary to the GutenTag system; namely, methods to detect social networks in texts and to automatically identify character groupings (a method for identifying character gender is already in place; methods for identifying other groups will be more difficult, but we will explore them).

Research Questions

With these technical foundations in place, we will be ready to present our answers to some of the following questions. Our aim is not to cover all of them, but to offer detailed investigations of those that yield the most interesting results.

- Which texts in PG are the most stylistically diverse, according to our quantitative definition? Are they texts by authors traditionally celebrated as dialogic (Austen, Woolf, Joyce, translations of Dostoevsky) or are they non-canonical texts? If the latter, do these texts register qualitatively as “dialogic” to a human reader? What does a close reading of these texts reveal about the viability of our automatic method?
- How does stylistic diversity map onto historical time? Do periods of political turmoil (wars, revolutions, natural disasters, strikes, etc.) correspond to changes in the average stylistic diversity of fiction? What can we learn about the social role of fiction by studying this relationship?
- How is stylistic diversity distributed geographically? Which regions produce the most stylistically varied writing?
- How is stylistic diversity distributed among genres? Does our method support or refute Bakhtin’s claim that the novel is the most dialogic of the genres, and poetry the least dialogic? Can dialogism be meaningfully compared across genres?
- Are authors of different ages, classes, and genders more or less likely to produce dialogic fiction? How does the stylistic diversity of fiction track against that of non-fiction? Does non-fiction become more or less dialogic over time, and does it follow a similar curve to that of fiction? Do changes in the dialogism of fiction anticipate changes in non-fiction, or are the two unrelated?
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Introduction

The dynamics of language change over time are most evident in the lexicon component of natural languages. In particular, the gradual semantic changes words may undergo have a strong effect on the comprehension of historical texts by modern readers. Yet, efforts to automatically detect and trace this lexical evolution are scarce. Our study follows the work of Kim et al. (2014) who detected lexico-semantic changes in English texts over the 20th century via a series of neural network language models. Our models were trained on the German part of the Google Books Ngram corpus (Michel, et al., 2011; Lin et al., 2012), which covers over 657k German books. Such models have the particular advantage that they can be queried for the semantic similarity of arbitrary words. We tested this query option by sampling nouns from Des Knaben Wunderhorn (Arnim and Brentano, 1806–1808), a collection of German folk poems and songs from the German Romantic period. The choice of this volume is motivated by our focus on the high-volume data provided by Google Books. This collection is widely popular due to its immediate availability and enormous coverage despite well-known problems stemming from both the quality of optical character recognition (OCR) and the sampling strategies used to compile it (Pechenick et al., 2015).

Early approaches towards modeling lexico-semantic change patterns used frequency and bigram co-occurrence data (Gulordava and Baroni, 2011), as well as (context-based) classifiers (Mihalcea and Nastase, 2012). Riedl et al. (2014) built distributional thesauri to cluster similar word senses. All of these approaches detected lexico-semantic changes between multiple pre-determined periods. In contrast, neural network language models can be used to detect changes between arbitrary points in time, thus offering a longitudinal perspective (Kim et al., 2014; Kulkarni et al., 2015). In our experiments, we use a skip-gram model, a simplified neural network that is trained to predict plausible contexts for a given word, thereby generating (computationally less expensive) low-dimensional vector space representations of a lexicon (Mikolov et al., 2013). Despite their simplicity, neural network language models are a state-of-the-art approach, with details concerning ideal implementation solutions and training scenarios still being under dispute (Baroni et al., 2014; Schnabel et al., 2015).

Experiment

We trained our models on 5-grams spanning the years 1748 to 2009, using a uniform sampling size of 1M 5-grams per year; the first 50 years were used for initialization only. Test words for high-lighting semantic change patterns were selected from Des Knaben Wunderhorn by identifying the ten most frequent nouns, i.e. Gott [’god’], Herr [’lord, mister’], Liebe [’love’], Tag [’day’], Frau [’woman, miss’], Mutter [’mother’], Herz [’heart’], Wein [’wine’], Nacht [’night’] and Mann [’man’]. For each of these ten nouns we selected the three words most similar to them (according to the cosine of their respective vector representations) during 1798 and 1808 and between 2000 and 2009, tracking how the similarity of these words developed between 1798 and 2009. The programs used for our experiments and resulting data are publically available via GitHub.

Results

The cosine similarity between the 1798 and the 2009 vector representation of the ten test words is rather high, ranging from 0.72 for Mann to 0.84 for Wein, thus showing only minor semantic changes. Manual interpretation of their most similar words revealed an interesting change for Herz (see Fig. 1) that is nowadays more similar to other anatomical terms (such as Gehirn [’brain’], Lunge [’lung’], or Ohr [’ear’]) and less likely to be used metaphorically (such as indicated by erschrecke [’frighten’], or Gemüth [archaic for ‘mind’]). As this change predates Google Books’ tendency to overrepresent scientific texts (at least
for English, cf. Pechenick et al., 2015) this finding can be assumed to be an example of true lexico-semantic change. The example also demonstrates a need for a metric incorporating frequency information and normalization of input, since Gemüth is an archaic form for Gemüt non-conformant with modern German spelling conventions, although it is rated as currently similar to Herz.

Fig. 1 Lexical semantics of Herz [‘heart’] as expressed by its similarity with six other words; similarity-axis not depicting whole range of possible values (0–1)

Conclusion

This research note has gathered preliminary evidence for the feasibility of corpus-driven studies into German diachronic semantics. We advocate a computational, neural network-based approach where the evolution of lexico-semantic changes is traced by similarities of distributional patterns in the context of words over time.

Looking backwards for semantic changes is, however, constrained by the quality and quantity of linguistic data available. While the primary corpus we use for determining semantic evolution patterns, the Google Books Ngram corpus, is remarkably large, it suffers from a idiosyncratic sampling policy, as well as OCR shortcomings and even more advanced issues, such as the absent normalization of historic orthographic variants. Other historic corpora dealing with the latter quality issues (such as the Deutsches Textarchiv) are plagued by their comparatively minuscule size.

Future research in Digital Humanities, besides dealing with these issues, will exploit the similarity data in order to make proper use of them under a humanities’ perspective and, thus, hopefully determine the added value of such computational results. This can be achieved by incorporating complementary types of data (e.g. historical, economic ones) to render additional evidences to change patterns. Since this is a huge and complex task, we plan to make our similarity data publically available on a website, together with an easy-to-use interface, as a humanities tool for comparative, diachronic lexico-semantic studies, with several user-adjustable parameters (e.g. different grain sizes of time intervals, alternative ranking metrics, etc.). From a methodological perspective, we plan to focus our research on protocols for training models covering long timespans, a metric to measure the quality of historic language models (probably including the need for a manual evaluation) and a way to include frequency information—a word which is no longer used cannot be said to be unchanged in its semantics. Such a system would ideally be tested by an in-depth study of the semantics of carefully selected words, including a comparison with prior, hermeneutically guided work in the humanities as a rich, yet completely informal background theory.
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Notes

1 An n-gram is a sequence of n words plus information on their frequency/probability of occurrence for a given corpus. The available version of the corpus does not consist of running text, but of n-grams instead.

2 The Deutsches Textarchiv (DTA) can be considered as a counter example, at least, as far as the quality of OCR is concerned. Yet, DTA suffers from tremendous size limitations in comparison with the (German portion of the) Google corpus, since this corpus for historic German texts contains only about 2.4k texts (http://www.deutschestextarchiv.de/list).

3 https://github.com/hellrich/dh2016

The second visualisation is a more abstract three-dimensional cloud of coloured points laid out on three axes. The user is located initially in the midst of this cloud, and can move through it in any direction. The colours, sizes and shapes of the points, as well as their location on the x, y, and z axes, can be mapped to variables of any kind of data, and therefore this too has implications beyond linguistic research. For my purposes, they represent linguistic features derived from the World Atlas of Language Structures (WALS) (Dryer and Haspelmath, 2013). To demonstrate one use case, different measures of linguistic complexity can be graphed on the x, y, and z axes (e.g. WALS features 1A+2A, 22A, 49A, etc.). Colouring the points according to the geographical location of the languages, with shape determined by genetic affiliation makes it easy to explore clusters of types of complexity.

Both of these visualisations can be viewed in a pseudo-3D environment using WebGL in a desktop browser. For a more immersive experience, however, they can also be viewed inside a virtual reality headset such as the Google Cardboard or Oculus Rift. Alternatively, the visualisations can be displayed on the inside of a fulldome such as those used in a planetarium. Through a recent successful LIEF grant, Western Sydney University and a number of partners have been able to construct an ultra-high resolution experimental fulldome ('DomeLab' http://www.niea.unsw.edu.au/research/projects/domelab).

Display via virtual reality headset is the most straightforward sort of immersion. The viewer is embodied amidst the data, and simple movements from everyday life (e.g. looking around) translate directly into the virtual space. Display of the visualisation in a browser is at the other extreme of (non)immersion. However, many users are familiar with the translation of three-dimensional space onto a flat screen from modern computer games, so it can still give a sense of movement, rotation, and interactivity.

A hybrid of these two experiences, perhaps less familiar, is the dome. The user lies on the floor inside the dome, and the visualisation is displayed on the concave walls of the dome above. Because the user is surrounded by the screen, the experience is far more immersive than the display of a visualisation in a computer browser. Metaphors of movement and space have to be adapted for such a display, however, as most of the display surface is above the user.

This paper will discuss the reasons why we might want to explore linguistic data visually, and what we gain or lose by doing so in the various environments described above. Lev Manovich notes that information visualisation is the representation of datasets in such a way as to reveal structure (Manovich, 2010). Linguists are obsessed with structure. Since at least Pāṇini (4th century BC, see Vāsu, 1891), linguists have conceived individual languages as highly structured; since the Neogrammarians if not before, ‘language’ as an abstraction that changes and exists outside of its speakers has also been considered a highly
structured object of study; sociolinguists are interested in the structure of speech communities and speaker networks; psycholinguists and neurologists in the linguistic structures of the mind and the brain. Linguistics is therefore a field that is primed to search for and find structure in its data, and is constantly searching for new ways to do so.

Manovich also describes data visualisation as a matter of reduction and spatialisation, often involving a remapping of the non-visual to the visual. For linguists, reducing linguistic data to features and remapping it to the visual (audio to text, for example) are business as usual. What I would like to discuss in this paper is the spatialisation of the data, and the embodiment of the researcher(s) within that data space.

A very active branch of linguistics involved in data visualisation is linguistic typology. Typology concerns itself with how languages are distributed within the possibility space of all conceivable languages: i.e. “what’s where and why” (Bickel, 2007). Because linguistic data has an inherent geographical dimension, the predominant linguistic visualisation typologists use is a map. I have followed this lead for my PARADISEC visualisation. However, Manovich also points out that both designers and their audience tend to treat spatial dimensions as primary (Manovich, 2010:8). Therefore it makes sense also to experiment with mapping these to other, perhaps more significant features of the linguistic data. This is the impetus behind my data graph visualisation. By translating the WALS data to a more abstract 3D graph, different relationships, clusters and structures become apparent. In the full paper I demonstrate examples of this.

Data visualisations can have a variety of purposes (see e.g. Dransch, 2000; Purchase et al., 2008). They can be a way to explore data to generate ideas or observations that then inspire future research. They can be an attempt at scientific modelling, instantiating more fully formed pre-existing ideas. Or they can be a way of communicating information to others. An early study of user experience in 2D, 3D and immersive data visualisation (Modjeska, 2000) showed that users generally find 2D representations of the data more efficient, but enjoyment and motivation increases with the degree of immersiveness. This suggests that VR visualisations might be best suited for the playful exploration of data described above than for serious scientific modelling. They may also be well suited for communication of ideas when it is not essential that the audience grasp complex details.

These are therefore the motivations behind the two linguistic data visualisations I describe. With the PARADISEC map visualisation it is not essential that a user come away with perfect recall of what exactly the archive holds, but rather with a sense of its richness, and increased motivation for using the archive in the future. The data graph visualisation is aimed at researchers who want to explore language data creatively in order to generate new ideas.

Finally, I discuss how the affordances of the VR headset versus the Dome depend on one’s beliefs about the locus of knowledge production. In the ‘lone wolf’ researcher model, an individual generates ideas in a relative vacuum, or at least, the important connections for the researcher are among and with the data itself, not with other people. For this model, a VR headset is ideal. In the world of the headset, the researcher is alone with the data: the mundane is quite literally blacked out. The dome, on the other hand, is designed to be experienced communally. The floor is covered with large pillows, and people lie head-to-head or side-by-side. Curtains delimit the boundaries, but this threshold is permeable: people come and go. It is natural to discuss the visualisations above with those who lie beside you in the half-dark. In this way, research conversations become a kind of academic pillow-talk, naturally imbued with the playfulness, intimacy, and gentleness of such. In the VR headset, you become part of the data; in the dome you become part of a community.
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Introduction

A digital edition of Fernando Pessoa, considered one of the most significant Modernist poets and writers, is being established through a collaboration between scholars from the Institute of Literature and Tradition (IELT) of the New University of Lisbon and the Cologne Center for eHumanities (CCeH) of the University of Cologne. The edition focuses on the contrast between the potential character of Pessoa’s numerous lists of editorial projects and his few actual publications in lifetime.

Though the digital platform is primarily designed to support the research aims of the project, the procedures can be reused by others (encoding, scripts). From a theoretical standpoint, the question of “work genesis” (on a macro and micro level) is relevant to a wider audience. In the case of Pessoa, the publication of the editorial lists and plans together with the published works in lifetime contributes to the discussion on the genesis and status of each stage of a work.

State of Research and Aims

It has been much debated by literary scholars whether Fernando Pessoa’s work should be characterized as fragmentary or unitary (see Coelho, 1949; Gusmão, 2003; Martins, 2003; Sepúlveda, 2013). Due to the low number of publications in lifetime, the existence of a vast literary archive and the use of many fictional authors, named “heteronyms” by the author, the coherence of his work has been questioned. The present edition, in contrast, is based on the assumption that Fernando Pessoa constantly worked on the organization of his work, as witnessed by the many editorial lists, notes and plans which are part of his estate (Cunha, 1987; Sepúlveda, 2013).

These papers are the subject of the digital edition at hand, together with the 60 publications of poems that Pessoa realized in journals and literary magazines. That way, the genesis and evolution of his work as planned by himself can be studied and the published texts be examined in the light of the editorial projects preceding, accompanying and following them during the author’s life. A significant part of the documents witnessing the editorial activity of the author have not been published before. For those which have been published, past editions in bookform define themselves by following either the first or the last version of a text, or by choosing from the existent variants from a hermeneutical standpoint (Duarte, 1988; Galhoz, 1993; Martins, 2011; Castro, 2013).

As the textual variants and hesitations are critical to understand shifts in the conception of the work, e.g. when work titles are assigned to heteronyms or the composition of a planned publication is changed, the digital edition aims at offering several coexistent forms of transcription. To facilitate the understanding of the texts and the work they trace, editorial comments are to be added to the documents.

In terms of editorial methodology, the digital edition targets at exploring the possibilities to combine different editorial procedures from a documentary, a diplomatic, a genetic and an enriched edition, overcoming previous oppositions between different editorial approaches to the poet’s work. Relations between the editorial projects and the published texts are formalized via the encoding of “work references”. By extending the concept of work to include projections which the author makes on a macro level, i.e. outlining his works in terms of titles, authorship, structure and publication organs, the present edition contributes to the debate about the status of the work and its place in the digital edition (Robinson, 2013; Sahle, 2013).

Methods and Results

The realization of the digital edition relies primarily on procedures and technologies coming from the X universe. Transcriptions of the documents and metadata are encoded according to the standard of the Text Encoding Initiative (TEI-P5). The TEI documents are stored in an XML database (eXist) hosted on a web server together with the digital facsimiles. While the work on the documents is going on, a GitHub repository reachable at <https://github.com/cceh/pessoa> is used to hold successive versions of both the TEI documents and the application which is developed. Scripts written in XQuery and XSLT control the transformation of the documents’ underly-
The T3 encoding is controlled with a RelaxNG schema based on an ODD file. The recorded metadata include bibliographic details, the date or period of the document’s genesis or publication and a genre classification (editorial notes, editorial lists, editorial plans, poetry).

Among the encoded textual phenomena are additions, deletions, substitutions, omissions, variants and notes. First and last variants are especially marked to allow for the establishment of a first and last version of the text. Moreover, the following types of entities are labeled: persons, journals, texts and works. Special attention is paid to the four principal authorial figures of Pessoa: Alberto Caeiro, Álvaro de Campos, Fernando Pessoa and Ricardo Reis. Besides registering their mere occurrence, the role they have is determined (they can be mentioned as author, editor, translator or topic of a work). Occurring persons, journals and works are managed in a central knowledge base which serves as the basis for their identification in the documents and the creation of comprehensive indexes. The following figure illustrates how the relationship between an editorial list and a publication is established via the reference to works:

![Figure 2: Example of the encoding of work references in TEI](http://projects.cceh.uni-koeln.de/pessoa/BNP_E3_143-6r#facsimile)

The document MN909 is an editorial list. One item of the list is a mention of the work “Cancioneiro” or “Itinerario”. In the central work list, those titles are assigned to the poems of Fernando Pessoa. One of the poems is “Abdicação” which in turn is represented by a publication carrying that title. Thus, the relationship between the editorial list and the publication is made explicit through the encoding and can be exploited e.g. in the edition’s presentation.

Work on the digital edition has been going on since October 2014. It is planned to launch the edition within 2016. Until then, more documents will be uploaded and work on the presentation will be finalized. Results so far can be viewed at <http://projects.cceh.uni-koeln.de/pessoa/pt/timeline.html>.

The publications and documents are presented in a synoptic view, juxtaposing the transcription on the left and the facsimile on the right side. The presentation of the documents containing the editorial lists, notes and plans is enhanced by offering the possibility to switch between the diplomatic transcription, the critically established text in the first and last version and a so-called “customized version” where the user can combine transcription features (e.g. if original line breaks should be maintained or omitted). Additionally, the synoptic view can be changed to transcription-index mode, where occurring persons, texts and journals are shown alongside the transcription of the document and links to the central indexes are established. The following figures illustrate the above mentioned features:

![Figure 3: Timeline of Pessoa’s editorial projects and publications](http://projects.cceh.uni-koeln.de/pessoa/pt/timeline.html)

The publications, genre, and chronology. A simple and an advanced search enable the user to make specific and custom requests. As a first analytic approach to the question of the evolution of Pessoa’s work during lifetime, an interactive timeline visualising the chronology of editorial projects and publications has been created.
Figure 5: Synopsis of editorial list and index references <http://projects.cceh.uni-koeln.de/pessoa/BNP_E3_143-6r#index>

For each of the four principal authorial figures, the relationships between “works”, “publications” and “documents” are presented on an individual page (see figure 6). In the example, the works of Ricardo Reis are listed starting with attested alternative titles of the whole work (“Odes de Ricardo Reis”, “Odes”, “Livro de Odes”), followed by the titles of individual works. Links to the documents show where the works are mentioned in the editorial projects and links to publications indicate where a work has been published by Pessoa.

Figure 6: Work list for Ricardo Reis <http://projects.cceh.uni-koeln.de/pessoa/obras/O3>

Conclusion

The digital edition of Fernando Pessoa shows that the author was continuously concerned with the organisation of his work and that he persistently planned its publication, even publishing little in lifetime. This supports the hypothesis that his work does have a certain unity, revealing a consistent development and not a fragmentary purpose, as suggested by a large number of critics.

In the edition, this understanding is underpinned by the encoding of micro-genetic textual phenomena in a basic way to elucidate shifts in the conception of work titles, authorship and publication plans in single documents. Developments of the editorial projects on the macro level are traced by encoding mentioned entities in the documents and thereby establishing links between documents, publications and abstract works.

Different editorial procedures are combined to explore the potential of a digital edition which proves fruitful to bring the understanding and editorial presentation of Pessoa’s work further than existing print editions, as well as contributing to clarify a major critical topic concerning the author’s envisioned unity of his work.
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The proposed paper reports on philological and computational aspects of building and annotating a literary corpus. As part of the ongoing corpus-stylistic project Q-LIMO (Quantitative Analysis of Literary Modernity), the KARREK (Kafka/Referenzkorporus), a corpus that centers on German narrative Literature, is designed to enable comparative quantitative-stylistic analyses of Franz Kafka’s prose. The corpus includes literary as well as non-literary texts and is tagged for part-of-speech (POS) and enriched by selected types of meta-data (e.g., author, title, date of publication, and [narrative] genre). The number of digital German literary text collections has been growing, and there are several repositories, such as the TextGrid Repository, the German Text Archive (DTA), as well as Gutenberg-DE and individual digital collections (e.g., the Central Catalogue of Digitized Prints [zvdd]). However, so far, no digital resource has been specifically tailored to the needs of quantitative Kafka-research. We offer such a resource, KARREK, which covers the entirety of Kafka’s writings (including literary and non-literary ones) as well as a meaningful selection of Newer German Literature, putting a focus on Modernism (ca. 1880 – 1930). What is more, it caters to consistent and high-quality linguistic annotation, text-markup, and metadata. The corpus is hence a unique resource; it will be made publicly available.

Building and annotating the KARREK poses unique challenges typical for textual analysis in Digital Humanities: The first main task is a philological one, selecting the texts that allow meaningful and hypothesis-driven analyses of Franz Kafka’s writings. Philological standards of corpus construction are especially high in terms of editorial detail and consideration of cultural, societal and philosophical contexts (cf., Engel and Auerochs, 2010) as well as linguistic ones (cf. Blahak, 2015). KARREK is hence balanced for factors such as canonicity, popularity, (narrative) genre, and linguistic variety. It strives for clarity in terms of literary edition. A special feature of the corpus is its representation of Kafka’s reading habits: we assume that a writer’s texts may reflect a dimension of ‘constructive reading’ (‘produktive Rezeption’, cf. Grimm, 1977), resulting in stylistic similarity with particular authors. For corpus compilation, we thus systematically review the available sources to determine which literary and non-literary works may be candidates for having influenced his writings (e.g., Blank 2001; Born 1990; Born et al., 1983), with ensuing data analysis to explore Kafka’s position within a global network of texts and authors.

Our aim to form a reference corpus (with some degree of ‘representativeness’ for Newer German Literature, Prague Literature, Modern Literature, etc.) requires transforming a substantial amount of ‘big literary data’ into a consistent corpus. The philological questions transform into computational tasks where retro-digitization (and OCR) is concerned, as well as preprocessing of the data, with consistent metadata (available literature on metadata (e.g., Alemuh and Brett, 2015; Lazinger, 2001), as well as a uniform textual format, including parameters of textual markup (TEI-5). The entire corpus is going to be published in a flexible stand-off format (TCF) which allows further annotation.

For our means, the second main task is the reliable and accurate linguistic annotation for POS (with the STTS tag-set for German). Word class is a reliable indicator of register and genre variation (e.g., Biber and Conrad, 2009), with a high degree of accurate automatic annotation. Although there are high-quality POS-taggers available for German (e.g., Unigram, HMM, and Perceptron Taggers), most were trained on late 20th-Century news texts. To ensure accurate tagging of historically prior and literary texts, for training our taggers, we use as a first resource the POS-tagged corpus of the German Text Archive (DTA) which comprises historical and literary data. In addition, a round of manual error management (on a sample of ca. 40,000 words), as well as training of a CRF-tagger (MarMot) are administered to heighten reported accuracy of POS-tagging for our corpus. We are currently establishing a workflow comprising an eXist-database with an annotation interface, as well as a procedure for evaluation of tagger output for different sections of the corpus. Next to the compilation of the corpus, our project will thus offer more insight into POS-tagging of historical German narrative literary texts.

In DH, tackling representativeness in literary corpus building is an important research task, with theoretical background offered by corpus linguists and computational linguists (e.g., Biber, 1994; Evert, 2006; Lee, 2001). Although methods of ‘big data’ computing (cf. Anderson, 2008; Manovich, 2015) are extremely promising for digital literary studies, we suggest that in our field creating balanced and representative corpora is a vital question. Since there are only few best practice examples (for German, e.g. the DTA), and representativeness is a recurring issue that by no means may be considered ‘once-and-for-all’ solved, the way in which our particular study tackles the issue may be of interest for many similar studies. In the prospective talk, we will thus address ‘representativeness’, reporting on the decisions made on text selection (author, titles, genre, canon/popularity, ‘constructive reading’).
We will also provide a description of the linguistic (POS) annotation, including details on our machine-learning procedure and the user interface. Also, the workflow will be presented, elucidating ways of applying it to analogous studies/projects. The talk will give a description of the online publication details. In all, our research shows that building and enriching a particular literary corpus is by far no trivial task, but requires a sound theoretical modeling of the phenomenon constructed and an interdisciplinary method that does justice to philological as well as to computational criteria of high-quality corpus research.
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**Introduction**

At the DH2014 conference it was explained how the ZoomImagine software (Z-editor) allows zooming on units of text and contextual information (z-lexias) in order to explore layers of meaning that support critical readings of literature (Armaselu 2014). Changing perspective or analytical viewpoints by using different types of “magnifying glass” is also possible (Figure 1).

Figure 1. Z-text layout. Levels of z-lexias (center). Changing perspective (bottom right)

In this study the results of two experiments will be discussed in which the Z-editor was used to explore crossovers between text and image and history and literature in descriptions of imaginary cities and imaginary depictions of existing cities. The first case concerns readings of the *Invisible Cities* (1972) in which Italo Calvino (1923-1985) described Marco Polo’s accounts of visits to cities to Kubla Kahn, Emperor of the Tartars. The second one discusses designs for and historical depictions of the citadel of the city...
Figure 2. Invisible Cities Z-text. Level 1 (left), 2 (right). Calvino’s text unfolding along different lines of “stratification”, the “new-old” divide and the “textual-visual” metamorphosis (the visual “becoming” of the text). The first level (left) contains fragments (z-lexias) conveying the meaning of “new” (through words like “new”, “renew”). By zooming-in (right), further elements from deeper levels can be surfaced, i.e. fragments entailing the idea of accumulation of “old” (including words such as “yesterday”, “past”, “residue”, “remains”, “garbage”, “refuse”) or visual representations not belonging to the original text but imagined by various artists.

Figure 3. Invisible Cities Z-text. Level 2 (top left), 3 (bottom left), 5 (right). “Multidimensional” exploration by switching perspectives. One can zoom-in to get the visual representation of a fragment (compare Figure 2) or, instead, change the perspective and zoom-in with a contextual magnifying glass and expand Calvino’s text with Kafka’s or Calvino’s own comments on Invisible Cities (Kafka, 2012; Calvino, 1983).
of Groningen in the Netherlands in an atlas of the Flemish engineer Pierre Lepoivre (1546-1626). We will demonstrate that the Z-text model is both suitable for analyzing critical readings and artistic impressions of the Invisible Cities as for assessing different levels of historical evidence of visualizations, such as maps, drawings and designs of existing cities. Furthermore, it allows for navigating in an associative way through imaginary cities of which features might have inspired both Calvino’s literary writings as Lepoivre’s designs. Contemporary artists still inspired by Calvino seem to delve into a collective visual memory of “cities”, in a way Renaissance engineers linked their designs to representations of ideal cities and new fortress towns, from Campanella’s City of the Sun to Zamość in Poland. The Z-text model might stimulate to explore digital past and future identities of imaginary and real cities. We will conclude with a discussion of the potential of the Z-editor interface for general debates within the digital humanities.

The Invisible Cities of Italo Calvino

The publication of Le Città Invisibili in 1972 by Italo Calvino was directly followed by comments by literary critics and by visualizations of artists inspired by the poetical descriptions of the imaginary cities in the imageless book. The division into 11 themes associated with the city that return each 5 times in the book -City and Memory, City and Desire, City and Signs, Thin Cities, Trading Cities, Cities and Eyes, Cities and Names, Cities and the Dead, Cities and the Sky, Continuous Cities and Hidden Cities- has resulted into various interpretations of these imaginary urban spaces, such as “rhizomatic space” Kerstin Pilz (2003) and “city of strata” Sambit Panigrahi (2014). The zooming functionalities of the editor and Z-text model make it possible for instance to analyze Calvino’s description of the continuous city of Leonia that each days breaches through its boundaries of deposited waste at its circumference with these contemporary interpretations (Figure 2).

Another “rhizomatic” expansion imagined via the model - along with the “contextualization” line - enables other readings of Calvino’s work, both by critics and himself. Calvino in some occasions looks through the lens of the writer and in other moments through the eyes of the reader or editor and states “that the author’s view no longer counts” (Baldi, 2015; Calvino, 2015: 41-42). Calvino sometimes puts the Invisible Cities directly into context by referring to works that similarly are inspired by Marco Polo’s travels, such as the poem Kubla Kahn (1798) of Samuel Taylor Coleridge or The Message from the Emperor (1919) by Franz Kafka. In other occasions references are indirect, for example when Calvino notes that the atlas of Kubla Kahn contains images of “lands visited in thought, but not yet discovered or founded: New Atlantis, Utopia, the City of the Sun [...]” (Calvino, 1997: 147). On a more detailed level the possibility of sideways movements becomes important when Calvino reacts to all those critics who underlined the importance of the closing sentence by claiming that the Invisible Cities is “a many faceted book” with “various possible ‘conclusions’” (Calvino, 1983: 41). By combining the zooming functionality with the representation of contextual information a Z-text becomes a multidimensional space of analysis (Figure 3).

Such an interface may be useful for the analysis of the Invisible Cities when Calvino observes: “And yet, all these pages put together did not make a book: for a book (I think) is something which has a beginning and an end [...] It is a space which the reader must enter, wander round, maybe lose his way in, and eventually find an exit, or perhaps even several exits, [...]” (Calvino, 1983: 38). If we enter our concentric city of Leonia again, new associative perspectives pop up. We recognize Calvino’s reference to Kafka’s story of the Emperor’s messenger wanting to report about the death of Kubla Kahn by trying - breaking through the walls surrounding the palace, “the center of the world, piled high with its own refuse.” (Kafka, 2012: 28) However, another of Calvino’s references, the one to Campanella’s concentric walled City of the Sun allows to link the form of Leonia with images of built and not built fortified cities that are related to our second experiment dealing with levels of historical evidence of designs of citadels in the atlas of Lepoivre (compare Figure 5). This comparison is of interest since Calvino once considered a theme “Cities and Form”, but decided to merge it with those of other cities (Calvino, 1983: 38).

Imaginary Depictions of An Existing City: Groningen (Netherlands)

Renaissance ideal-fortress cities were ideally radial-concentric cities with a polygonal perimeter with angular bastions. Therefore circumscribing and inscribing circles played an essential role in designing fortified cities and citadels. The design of fortifications was not just functional. Fortification atlases were cultural artifacts amongst other books on architecture such as the Renaissance Vitruvius editions that often contained visual interpretations of the city described in the lost original manuscript. In this context also the four drawings based on the designs of the Italian engineer Bartolomeo Campi of the city and citadel of Groningen in the Atlas of Lepoivre of ca. 1624 must be seen (Heuvel, 1994: 1998) (Figure 4).

The Z-text model and the digital humanities

The Z-text model meets a wide array of new reading and analysis practices discussed in relation to the digital humanities. While the zooming function supports bridging distant and close reading by scalable reading (Mueller, 2012) the combination with contextualization on the various planes to read text and image from various perspectives coincides with notions of deep reading.
This combination allows for the creation of multiple levels of meaning and supports a continuously process of reinterpretation from multiple perspectives, contributing this way in developing digital hermeneutic methods (Capurro, 2010).
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Introduction

In 1928, the philologue Joseph Bédier explored contemporary stemmas and found them to contain a suspiciously large amount of bifurcations. He gave two potential reasons, one being that the editors constructing a stemma with a bifurcation below the root node, could freely choose the variants for their base text. The second reason termed force dichotomique postulates that constructing a stemma, because editors are always comparing manuscript pairs, they tend to overseparate. This is illustrated in Figure 1. The philologue would postulate a common ancestor for the closer pair and attach the third sibling together with this ancestor to the parent node producing two bifurcations, where there was a multifurcation originally.

Figure 1. Force dichotomique, example. Left: true stemma. Right: probable philological reconstruction

(Maas, 1937) acknowledges a large amount of bifurcations in stemmas for recensions of Greek texts, but points out that this is rather unsurprising taking into account the number of possible stemmas and the proportion of bifurcations therein. (Felsenstein, 1978) computes the amounts of entirely bifurcating trees for n labelled leafs, which is certainly correlated with the number of predominantly bifurcating trees (and of root-bifurcating trees). As one can see, the proportion of bifurcating trees steadily declines, weakening Maas’ argument.

(Haugen, 2015) analysed collections of stemmas and found that Bédiers reason number two seems to hold independent of provenience. (Trovato, 2014) found that a realistic estimate of the percentage of lost manuscripts for medieval and earlier traditions ranges realistically above 73%. Related discussions and recent developments are reflected in projects such as Stemmaweb and the Parvum lexicon Stemmatologicum.
In this paper, the argument is introduced and investigated that, with a large amount of lost manuscripts, the amount of bifurcations in the true stemmas could naturally be high because of the transformations stemmas undergo when manuscript loss prunes away whole branches and leaves at a rate higher than 73%.

**Distributions of outdegrees of manuscripts**

Two basic distributions are most obviously historically interpretable, a normal distribution and an exponential distribution. In considering the outdegrees to be normally distributed, we assume, that there is one certain number of copies which is most probable, peaking the others; the more the outdegree diverges negatively or positively, the fewer manuscripts with this outdegree will be found. This could translate into a hypothetical historical projection, where many manuscripts of a tradition were copied and wore off at similar rates. Assuming an exponential distribution, things become more hierarchical. For instance, a powerful organization declares some of the manuscripts authoritative which would lead to certain manuscripts being copied many times more than others.

(Haugen, 2015) lists a table with the numbers of furcations (though not leafs) in two collections of stemmas for editions of Old Norse texts. Transforming these furcations into vectors, we conduct the Shapiro-Wilk normality test, (Shapiro and Wilk, 1965), and the exponentiality test by Kolmogorov-Smirnov (which are both robust even for small sample sizes) using the software R. This results in an estimate on which distribution these stemmas entail for manuscript copying. However, stemmas with only identical values or only 2 furcations are skipped due to not being testable with the above chosen tests. Table 1 reveals a tendency towards exponentiality. Applying other tests for additional distributions, the weibull and log-normal distributions fitted the data best in terms of likelihood, being testable with the above chosen tests. Table 1 reveals a similar scenario.

<table>
<thead>
<tr>
<th>Value</th>
<th>Bibliotheca Arnamagnana series</th>
<th>Editiones Arnamagnana series</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normality</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Exponentiality</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Both</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>None</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>Stemmas</td>
<td>34</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 1: Tests of distributions of furcations in the collections investigated by (Haugen, 2015). Tests at significance level 0.05

**Experiment**

In order to assess the above mentioned hypothesis, we need large numbers of underlying stemmas from which loss can be simulated and an appropriate model of manuscript loss. Then, we simulate a large number of stemmas and manuscript loss, whereafter we count the number of bifurcations. Using simulations especially in large scale scenarios is sometimes the only possibility of assessing historical data, especially considering limits imposed onto empirical studies through data sparsity and other hindances.

**Manuscript loss**

Historical loss does not affect all manuscripts evenly. (Canfora, 2002) found private exemplars to be less affected whereas since libraries tend to be burnt in wars, public exemplars suffer loss more easily. Many other factors (climate, authoritativity, etc.) exert influence on manuscript loss most of which have never been made subject to generalizable quantifications and it is questionable if this can ever be done. Herein, we elaborate a simple model of loss using only two basic assumptions. We simulate loss of 73-100% where each node gets a probability related to its age (the older the more probably lost) and its outdegree (the more copied, the more probably kept in good conditions, the less probably lost). Since aging is considered to be stronger than preservational effort, we square the age dependent parameter. The probability of loss for each node is thus determined by

\[ I_l^2 * \text{slow}(i) \]

where \( I \) is the height of the current node \( i \) incremented by 1 and \( \text{slow}(i) \) is the outdegree slowdown function:

\[ \text{slow}(i) = \begin{cases} \frac{1}{o(i)} & \text{if } o(i) > 0 \\ 1 & \text{else} \end{cases} \]

where \( o(i) \) is the outdegree of node \( i \). Note, that there is no distinction for nodes with an outdegree of one and leafs. This model of loss produced rather desirable loss probability distributions as is exemplified in the Appendix. However, we also use pure randomization of loss with equal probabilities among all nodes and randomization for probabilities as described but without squaring.

**Simulation**

For the simulation, we use R and Java. First, for simulating normally distributed copying, we generate distributions randomly drawn from a normal distribution using the R function \( \text{rnorm} \). Since \( \text{rnorm} \) produces real numbers and negative numbers, we round all values and leave negative values and zeros aside. Since this may lead to a distortion of the so-sampled distribution deviating from a normal distribution, we test for the desired shape and only keep distributions which have a p-value above 0.05. This distribution is now our distribution of outdegrees in the to be simulated stemma, each value represents one outdegree. Starting with root, we randomly choose an outdegree (or make the node (not root) a leaf with a probability of 0.2) and add as many children to the actual node as this outdegree. For each of the so-generated children, we draw another outdegree and add as many children, recording them in the next generation. We iterate the process until...
all outdegrees are applied exactly once. This results in a differing number of leaves and a differing size of the tradition for each simulation. Since medieval traditions were probably not equal in size, the effect of this sampling is not controlled for further.\footnote{4}

With each tradition, loss is simulated in the three above described ways. We keep all nodes, which are on the path from root to any survivor but delete all other lost nodes. What remains is the true reconstructible stemma (TRS). Since philologues do not have sufficient information (and probably time) for the reconstruction of entirely lost branches, which would be too spurious an endeavour anyway, the stemma we simulated is the maximally faithful reconstruction given our simulated ground truth.

### Table 2: Percentages of bifurcations and root-bifurcations given the parametricized simulations

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Loss A</th>
<th>Loss B</th>
<th>Loss C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (n=5, m=2, sd=1)</td>
<td>0.2</td>
<td>0.21</td>
<td>0.18</td>
</tr>
<tr>
<td>Normal (n=5, m=4, sd=1)</td>
<td>0.28</td>
<td>0.29</td>
<td>0.27</td>
</tr>
<tr>
<td>Exponential (n=5, r=0.5)</td>
<td>0.18</td>
<td>0.2</td>
<td>0.16</td>
</tr>
<tr>
<td>Exponential (n=5, r=1)</td>
<td>0.08</td>
<td>0.11</td>
<td>0.07</td>
</tr>
</tbody>
</table>

### Results and discussion

Results can be seen in Tables 2 and 3. The simulated traditions ranged in size from 4 to more than 60 and after loss from 1 to around 20 manuscripts. Percentages of bifurcations (even excluding leaves, as in Haugen (2015)) are below the observed values for the collections examined in the previous literature. Under more keeping nodes, which are on the path to root for any survivor as reconstructibles results in a much larger incidence of unifurcations, not bifurcations in the stemmas after loss has applied. Therefore, some model of contraction shall be applied in subsequent research. With a mean of 2 producing large numbers of bifurcations, after loss, their number is reduced sharply in contrast with unifurcations and leaves. Thus, loss at high rates generally affects bifurcations of higher orders much more, leading to a naturally higher incidence of bi- and unifurcations and most of all obscuring an underlying distribution of original copies. Additionally, probably there are too few reconstructions of nodes with indegree and outdegree 1. In other words, philologues could tend to view a copy rather as sloppy than as a copies copy, which would contribute to making bifurcations more common in actual stemmas.

### Conclusion

Although the simulation is an approximation, the values suggest, that indeed the proportion of bifurcations is suspiciously large in the collections in the literature. On the other hand, Maas was probably right in expecting a larger amount of lower order furcations. However, not their proportion among all possible stemmas, but the effect of massive loss of manuscripts leads to a large probable proportion of those in a pruned TRS.
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Since the 1980s, under pressure of the definite ‘disappearance’ of the eye witness generations of WWII, a wide variety of initiatives has been undertaken to capture eye witness memories for the future. Multiple oral history collections have been created throughout the western world, in which ten thousands of interviews and life stories have been preserved on audio and video. Parallel to the quest for individual war memories to collect and preserve, there has been an increasing effort to transmit these memories onto younger generations. In my dissertation, I have referred to this process as the pedagogization of memory, with which I point at the transmission of WWII memories onto younger generations as a crucial way of giving meaning to the past, and, therewith, in creating and sustaining identities (Hogervorst, 2010, Proske 2012, Macdonald, 2013; 200). Both practices respond to, and express, a perceived shift from war memory towards war history, although in different contexts of historical culture (Erl 2011; Assmann, 1999, 2006). It is through the digital revolution that, at the beginning of the 21st century, both of these practices have become intertwined; the shift from memory to history is accompanied by, or expressed by, a shift from collecting and preserving to disclosing digitized interviews for a wider audience, also for education (Bothe/Lücke, 2013; Barricelli, 2009, 2010).

My paper presents the first findings of a case study of my postdoc research project, that addresses the central question how online portals to digitized WWII eye witness testimonies are used in educational contexts – both formal education in history or civics, and heritage educational projects. The case study focuses on secondary school history teachers’ conceptions of digitized video testimonies as educational resource. Therefore, a group of teachers interested in WWII, which was asked to explore different online interview collections. Through participatory observation and individual interviews with participating teachers, data was collected on expectations, desires and experiences regarding the use of digitized video interviews in history classrooms. The analysis focused on two different themes: (1) Participants’ conceptions of differences and similarities between live and digitized testimonies as educational resource; (2) Their experiences using specific online portals to interview collections. The latter will be the focus of my paper.

Participants were asked to explore two different online portals to different interview collections: Getuigenverhalen.nl (‘eyewitness stories’) and IWitness. Getuigenverhalen.nl is a Dutch portal hosted by the Netherlands Institute of War-Holocaust- and Genocidestudies, giving access to about 500 quite recently conducted video interviews (2007-2010), all in Dutch. The interviews address multiple WWII related topics such as resistance, daily life, persecution, and forced labor. The majority of these interviews is searchable at fragment-level as the transcripts and time-based key words that have been attributed are indexed and aligned with the video. The other portal is IWitness, the worldwide educational program of the USC Visual History Archive in Los Angeles. Through IWitness, in which a selected part (1,500 interviews) of the Shoah interview collection is made available online in an open, but supervised community of teachers and students. Twelve of these interviews are in Dutch. The video interviews can be watched and searched. Moreover, a video-editing tool enables users to select, annotate, and share video fragments, or to combine them with other fragments, photographs or information from the built-in encyclopedia. Because of IWitness’ theoretical fundament in constructivism as a learning theory, and the fact that it actively invites teachers (and students) to create their own learning materials with/within the program, it is unclear whether this program can be easily implemented in non-American education systems and practices.

Notes

1 Packages exptest and fitdistr have been used.
2 The average mean of the furcation distributions was 1.95 and the average standard deviation 0.78.
3 We used JgraphT and RCaller, (Satman, 2014).
4 One could compare the proportion of surviving to lost nodes in the TRS and stemmas from the literature.
In Dutch history education, oral history is not a common practice; neither as a source of information that pupils learn to assess, nor as a practice in which pupils are trained. Regarding WWII however, there is a modest tradition of inviting eyewitnesses in classrooms, mostly in the weeks prior to the yearly commemorations of the liberation in May. Video interviews are hardly being used in Dutch history education at this point. There seems to be a transition period, in which institutions disclose their interview collections for still undefined audiences, which are mostly unaware of the existence of such collections and their online accessibility, and continue current practices. It is this transition that is the background of my postdoc research project. Other case studies focus on video interviews in WWII exhibitions and educational projects.

The aim of the postdoc research project is, first, to gain insight in contemporary historical culture, and specifically in the effects of the digital in transmitting and appropriating war memories across generations. For instance it would be important to know whether there is some kind of digital ‘streamlining’ of testimonies with specific features considered to be suitable for educational purposes. The same goes for the eye witnesses as culturally constructed figure, that is already very familiar to us through the numerous films, documentaries, news reports, and exhibitions (Kansteiner, 2015; Keilbach, 2012; Gries, 2012). Which characteristics of the narrators are perceived as necessary or relevant for letting students learn from their testimonies, and why exactly? And how about the perceived historical realism and authenticity of the testimonies – are we perhaps more critical when we do not encounter the narrators in person?

The second objective is to explore and think through the needs of the educational and heritage field as users of digitized oral history collections. This corresponds to research such as the CLARIAH project Oral History Today, that has made the numerous oral history collections in the Netherlands available for scholarly research, in close cooperation with both computer technologists and scholars in the humanities. (Scagliola et al., forthcoming; Kemman, et al. 2013) It is relevant to expand the gained knowledge about the scholarly uses of oral history collections, examining how digital technology can be applied to turn interview collections into a network of knowledge relevant to multiple audiences, including teachers and students.
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Stylometry based on quantitative analysis of linguistic features such as most frequent words, lemmata, or parts of speech, is a time- and research-proven tool in authorship attribution and plagiarism detection, and is now also used in more general literary studies as part of the distant reading revolution. It has been particularly successful in grouping long texts by their authors in both supervised and unsupervised machine learning tests – and the appeal of this material to stylometrists is understandable in that novels are easily available and easily definable chunks of linguistic (and literary) material, and, despite rumors on the death of the author, most readily associated by the general reader with a single creative figure. And when they are not, discovering the fingerprints of more than one hand in collaborative works is another favorite pastime of stylometrists.

While perhaps equally avidly studied, the authorship signal in drama is often more problematic. This is probably why the most famous question, that of Shakespearean authorship, is so complex and so hotly contested – as evident, for instance, in a fairly recent debate (Craig and Kinney, 2009; Vickers, 2011; Hoover, 2012). Other difficulties in this genre include the “codification of … literary discourse” in certain literary periods and the fact that the same authors might write drama both in prose and in verse (Schöch, 2013, 2014); also, it may be supposed that, as dramatists create their characters through dialogue, there is a more or less conscious effort on their part to differentiate their style. This last phenomenon has also been researched in novels (Burrows, 1987) and translations of novels and drama, and the results could be equally problematic (Rybicki, 2006, 2007, 2008).

Even more distortion may be expected in a somewhat similar genre, that of film and TV dialogue – and its textual reflection in intralingual subtitles and interlingual translations. The final shape of filmic speech ascribed to a given screenwriter can be influenced by other agents, such as directors or actors. It can be further transformed in the process of intralingual subtitling, especially that performed by “fansubbers”, who do not necessarily reflect the exact dialogue spoken onscreen. This becomes even more of a problem in the case of interlingual translations, which by nature condense (subtitles, voice-over) or rework (dubbing) the original message, being at times anonymous versions of questionable quality (“fansubs”).

Quantitative methods have already found their way into audiovisual translation research (Pérez-González et al., 2013), as exemplified by such projects as Pavia Corpus of Film Dialogue, used to examine socio-linguistic and pragmatic features of dubbed Italian (Freddi and Pavesi, 2009), or Forlìx, a multimodal corpus which helps to investigate the interplay of verbal and non-verbal semiotics of the film (Valentini, 2006, 2008).

In comparison with the above attempts, our research was done on a specialized corpus of historical films and TV (mini)series. This choice was based on the assumption that the subgenre has unique characteristics which find reflection in film dialogue: namely, it authenticates the represented reality and it also adheres to the codes of realism existing in particular countries. This, in turn, made us look for the same phenomena in (English) originals and (Italian and Polish) translations, since translated dialogue, too, is shaped by stylistic necessities of the genre, culture-specific images of the past dominant in the target context, but also by norms and conventions of audiovisual translation in a given language/culture/country. The exact composition of the corpus is given in the table below:

<table>
<thead>
<tr>
<th>Original</th>
<th>Polish voice-over</th>
<th>Polish “official” subtitles</th>
<th>Polish fansubs</th>
<th>Italian dubbing</th>
<th>Italian “official” subtitles</th>
<th>Italian fansubs</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Tudors Season 1 (2005)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>The Tudors Season 2 (2007)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Elizabeth I (2005) (miniseries)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Elizabeth (1998)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Elizabeth: Golden Age (2007)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>The Other Boleyn Girl (2008)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>The Private Lives of Elizabeth and Essex (1939)</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Anne of a Thousand Days</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wolf Hall (2015)</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the point of view of film and audiovisual translation studies, our research project explores the concept of film/television genre and its distinctive features, focusing
on the functions of film dialogue and linguistic/stylistic strategies used by screenwriters to fulfil them (Kozloff, 2000; Jaeckle, 2013). The first stage of our investigation consisted in a contrastive stylometric analysis of the extended Anglophone corpus, composed of both historical and non-historical film scripts, in order to verify our preliminary hypothesis about the genre-related specificity of film dialogue. We proceeded, then, to the analysis of parallel corpora of scripts in all available translations into Polish (voice-over, official and amateur subtitles) and Italian (dubbing, official and amateur subtitles). All this was done with several quantitative methods previously developed and used on other textual material, i.e. literary texts. In particular, frequencies of words from various frequency strata were compared between texts in each of the languages studied using the Delta procedure (Burrows, 2002). The analyses were performed with stylo (Eder et al., 2013), a package for R, the statistical programming environment (R Core Team, 2014), later also postprocessed with Gephi network analysis software (Bastian et al., 2009).

On the basis of these tests several observations could be made. As concerns the screenwriters, they tend to adapt the dialogues to the requirements of historical genre and the presented epoch. This is visible in Fig. 1, where the authorial signal seems to disappear whenever a given writer worked on two films and/or series set in different eras or belonging to a different, i.e. non-historical genre.

As concerns audiovisual translations, we arrived at rather unexpected conclusions. We compared versions of individual episodes of TV series and films in Italian (dubbing, subtitles) and Polish (voice-over, subtitles) by analyzing frequencies of single words and part-of-speech 5-grams; the latter measure was a rough approximation
of syntax (Górski et al., 2014). As far as Italy is concerned, we noticed an astounding uniformity of style regardless of technique, be it subtitles or dubbing: translations of individual episodes of TV series and films clustered together in analyses of both word and part-of-speech frequencies. By contrast, Polish subtitles and voice-over scripts of the same episodes clustered together for single-word frequencies, while the latter formed their own clusters in part-of-speech 5-gram analysis. This is shown in Fig. 2 and 3.

![Figure 3. Bootstrap consensus tree for most frequent part-of-speech 5-grams in Polish subtitle and voice-over translations in a corpus of Elizabethan-era films and TV series.](image)

Obviously, the similarities between dubbing and subtitles in Italian may stem from the fact that the latter are based on the former. However, the fact that even amateur subtitles, which usually are published before the release of the dubbed version, show a considerable affinity to dubbing, demonstrates high normalization of the formal language used in Italian historical films and television series.

All these results confirm our preliminary hypothesis that film genre influences the strategies of creating film dialogues and their translations. Although we believe that stylistic and computational analysis should not be the end in itself, it seems invaluable in audiovisual translation studies, encouraging closer qualitative analysis of the original and translated scripts. It invites further investigation of such issues as:

- the importance of cultural norms and conventions in film translation;
- significant intercultural differences in translation strategies used by subtitlers;
- complex relations between dubbing and subtitles, official and amateur subtitles, voice-over and subtitles;
- cultural development of written / spoken language in a given country and the salient stylistic trends in audiovisual translation.
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In the effort to capture cultural dynamics, scholars have considered social networks, that is, a graph with people as nodes and their relationships as edges. These social networks are useful; however, to capture dynamics they must be considered over time. In the literature, Time-Varying Graphs (TVGs) have been defined (Aggarwal and Subbian, 2014; Casteigts et al., 2012; Casteigts et al., 2013). In our investigations, we have found benefit in defining TVGs with nodes as societal structures and people as the edges and then considering the dynamics of the societal structures evidenced in the TVGs (Hott et al., 2014; Hott et al., 2015). Here we consider two motivating applications for our extensions to TVGs: early Mormon marital structures and an arXiv.org citation network.

The societal structures represented in the marital and church structures of early Mormons in mid-1800s Nauvoo, Illinois, include binary, polygynous, and polyandrous marriages, as well as child and adult adoptions, and membership of individuals in the church organization hierarchy. In this time period the concept of “marriage” is in flux and part of our research is to consider various conceptualizations of “marriage” to better understand the relationship to the formation of the church structure. Each conceptualization we consider as a different “identity lens,” a term we create to describe these different views.

We therefore define the identity-lens function that maps one evolving network to another evolving network. More specifically, given a TVG, \( \mathcal{G} = (V, E, T, \rho, \zeta, \psi, \varphi) \) as defined in (Casteigts et al., 2012), the identity-lens function \( f(i, \mathcal{G}) = \mathcal{G}_i \) maps the nodes and edges in \( \mathcal{G} \) with a given identity definition to a new Time/Identity-Varying Graph (TIVG) \( \mathcal{G}_i = (V_i, E_i, T_i, \rho_i, \zeta_i, \psi_i, \varphi_i) \). \( \mathcal{G}_i \) is therefore the view of \( \mathcal{G} \) under identity lens \( i \).

In our marital network research (Hott et al., 2014; Hott et al., 2015), we represent marriages as the nodes, with the individuals connecting the marriages of their parents to their own marriages as adults. Every piece of this network is considered to be evolving, since marital relations change, new children are born, family members are adopted, and individuals change membership in the church organizational structure. Initially, this network \( \mathcal{G} = \mathcal{G}_{binary} \) may be described as a binary-marriage network, in which each node depicts a marriage between two individuals and their biological children. This is one specific definition of node identity. However, we may examine this network in different levels of granularity: with different definitions of node identity. By extending the marriage definition to all individuals married to the same husband, we may redefine node identity to define polygynous marriages, creating \( \mathcal{G}_{patriarchal} \). A related identity function that maps binary marriages to those with the same wife creates the TIVG \( \mathcal{G}_{matriarchal} \).

Our second motivating example is the arXiv.org citation network. ArXiv.org provides online open access to over one million cross-disciplinary papers, including papers in Physics, Mathematics, and Computer Science. We build a citation TVG from this dataset, linking authors as nodes based on the co-authorship of their papers. Similar to the Nauvoo application, we define multiple identity functions to map this TVG to multiple TIVGs. Under a node identity function combining authors within the same institution, we produce \( \mathcal{G}_{institutional} \). Other node identity mappings include departmental affiliation \( \mathcal{G}_{departmental} \).
and $G_{subject}$ in which authors are mapped to their subject areas.

Each of these TIVGs have characteristics that change over time. As we increase the complexity of the nodes through the use of identity lenses, we increase the dynamics of the characteristics, specifically those captured within the nodes. In the Nauvoo dataset, these characteristics include familial relationships among marriage members and church leadership positions held by the members of each marriage. Similarly, in the arXiv dataset, the characteristics include departmental and institutional collaboration. We want and need metrics that are sensitive to these changes within the evolving nodes as well as the overall evolving structure of the network. To capture and analyze these dynamics, we first define sampling methods to produce static graphs depicting the state of the TIVG during a fixed-size interval around each time point, then compute centrality measures over the graph across time for each identity lens. This process creates a distribution of the metric across time, which may then be compared between identity lenses. We conjecture that utilizing different-sized sampling intervals and comparing distributions across identity lenses will provide insights to understanding the TVG and the motivating application it describes.

We therefore define two methods to sample TIVG $G_t$ in a $\lambda t$-sized time interval around any given time-point $t$ in $T$, to a static graph $G^t_{i}(t, \lambda t) = (V^t_{i}(t, \lambda t), E^t_{i}(t, \lambda t))$. They are given by the following node and edge set definitions:

1. The union of all nodes and edges extant at any time during the interval. $\psi_t$ and $\rho_t$ are the “presence” functions for nodes and edges, respectively, as defined in (Casteigts et al., 2012).

   $V^t_{i}(t, \lambda t) = \{ v \in V_i \mid \exists t' \in [t - \lambda t/2, t + \lambda t/2] \ni \psi_t(v, t') = 1 \}$

   $E^t_{i}(t, \lambda t) = \{ e \in E_i \mid \exists t' \in [t - \lambda t/2, t + \lambda t/2] \ni \rho_t(e, t') = 1 \}$

2. Only nodes and edges that exist throughout the entire interval.

   $V_{i}(t, \lambda t) = \{ v \in V_i \mid \forall t' \in [t - \lambda t/2, t + \lambda t/2] \ni \psi_t(v, t') = 1 \}$

   $E_{i}(t, \lambda t) = \{ e \in E_i \mid \forall t' \in [t - \lambda t/2, t + \lambda t/2] \ni \rho_t(e, t') = 1 \}$

As a simple example of these sampling methods, consider a correspondence network, where $V$ is a set of individuals and $E$ defines their correspondence; an edge connecting two individuals is present when a letter is in the mail between them. For an interval length, $\lambda t$ of 1 year, the first sampling method would produce a graph containing connections between any individuals who corresponded by letter at any point that year. In comparison, the second sampling method would only leave connected those individuals with constant communication for the entire year.

Using the sampling methods above, we measure characteristics at time points throughout the lifetime of $G_t$ and thereby evidence the dynamics. The harmonic centrality, $C_H^t$, is an indication of how close the nodes are to each other, while the betweenness centrality, $C_B$, is indicative of how interconnected the nodes are within the graph. They are defined as

$$C_H^t(G_t(t, \lambda t)) = \sum_{v \in V(t, \lambda t)} \left( \frac{\max_{u \in V(t, \lambda t)} (C_H^t(u, G_t(t, \lambda t))) - C_H^t(v, G_t(t, \lambda t))}{|V(t, \lambda t)| - 1 - |\{ u \| \psi_t(u, t') = 1 \}|} \right)$$

and

$$C_B^t(G_t(t, \lambda t)) = \sum_{v \in V(t, \lambda t)} \left( \frac{\max_{u \in V(t, \lambda t)} (C_B^t(u, G_t(t, \lambda t))) - C_B^t(v, G_t(t, \lambda t))}{|V(t, \lambda t)| - 1 - |\{ u \| \psi_t(u, t') = 1 \}|} \right)$$

where $C_H^t(v_j, G_t(t, \lambda t))$ and $C_B^t(v_j, G_t(t, \lambda t))$ are the harmonic and betweenness point-centrality measures (Wasserman and Faust, 1994) for a given node $v_j \in V_i(t, \lambda t)$, respectively. For brevity, we will define here only $C_H^t$ using Boldi and Vigna’s harmonic centrality definition (Boldi and Vigna, 2014), as

$$C_H^t(x, G_t(t, \lambda t)) = \sum_{y \neq x \in V_i(t, \lambda t)} \frac{1}{d(y, x)},$$

where $d(y, x)$ is the distance between $y, x \in G^t_{i}(t, \lambda t)$.

As a concrete example of this measure, consider the graphs in Figures 1 and 2. In the graph of Figure 1, node $A$ acts as the central connection point, or hub. The hub has the shortest distance to any node and therefore high harmonic point-centrality, $C_H^t = 6$. Other nodes must traverse at most two edges to reach any other node, giving them $C_H^t = 3.5$. The overall measure for this graph is $C_H^t = 4.58$. In comparison, the graph in Figure 2 has nodes that are distant from most of the other nodes, e.g., node $A$ has $C_H^t = 2.45$ leading to harmonic centrality, $C_H^t = 1.02$. These two graphs demonstrate that the harmonic centrality of the graph is inversely related to the overall “closeness” of the nodes.

Figure 1. A star graph, with nodes shaded based on relative point-centrality, which has harmonic centrality $C_H^t = 4.58$

Figure 2. A linear graph, with nodes shaded based on relative point-centrality, which has harmonic centrality $C_H^t = 1.02$

Allowing $t$ to range over the entire lifespan of $G_t$ and considering multiple sizes for our $\lambda t$ interval, we generate distributions of the metric across time and with differing levels of temporal granularity. These distributions give a picture of the dynamics occurring within each TIVG. By comparing the metrics across TIVGs under different identity functions for the same TVG, we hope to more...
fully capture the dynamics of and understand the original evolving network, and provide insights into the motivating application at hand.

We have therefore defined a new conceptualization of Time-Varying Graphs, specifically the identity-lens function and resulting Time/Identity-Varying Graphs under each identity mapping. We also defined methods for sampling the TIVGs into series of measurable static graphs and provided metrics over those representations. At the conference, we will present visualizations that represent each of our applications from the various perspectives, as well as the findings of these measures: to better understand the definition of marriage in Nauvoo and its relation to church formation, and to illuminate patterns in author and departmental co-citations.
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Rhyme is a key feature of many verse forms used throughout the history of English poetry. In its simplest forms, rhyme in English poetry can be understood as a connection between words at the end of lines of poetry, due to the similarity in the sounds of their final syllables. Rhyme suggests and enacts relationships between sound and sense in poetry: “the equivalence of the rhyme syllables or words on the phonic level implies a relation or likeness or difference on the semantic level” (Brogan et al., 2012). Internal rhyme can also connect words located elsewhere in the poetic line, although that is less common in English poetry. Rhyme connects lines of poetry through sound patterns which contribute to the tone, pace, and emotional effects of a poem. Because a common printing convention in the nineteenth century indented lines of poetry to match the rhyme scheme, rhyme was also a visual feature of printed poems, perceptible to the reader’s eye and cognition. Rhyme, along with meter, contributes to the memorable qualities of verse, and to the popularity of humorous forms like the limerick. Rhymed verse forms, such as the sonnet and ballad, were very popular in nineteenth-century British poetry, alongside unrhymed blank verse. Rhyme was used for different ideological and aesthetic purposes, as in the working-class ballads of the 1840s or Decadent revivals of French forms like the triolet and villanelle.

But the rules of rhyme are not fixed. Throughout the nineteenth century, poets and critics debated which kinds of rhymes were allowed in the best poetry. In particular, some critics argued that imperfect rhyme (also called near rhyme) was allowable because so many poets used such rhymes (such as “love” and “prove”), while others argued for a more restrictive definition of perfect rhyme. These debates about rhyme are part of larger nineteenth-century discourses about prosody, the patterning of sound in poetry. Recent work in nineteenth-century studies has focused on “historical poetics,” the examination of nineteenth-century theories of prosody and their cultural impact (Hall 2011, Martin 2012, Rudy 2009). Such scholarship complicates transhistorical definitions of lyric poetry and its formal features by demonstrating how “prosody provided a way of thinking, a method of protest, of scientific argument and investigation, of negotiating gender, class, and national structures” (Martin and Levin, 2011: 153). But too often this work in historical poetics remains focused on theory separate from poetic practice: Yopie Prins, for instance, says bluntly that “practical application is not the point of historical poetics. There are other, more interesting questions” which for her encompass the relationship of prosody to larger philosophical and scientific discourses (Prins, 2008: 233). This paper offers an alternative, computational approach to historical poetics that will not only further our understanding of nineteenth-century theories of rhyme but also of their relationship to actual poetic practice.

Rhyming dictionaries, which serve as a resource to writers seeking rhymes for their compositions, serve as an importance source for understanding the changing rules of rhyme in the nineteenth century. In the eighteenth century, Edward Bysshe’s The Art of English Poetry (1702) offered a small dictionary of rhymes, supplanted later in the century by John Walker’s A Dictionary of the English Language,
Answering at once the Purposes of Rhyming, Spelling, and Pronouncing, first published in 1775 with 41,000 words included in the rhyme dictionary. Walker’s dictionary was expanded and reprinted many times throughout the nineteenth and twentieth centuries, and it is mentioned in the letters and papers of many writers and poets as a standard text. But in the second half of the nineteenth century the popularity of poetry writing as a leisure activity among the growing middle class led to the publication of many new rhyme dictionaries, each of which offered different definitions of acceptable rhymes. These included J. E. Carpenter’s A Handbook of Poetry (1868); Tom Hood’s The Rules of Rhyme (1869), later republished as The Rhymester; Or, the Rules of Rhyme; the American writer Samuel W. Barnum’s A Vocabulary of English Rhymes, Arranged on a New Plan (1876); John Longmuir’s Rhythmlcal Index to the English Language (1877); R. F. Brewer’s Orthometry: A Treatise on the Art of Versification (1893); and Andrew Loring’s The Rhymester’s Lexicon (1905).

This paper presents my current work in progress in operationalizing these nineteenth-century rhyme dictionaries as R scripts that identify rhymes in poetic texts based on the rules of a specific dictionary. The entries in these rhyme dictionaries consist of rhyme syllables that serve as the entry headings, followed by a list of homophone syllables, and then examples of words that rhyme with the entry heading. The rhyme syllables and words listed may be subdivided into categories, such as perfect rhymes and imperfect or “allowable” rhymes. Many of the dictionaries provide supporting evidence for the use of imperfect rhymes in the form of quotations from the works of British poets. For this project, all of the rhyme syllables, rhyme words, and rhyme categories are stored in csv files for each dictionary, organized by entry headings. In the interest of fidelity to the original historical dictionaries, and to facilitate comparative analysis, conflicting entries have not been normalized. Thus one dictionary might give very different rhyme syllables or words for a given entry than those listed in another; it is precisely this kind of historical variation in the rules of rhyme that this project allows us to explore. The R package data.table facilitates querying and joining data files for multiple dictionaries so as to compare their entries for the same rhyme syllable.

The technical section of the paper describes the key components of these scripts:

- the last word of each line of the poem is extracted from the text and converted to reverse spelling;
- a series of regular expressions are used to enact the specific instructions each rhyme dictionary provides for its users to identify the rhyme syllable to look up, such as locating the vowel that precedes the consonant(s) of the final syllable (“ame”), unless the consonant(s) are preceded by a diphthong, in which case the first of the two diphthong vowels begins the rhyme syllable (“ound”);
- a hash lookup for each rhyme syllable to the selected dictionary returns the perfect rhyme syllables, perfect rhyme words, imperfect rhyme syllables (if given), and imperfect rhyme words (if given);
- matches among these returned values and the other rhyme syllables and words in the poem are sought; when located, a capital letter is used to mark the rhyme pattern, as is traditional in literary criticism (ABAB, etc);
- for those dictionaries that include imperfect rhymes, the ratio of perfect to imperfect rhymes in the poem is also recorded.

This project expands our understanding of nineteenth-century rhyme theory and practice in three ways: by enabling the identification of rhyme patterns in large sets of texts, we can expand our understanding of historical verse writing practices beyond canonical literary texts; by operationalizing the rules instantiated in different dictionaries, we can compare how they would have evaluated the rhymes chosen by particular poets; and by creating a database of the words included in these dictionaries, we can examine the consistency and variation of the recommended rhymes.

The final section of the paper presents a case study in the application of these scripts to literary texts, an analysis of the rhyme patterns used in the 1274 poems included in Edmund Clarence Stedman’s A Victorian Anthology 1837-1895 (1895), as a sample dataset of poetry produced during the time when these rhyme dictionaries were circulating and when these rhyme theories were debated. Examining the frequency of different rhyme patterns and the vocabulary of rhyme common in Victorian poetry opens up new paths for analyzing rhyme practice, rhyme theory, and the lexical fields generated by the use of rhyme. This project thus contributes to current work in nineteenth-century studies and historical poetics by computationally analyzing the theory offered by rhyme dictionaries with the actual practices of nineteenth-century poetry.
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In this paper we present a technique to enable the historical study of ideas instead of words. It aimed at assisting humanities scholars in overcoming the limitations of traditional keyword searching by making use of context-specific dictionaries. The elaboration of this technique was the result of a successful collaboration between the History Department of Utrecht University (UU) and the Research Department of the Koninklijke Bibliotheek, National Library of the Netherlands (KB), executed by the authors of this paper during Huijnen’s period as Researcher-in-residence at the KB in 2015.

The aim of this collaborative project was twofold: first, to create a method for dictionary extraction from a representative text corpus, based on existing methods and algorithms. Second, to find a way of executing dictionary searches in the KB’s digitized newspaper archive and visualizing the results. Both components of the project were tested and evaluated by means of a case study on the impact of American scientific management theories in Dutch public sphere during the first half of the 20th Century. Using the approach described here, we were able to discover and analyze shifts in the way the modernization of Dutch business and economy was discussed during this period. We would not have been able to achieve the same results by means of traditional historical scholarship alone.

Historical newspapers have traditionally been popular sources to study public mentalities and collective cultures within historical scholarship. At the same time, they have been known as notoriously time-consuming and complex to analyze. The recent digitization of newspapers and the use of computers to gain access to the growing mass of digital corpora of historical news media are altering the historian’s heuristic process in fundamental ways.

The large digitization project the Dutch National Library currently runs can illustrate this. Until now, the KB has made publicly available over 80 million historical newspaper articles from the last four centuries. Researchers (as well as the wider public) are able to do full-text searches in the entire repository of articles through the KB’s own online search interface Delpher (http://www.delpher.nl/kranten). Instead of manually skimming through a selected numbers of editions or volumes this functionality allows for the searching of particular (strings of) keywords within the entire corpus. As basic as it may seem, full-text searching completely overturns the way in which historians are used to approach newspapers. Instead of the successive top-down selections historians traditionally made in order to gradually isolate potentially interesting material, keyword searching treats the corpus as a singular bag of words and, therefore, enables researchers to immediately dive into the texts that meet their search criteria (Nicholson, 2013). At the same time, keyword searching has some serious shortcomings for the use in (cultural) historical research. Historians commonly work with texts, but are rarely interested in language per se. Rather, they use written or spoken sources (be it correspondence, literature, diaries, or news media) to gain access to past cultures, ideas, or mentalities. The things that historians are mostly interested in, are often not made explicit (e.g. the Enlightenment attitude, generational conflicts) and difficult to abstract into singular keywords (modernity, secularization). Doing historical research with keyword searching is like painting a canvas using felt-tip pens: it loses every inch of subtlety.

We have successfully developed a technique of dictionary extraction and searching to address this problem. The use of dictionaries is able to bring greater subtlety and diversity into digital historical scholarship. The more elaborate these dictionaries are, the more they overcome the contingency that comes with the use of singular keywords in search strategies. Several research projects that have incorporated the use of highly domain- and time-specific word-lists (‘dictionaries’), have already shown this. Text classification algorithms, for example, have helped find the most obvious indicator words for articles about strikes in the Dutch newspaper corpus (Van den Hoven et al., 2010). Implicit dictionaries based upon the MALLET (http://mallet.cs.umass.edu) package’s topic modeling functionality has assisted in finding Darwinian motives in Danish literature (Tangherlini and Leonard, 2013). Topic modeling was also used in building a neoliberalism dictionary to study Colin Crouch’s post-democracy thesis in German historical newspapers (Wiedemann et al., 2013; Wiedemann and Niekl, 2014).

From the wide variety of techniques scholars have developed to build and use dictionaries, this project found most inspiration in the topic modeling-based method of the ePol Projekt (Wiedemann and Niekl, 2014). However, rather than aiming at building an optimal infrastructure for dictionary extraction of our own, based on existing techniques, our project centered around practical usability. We sought to develop a (set of) tool(s) for working with dictionaries tailored to the computational expertise to be expected from, but also the specific needs of professional historians (and humanities scholars in general). One of the aims of the KB’s Researcher-in-residence program, in addition, is that resulting tools and techniques are usable.
by the wider public searching the National Library’s databases of historical newspapers, periodicals, and books. Our code is fully open source and can be found on GitHub (https://github.com/jlonij/keyword_generator). The ways in which we have tried to meet the specific demands this posed, can, in our view, be seen as exemplary for any Digital Humanities project aimed not at building highly specialized tools for individual projects, but at combining scholarly standards with the goal of generic usability.

There are a number of ways we have accounted for the targeted user groups in the development of our dictionary extraction and search techniques. On the one hand, for example, we aimed at agility and flexibility at the expense of the deployment of exhaustive computational means. Our algorithm is able to extract a dictionary of flexible length from a given source input of text files within minutes. Because the technique is intended for exploratory use, it is essential that iterations and experimentations are stimulated. Requiring too many preprocessing steps or demanding too much time would be counterproductive.

On the other hand, meeting the demands of tool criticism was crucial in every step of this project. Therefore, the risk of blackboxing was avoided wherever we could, while at the same time granting the user-expert as much control as possible. By varying the command, users decide over the segmentation of the source corpus, the number of topics to be generated, the number of words to be contained per topic, as well as the number of dictionary words required. Moreover, users may flexibly choose between Gensim’s (https://radimrehurek.com/gensim) and MALLET’s implementation of LDA, as well as a straightforward tf-idf implementation. When making use of one of the topic modeling packages, users are, just before the process of dictionary generation, given the option of excluding any number of (irrelevant) topics of choice from the equation.

An evaluation in terms of generic precision and recall for any of the variables is, in our view, contradictory to the principle of flexibility. Instead, we evaluated and improved the dictionary extraction by comparing automatically generated dictionaries with ones that were built manually, based on domain knowledge. Comparing the results of searches with different dictionaries in the KB’s digitized newspaper archive was used as an additional evaluation method: dictionaries could be compared in terms of the ranking of some key articles about a particular topic, since the archive’s Solr (http://lucene.apache.org/solr) search engine scores the results of an OR-query (the search string, in which we expressed the dictionaries) on the basis of the number of times query words appear in an article, amongst other things. The case study that was used to test, evaluate, and apply the tools and techniques under development was the impact of American scientific management ideas in the Netherlands since its introduction in the 1910s, our project presents a more differentiated picture. Dictionary searches in the KB’s newspaper corpus show how the use of words in public media connected to the sphere of scientific management (based on context-specific literature) waned after the WWII and how they made room for a new vocabulary belonging to a new era.

At the same time, this case study illustrates how digital techniques like ours bring about conceptual innovations in the study of history. After all, our case study shows that (combinations of) ordinary words (in this instance, for example, ‘time’, ‘work’, or ‘supervision’) are more distinguishing to trace discursive discontinuities than the ‘big’ words (like ‘taylorism’ or ‘neoliberalism’) that historians traditionally have focused on.
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Second World War on the Semantic Web

Data about wars is typically heterogeneous, distributed in the data silos of the fighting parties, multilingual, and often controversial depending on the political point of view. It is therefore hard for the historians to get a global picture of what has actually happened, to whom, where, when, and how. We argue that Semantic Web and Linked Data technologies are a very promising approach for modeling, harmonizing, and aggregating data about war history. Our goal is to make it possible, for both historians and laymen, to study history in a contextualized way where linked datasets enrich each other. The paper presents the in-use WarSampo⁷ system, where massive collections of heterogeneous data about the (Finnish) history of the Second World War are harmonized using an event-based approach, and provided as a Linked Open Data service for applications to use. As a use case, a semantic portal WarSampo providing six different perspectives to the war based on events is presented.

There are several projects publishing data about the World War I on the web, such as Europeana Collections 1914–1918⁵, 1914–1918 Online⁶, WW1 Discovery⁷, Out of the Trenches⁸, CENDARI⁹, Muninn⁸, and WW1LOD (Mäkelä et al., 2015). War history makes a promising use case for Linked Data because war data is heterogeneous, distributed in different countries and organizations, and written in different languages (Hyvönen, 2012). Using metadata, also different opinions and conflicting information about the war can be represented.

Many websites also publish information about the World War II, the largest global tragedy in human history, such as the World War II Database⁸ to name just one. However, such portal data is typically meant for human consumption, and there are only few works that deal with machine readable data about the WW2 for applications to use (Collins et al., 2005; de Boer et al., 2013).

Our work contributes to the related research above by initiating and fostering large scale LOD publication of WW2 data on the web, based on event-based data modeling. The idea is to publish Linked Open data, aggregated from distributed data silos, for Digital Humanities applications to use. In our case study, the data is related to the Finnish Winter War 1939–1940 against the Soviet attack, the Continuation War 1941–1944, where the occupied areas of the Winter War were temporarily regained by Finns, and the Lapland War 1944–1945, where the Finns pushed the German troops away from Lapland.

We first present and discuss the data modeling approach developed for the WarSampo LOD service. After this an application of the data, the WarSampo semantic portal, is presented where events are linked to related resources, such as photos, persons, and historical places. In conclusion, lessons learned are discussed and directions for further research pointed out.

The data service: modelling war events as Linked Data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Name</th>
<th>Providing organization</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Casualties of WW2</td>
<td>National Archives</td>
<td>95,000 death records</td>
</tr>
<tr>
<td>2</td>
<td>War diaries</td>
<td>National Archives</td>
<td>26,550 war diaries of army units</td>
</tr>
<tr>
<td>3</td>
<td>Photos &amp; films</td>
<td>Defence Forces &amp; Military Museum</td>
<td>160,000 photos &amp; films</td>
</tr>
<tr>
<td>4</td>
<td>Kaarleiai magazine articles</td>
<td>Bonnier &amp; The Assoc. for Military History in Finland</td>
<td>3,300 articles of veteran soldiers</td>
</tr>
<tr>
<td>5</td>
<td>Kaarleiai map names</td>
<td>National Land Survey</td>
<td>35,000 places of the annexed Kaarleia</td>
</tr>
<tr>
<td>6</td>
<td>Kaarleiai maps</td>
<td>National Land Survey</td>
<td>47 war time maps of Kaarleia aligned on modern maps</td>
</tr>
<tr>
<td>7</td>
<td>Organization cards</td>
<td>National Archives</td>
<td>War events of ca. 500 army units</td>
</tr>
<tr>
<td>8</td>
<td>War time events</td>
<td>Books etc.</td>
<td>11,500 war events in 1939-45</td>
</tr>
</tbody>
</table>

Table 1. Central datasets published and linked in WarSampo.
Data

The project deals initially with the datasets presented in Table 1. The casualties data (1) includes data about the deaths in action during the wars. War diaries (2) are digitized authentic documentations of the army unit actions in the frontiers. Photos and films (3) were taken during the war by the troops of the Defense Forces. The Kansa taisteli magazine (4) was published in 1957–1986; its articles contain mostly memories of the men that fought on the fronts. Karelian places (5) and maps (6) cover the war zone area in pre-war Finland that was finally annexed by the Soviet Union. Organization cards (7), written after the war, document events of military units during the war. War time events (8) extracted from various publications include, e.g., battles and political incidents. The data, over 5 million triples in total, has been transformed into RDF from database dumps, spreadsheets (CSV), and by applying OCR to documents. Named Entity Recognition (NER) techniques were used to link texts to data, e.g., to identify and disambiguate persons and places in the magazine articles and captions of the photos. In addition, new datasets are planned to be included in the system, such as the Finnish Broadcasting Company YLE’s audio and film material recorded during the war or related to it (“Living Archive”), and a database of prisoners of war.

Metadata models

CIDOC CRM\(^9\) is used as the harmonizing basis for modeling data, with events providing the semantic glue for data linking (Doerr, 2003). Our data model for WW1, presented in (Mäkelä et al., 2015), is used as the metadata model to start with. The model and data is documented at the data service\(^10\).

Domain ontologies

The data is annotated using a set of domain ontologies, including: 1) an ontology of the troops and their hierarchies, 2) persons with their ranks and roles, 3) place ontology of historical places, 4) event ontology of battles, politics, and other war time incidents, 5) an ontology of time periods, and 6) a subject matter ontology. Ontologies on objects such as weapons, aircraft, and vessels remain topics of possible future work.

All WarSampo datasets are available as Linked Open Data (LOD) at the “7-star” Linked Data Finland service\(^11\) (Hyvönen et al., 2014), based on Fuseki\(^12\) establishing the SPARQL endpoint, and with a Varnish Cache\(^13\) frontend for dereferencing URIs.

Application: perspectives to war history

The idea of the WarSampo portal is to provide a variety of different perspectives to war history. There are six perspectives available: Events, Persons, Army Units, Places, Kansa taisteli Magazine Articles, and Casualties (Hyvönen et al., 2016). The idea is that the perspectives enrich each other based on data linking.

Figure 1 illustrates the WarSampo Events perspective application to the WarSampo data. Events are displayed on a map, (a) in Fig. 1, and on a timeline (b) that shows here some events of the Winter War. When the user clicks on an event, it is highlighted (c), and the historical place, time span, type, and description for the selected event are displayed (d). Photographs related to the event (e) are also shown. The photographs are linked to events based on location and time. Furthermore, information about casualties during the time span visible on the timeline is shown alongside the event description (f), and the map (a) features a heatmap layer for a visualization of these deaths.

![Figure 1. Event perspective featuring a timeline and a map.](image)

The events can also be found and visualized through other perspectives. For example, in the Army Units perspective, the events in which a unit participated can be viewed on maps and in time, providing a kind of graphical activity summary of the unit. In the casualties perspective, military units of the dead soldiers are known, making it possible to sort out and visualize the personal war history of the casualties on historical maps that come from a yet another dataset in WarSampo.

The WarSampo semantic portal\(^14\) was published Nov 27, 2015 at and has had tens of thousands of users. It is implemented solely on the SPARQL endpoint of the WarSampo LOD data service.

Discussion

Our first experiments, as illustrated in Section 3, suggest that heterogeneous datasets of war history really can be interlinked with each other through events in ways that provide useful insights for the historians. We have also learned that even in the rural northern parts of Europe, massive amounts of WW2 data can be found. We have initially dealt with tens of thousands of people killed in action. However, there is also data available about hundreds of thousands of soldiers who survived the war. In addition to historians, WarSampo data is very interesting to the laymen, too: every soldier’s history is of interest at least to, e.g., his/her relatives. Managing the data, and providing it
for different user groups, suggests serious challenges when dealing with, e.g., the war in the central parts of Europe, where the amount of data is orders of magnitude larger than in Finland, multilingual, and distributed in different countries. For example, solving entity resolution problems regarding historical place names and person names can be hard. However, it seems that Linked Data is a promising way to tackle these challenges.

Our work is funded by the Ministry of Education and Culture and Finnish Cultural Foundation. Wikidata Finland project financed the alignment of the historical maps in WarSampo.
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Introduction

Dealing with historical geographic places (Southall et al., 2011) is important in museums, libraries, archives, and media companies, but challenging: 1) Historical places change in time. 2) It is difficult to understand the spatial and temporal context of the places. 3) Historical place names can often be seen only on historical maps. 4) Historical geographic data is scattered across multiple sources that can be incomplete and/or mutually conflicting. 5) To preserve semantic interoperability across Cultural Heritage (CH) datasets, there is a need to find out how the same place is represented in different repositories. 6) If a place is nowhere to be found—a situation quite common—there should be a mechanism to suggest and share new place concepts among the CH community.
Table 1. Datasets connected to Hipla.fi

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original Source</th>
<th>Place type</th>
<th>Size</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finnish Municipalities 1939–44</td>
<td>National Archives of Finland</td>
<td>Municipal</td>
<td>612</td>
<td>Finnish National Archives research project “Finland, prisoners of war and extraditions 1939–1955” produced a map application, from where the war time municipalities were obtained.</td>
</tr>
<tr>
<td>Karelian map names 1922–44</td>
<td>Jyrki Tiittanen / National Land Survey of Finland</td>
<td>village, house, etc.</td>
<td>34 938</td>
<td>Historical places in the Karelia region of Finland and Russia.</td>
</tr>
<tr>
<td>Finnish Geographic Names Registry</td>
<td>National Land Survey of Finland</td>
<td>61 place types</td>
<td>800 000</td>
<td>The place name dataset comprises natural and cultural names whose spelling has been checked by the Institute for the Languages of Finland.</td>
</tr>
<tr>
<td>The Getty Thesaurus of Geographic Names</td>
<td>J. Paul Getty Trust</td>
<td>1800 place types</td>
<td>2 156 896</td>
<td>TGN is a structured vocabulary containing names and other information about places. Names for a place may include names in the vernacular language, English, other languages, historical names, names and in natural order and inverted order. Among these names, one is flagged as the preferred name.</td>
</tr>
<tr>
<td>Senate atlas</td>
<td>National Archives of Finland</td>
<td>Map</td>
<td>414</td>
<td>Series of maps of Southern Finland drawn by the Russian Army topographic troops in the end of the 19th and the beginning of the 20th centuries in scale 1:21 000.</td>
</tr>
<tr>
<td>Karelian maps</td>
<td>National Land Survey of Finland</td>
<td>Map</td>
<td>47</td>
<td>The National Board of Survey and Topografiikunta produced four-colour topographic maps in scale 1:100 000 during 1928–1951.</td>
</tr>
</tbody>
</table>

To tackle these challenges, we have developed a Linked Open Data brokering service model HIPLA for using and maintaining historical place gazetteers and maps based on distributed SPARQL endpoints. Using Linked Data technologies, HIPLA provides a common search interface to historical geographic data like place names with coordinates and historical maps. Contextual information, e.g. historical events or photographs related to a geographic location, is provided to help the user to gain a deeper understanding of the historical place. HIPLA also serves as a sustainable and evolving repository of historical places by implementing Dynamic Ontology Services for Evolving Ontologies (Hyvönen et al., 2015). Cultural Heritage organizations can connect their legacy cataloguing systems to HIPLA using a widget or an API in the same vain as in the ONKI ontology service (Tuominen et al., 2009).

The general HIPLA model is being implemented to create and manage a national level gazetteer and map service Hipla.fi. Hipla.fi is based on four Finnish datasets in SPARQL endpoints totalling some 840,000 geocoded places, on 450 historical maps from two atlas series aligned on modern maps, and on the Getty Thesaurus of Geographic Names (TGN) SPARQL endpoint in the US.

This paper first presents Hipla.fi’s user groups (section 2) and the end-user interface (section 3), complementing the crowdsourcing view to the system (Hyvönen et al., 2015). Then the system architecture is outlined (section 4), and finally lessons learned are discussed (section 5). Hipla.fi is available at http://hipla.fi.

**HIPLA user groups**

The audiences of HIPLA are 1) collaborative geo-ontology developers, 2) cataloguers of historical content, 3) information searchers, and 4) application developers. For group 1 HIPLA facilitates a sustainable model for aggregating historical place names in shared data repositories as time goes by. For groups 2 and 3 HIPLA provides a combination of historical and contemporary maps, linked contextual data, and semantic federated search to find...
and understand historical places. User group 4 can utilize distributed SPARQL endpoints, URI resolving services, and an autocompletion text search widget.

Finding and understanding historical places in context

Federated search

Our first focus in developing Hipla.fi has been on modeling, storing, and searching Finnish place names in multiple SPARQL endpoints, and on displaying them on historical and contemporary maps. The datasets used are stored in separate RDF graphs, which makes it possible to offer dynamic selection of data sources for the user interface or external data consumers. Table 1 presents the datasets currently connected to Hipla.fi, most of them available on the Linked Data Finland platform (Hyvönen et al., 2014).

Figure 1 depicts the Hipla.fi user interface. For finding, disambiguating, and examining historical places, there is an autocompletion search input field (a). Place names can be searched from multiple SPARQL endpoints at the same time based on the user’s choice (checkboxes above (b)) with the following functionalities:

1. Hovering the cursor over the search results shows where the places are: the corresponding marker bounces on the map.
2. A click on a search result label opens the info window of the place, showing its context (c).
3. A click of the menu button on a result row (a) shows the place data in a Linked Data browser for investigating the data in detail.

Map-based multiple dataset browsing

If the user does not know the name of the place, but has some idea where the place is located, she can pan and zoom the map view to the area. After this it’s possible to use the “View all places on current map view” button. This way places from different datasets connected to Hipla.fi are rendered on the map, and the user can check if the place exists already in some of the datasets, and compare places in different gazetteers.

Fetch historical maps

The “Historical maps” tab (Figure 1 (b)) provides a list of old maps that intersect the current map view. The map images are fetched from the Hipla.fi’s Map Warper service and their metadata is queried with SPARQL from the map RDF graph of the HIPLA service. Each map has a checkbox for rendering the map on the main map view, a thumbnail image, information about map series, scale and type, and a link to view the map in Map Warper. All map series are visible by default, but with the series button it is possible to filter the maps by their series. Once one or more historical maps have been selected with the checkboxes, the opacity of the historical maps can be controlled with the slider that is located on the top right corner of the map. If the user pans or zooms the main map view, clicking the “Refresh map list” button updates the map list.

View contextual data

When the user selects a place, contextual data (Figure 1 (c)) is provided for connecting the place to other relevant data sources. This functionality is first piloted with the

Figure 1. Hipla.fi user interface
The Hipla.fi prototype is implemented using the Linked Data Finland platform (Hyvönen et al., 2014), based on Fuseki4 with a Varnish5 front end for serving the linked data. The end-user interface of Hipla.fi is a lightweight HTML5 single page map application, which provides access to multiple data sources with SPARQL queries and autocomplete search functionality using typeahead.js.6 Embedded Google Maps view is used to visualize historical places. Hipla.fi’s Map Warper is an instance of the open source Map Warper tool of the New York Public Library for georectifying old maps on top of modern ones.

Extend with new gazetteers

The HIPLA model is adaptable to various geographic data models and both contemporary and historical gazetteers. The only requirement is that the gazetteer is published in a SPARQL endpoint. Because there is no standard for how to express the temporal extent of spatial data, the spatial dimension of gazetteer data can be utilized in the user interface (e.g. when disambiguating place names) by individual configurations.

System architecture

Figure 2 depicts the components of the HIPLA model. The Hipla.fi prototype is implemented using the Linked Data Finland platform (Hyvönen et al., 2014), based on Fuseki4 with a Varnish5 front end for serving the linked data. The end-user interface of Hipla.fi is a lightweight HTML5 single page map application, which provides access to multiple data sources with SPARQL queries and autocomplete search functionality using typeahead.js.6 Embedded Google Maps view is used to visualize historical places. Hipla.fi’s Map Warper is an instance of the open source Map Warper tool of the New York Public Library for georectifying old maps on top of modern ones.

Related work and discussion

HIPLA is an ontology library service (d’Aguin and Noy, 2012) for historical places. Complementing traditional gazetteers, HIPLA not only publishes the data for humans but also for machines using the SPARQL endpoint API. In addition, historical maps and contextual linked data about the places are provided.

Thesauri of historical places, published as Linked Data, include the Getty TGN7 of some 1.5 million records,7 Pelagios: Enable Linked Ancient Geodata In Open Systems8, and Pleiades9. Pelagios and Pleiades are based on crowdsourcing volunteers’ work in ontology development. The novelty of HIPLA from a user interface viewpoint lays in the idea of combining multiple geographic data sources, offering a unified view for examining and comparing them. In addition, HIPLA makes it possible to crowdsource the creation of the gazetteer to cataloguers of Cultural Heritage content, as a side effect of their daily work, as discussed in Hyvönen et al., 2015.

The Historical Gazetteer of England’s Place-names10 is a service of over 4 million names that can be searched and viewed on modern maps as well as on historical ones. HIPLA has a similar local flavor focusing on places in Finland, but is based on Linked Open Data. OldMapsOnline11 is a search engine for finding historical maps covering a given area. In contrast to the systems above, HIPLA includes a map service for aligning and viewing georectified historical maps, as in the New York Public Library’s Chronology of Place gazetteer12. HIPLA also publishes the metadata of the historical maps as Linked Open Data and the dynamic and transparent selection of data sources makes it possible to understand the origins of the data.

Our research was supported by the Finnish Cultural Foundation and Wikidata Finland.
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The Wired! Lab for digital art history and visual culture at Duke University comprises a group of faculty, staff, and students engaged in applications of visualization methods to studies of material culture and art, architectural, and urban histories. Members of the lab collaborate to develop critical digital research employing 3D modeling, mapping, and database tools. Art historians and digital humanists work together to integrate both digital and art historical methodologies in lab courses and projects.

In the Wired! classroom’s collaborative teaching model, a digital humanist takes on a significant role in both course planning and implementation. She works with instructors, graduate assistants, and librarians to redesign syllabi and assignments for preexisting departmental courses that incorporate not only digital tools but also critical methods. She then attends class meetings to familiarize herself with courses’ art historical content; she delivers workshops on digital concepts and tools; and she works with instructors and students to establish project workflows, to troubleshoot technical issues, and to critique student work. For students, this kind of collaboration can provide opportunities to make intellectual connections across two modes of inquiry as they apply digital methodologies to art historical topics. For instructors, this collaboration can enrich pedagogical practice as digital methods present different possibilities for student engagement.

While some educators have focused on pedagogical challenges such as, “How does one teach students the
digital tools to address a wide variety of projects without neglecting traditional discipline-specific issues of research formulation and data collection?”, (Johanson and Sullivan et al., 2012) the Wired! Lab’s digital pedagogy focuses on only the digital knowledge required for a specific topic. This approach ensures that students intentionally engage art historical content via digital methods, prioritizing quality of digital interventions over quantity while also addressing very practical issues of scalability within a disciplinary context.

In this presentation, I will examine two cases in which Wired! Lab instructors and a digital humanist collaborated to design and implement project-based undergraduate courses. These examples will demonstrate how the different teaching teams worked in tandem to create these learning experiences and will discuss benefits and challenges of these pedagogical collaborations. I will also situate the Wired! Lab’s pedagogical work within the larger digital humanities and digital art history ecosystem.

Introduction to Art History

In Spring 2015, Professor Caroline Bruzelius implemented a team-based teaching approach for her Introduction to Art History course. Together, we worked with a graduate assistant and librarian to redesign the survey course and student projects. We all attended class meetings, we each taught aspects of the course, and we assessed student projects as a group. Combining our variant expertise, we created a course in which students employed a digital humanities approach to performing art historical critical analyses of spatial, temporal, and cultural relationships that influenced the movement of raw materials and cultural objects across ancient and medieval Western and Mediterranean societies. The digital tools we chose to use in the course were Neatline, a spatiotemporal exhibit builder, and Omeka, a collection management system in which Neatline operates. We implemented Neatline first for visualizing the syllabus and second for developing students’ visual narratives concerning specific pre-modern art historical objects and materials.

Fig. 1. Neatline syllabus for Introduction to Art History

The interactive visual syllabus (Fig. 1) introduces students to the course narrative: its units and lectures are
shown in time and space accompanied by contextual maps, specific geospatial points of reference, and other relevant multimedia including hyperlinks to important objects’ museum pages, lecture slides, and supplementary videos. The interactive visual syllabus makes explicit temporal, spatial, and cultural relationships that effected the development of art practices across pre-modern societies. Presenting the syllabus in Neatline also familiarized students with Neatline’s affordances and interface in preparation for creating their own Neatline projects, in which they used critical understandings of spatiotemporal narrative to develop cohesive art historical arguments concerning particular pre-modern objects, their making processes, political influences, and economic and environmental impacts.

Visualizing Venetian Art

Dr. Kristin Lanzoni’s upper level course on early modern Venetian art also employed a collaborative teaching model. She and I worked together to develop a syllabus and project in which students studied course material through processes of visualization. Students spent the semester not only learning about Venetian art, history, and culture but also working together to model a Venetian palace no longer extant and to design an immersive visual narrative about the palace’s political and cultural significance (Fig. 2). The students worked with tools ranging from Adobe Photoshop to SketchUp to Unity3D to visualize the palace.

As the semester progressed, Dr. Lanzoni and I worked closely with the students to troubleshoot a number of problems that arose as students strove to translate historical evidence into an historically informed 3D model. These issues stemmed from both primary sources, which give conflicting visual evidence for the palace’s scale and appearance, and digital tools, which present challenges for modeling non-rectilinear structures and force compromises with regard to levels of detail. Students had to make joint decisions regarding model and narrative designs based on both historical research and the digital tools’ affordances and limitations.

In both courses, students gained understandings of art historical topics through digital visualization processes. Wired! Lab teaching teams facilitate these types of learning experiences by combining their expertise in course design and implementation. While in the survey course, students were asked to create individual visual narrative projects, guided by an art historian, a graduate student, a librarian, and a digital humanist, the students in Visualizing Venetian Art worked together on a single topic from which their learning about early modern Venice radiated outward. While some digitally-inflected Wired! courses ask students to work individually, other courses model collaboration not only in the teaching but also in the learning. Overall, the majority of Wired! courses are not “Introduction to Digital Humanities” but rather art history courses redeveloped to integrate specific digital approaches that directly support course-specific content and disciplinary methods. The integration of a digital humanist in Wired! art history courses ensures that students’ digital projects are informed not only by disciplinary knowledge but also by critical approaches to digital methodologies.
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Motivation

Digital literary studies have embraced social network analysis as a powerful tool to formalize and analyze social networks in literary texts (Elson et al., 2010b, Hettinger et al., 2015). Extracting networks automatically from texts is still a challenging task with the following steps: identification of all character references (which is not identical to named entity recognition), coreference resolution (CR) and a final step defining the amount of interaction between the characters, for example by the amount of verbal exchanges or the co-occurrence in a text segment. In the following we will discuss different ways to solve this task using an annotated corpus of German novels. One of the related problems is the definition of an evaluation metric which connects the computational problem to literary concepts like “main characters” and “character constellation”. Our goal is to find the best way to capture the intuition behind these literary concepts in a formalized procedure. For this purpose we introduce a new way of evaluating automatically extracted networks. We make use of carefully created and revised summaries of German novels, provided by Kindler Literary Lexicon Online1. Besides, this work is to the best of our knowledge the first to compare different methods of creating and evaluating automatically extracted character networks.

Related Work

Social Network Analysis (SNA) is a well-established discipline, e.g. in the social sciences, which literary studies can apply for the analysis of character networks (Trilcke, 2013). Approaches to automatic extraction of SNs from literary text using NLP techniques have been manifold.

Most works start by identifying entities in the text and connect them via CR. Park et al. (Park et al., 2013) extract SNs based on proximity of names in the text and define a kernel function to distinguish protagonists from less important characters. Celikyilmaz et al. (Celikyilmaz et al., 2010) use an unsupervised actor-topic-model to create SNs from narratives. Elson et al. associate speakers with direct speech passages in novels (Elson et al., 2010a) and create SNs from the dialogues to validate literary hypotheses like whether the amount of dialogues is inversely proportional to the amount of characters that appear in the novel (Elson et al., 2010b).

Moreover, three end-to-end systems for the extraction and visualization of SNs from English literary texts already exist: PLOS (Waumans et al., 2015) works similarly to the approach by Elson et al. by creating networks from dialogue interactions. He et al. use their own speaker identification system to detect family connections between entities (He et al., 2013). SINNET by Agarwal et al. (Agarwal et al., 2013b) finds different types of directed events in a text and creates a directed SN from these events.

Data

This work is based on a corpus of 452 German novels from the TextGrid Digital Library2. Expert plot summaries from Kindlers Literary Lexicon Online are available for 215 of these novels. As the following experiments are partly based on direct speech, we analysed the novels with regard to the direct speech they contain. We selected 58 novels with the highest possible amount of direct speech for which there was also a summary on hand.

Those 58 novels have been split into tokens and sentences with OpenNLP3, POS-tagged and lemmatized by the TreeTagger (Schmid, 1995), further processed by the RFTagger (Schmid and Laws, 2008) and the morphological tagger from MATE-Tools4. Additionally, we use the dependency parser by Bohnet (Bohnet and Kuhn, 2012) to analyze the sentence structure. Named Entity Recognition is done with the tool by Jannidis et al. (Jannidis et al., 2015) and the rule-based component by Krug et al. is used for CR. The detection of the speaker and the addressee for each direct speech passage is also part of the CR (Krug et al., 2015). In the summaries from Kindler, Named Entities and Coreferences have been manually labeled by two annotators.

Methods

We use four different methods to identify the most central characters in the novels and evaluate their quality by comparison with the characters occurring in the Kindler summaries.

The first method relies only on the frequencies of the characters in the text: the most central characters are those appearing most often in the novel (coreferences resolved). The second methods counts only those entities that have at least once been detected as speaker or addressee of direct speech. The other methods each construct a different type of social network and make use of SNA to find the most central characters. The first network is based on occurrences of characters in the same window of text: an
edge between two characters exists if they are mentioned in the same paragraph and the weight of the edge is the number of paragraphs in which this is the case. The second network is created using the dialogue structure of the text. For each direct speech for which both speaker and addressee could be detected, an edge is drawn between those two. Longer dialogues consequently lead to higher edge weights between the participants. Thus, both network types are undirected and weighted. Examples for networks that were created with those methods are shown in Figure 1.

To identify the most central characters we use the weighted degree of each node (i.e. the sum of the weights of all edges incident to a node) in decreasing order. This metric is most intuitively interpretable with regard to the importance of characters in a fictional world.

In the following paragraph, we compare the rankings with the summaries and discuss possible sources of error and their influence on the results.

Figure 1: Automatically extracted SNs for Goethes: “Die Wahlverwandtschaften”. The left picture shows the ten most connected characters when an interaction is created for a common appearance in a paragraph. The right picture shows the corresponding network when only direct speech is used as interactions.

Evaluation

Evaluating automatically extracted SNs is not a trivial task and there are no established practices. Elson et al. (Elson et al., 2010b) validate literary hypotheses, (Park et al., 2013) and (Waumans et al., 2015) analyze typical distributions that they expect of literary character networks. Agarwal et al. (Agarwal et al., 2013a) evaluate a machine-generated network of Alice in Wonderland against a manually conceived version by comparing typical SNA metrics like different centrality measures.

Results and Discussion

Table 1 displays first results for the identification of main characters in novels. Nevertheless, none of the methods yields very high scores for this kind of evaluation. Interestingly, the simpler approaches seem to be suited well for the task.

The low values can be explained by a variety of errors which can be grouped in three categories. Firstly, a character might not be among the top 10 of the relaxed ranking from Kindler. If automatic matches to lower positions in the ranking are allowed, the score in Table 2 can be reached.

Table 1: Overview of the successfully matched entities between the two relaxed rankings from the summaries (gold_count, gold_order) and the generated relaxed rankings for the top 5 and the top 10 entities (DSN= Direct Speech Network; PN = Paragraph Network; DSC = Direct Speech Count; Count = simple frequency)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>DSN_5</th>
<th>DSN_10</th>
<th>PN_5</th>
<th>PN_10</th>
<th>DSC_5</th>
<th>DSC_10</th>
<th>Count_5</th>
<th>Count_10</th>
</tr>
</thead>
<tbody>
<tr>
<td>gold_count</td>
<td>40.5%</td>
<td>50.2%</td>
<td>39.3%</td>
<td>51.6%</td>
<td>38.9%</td>
<td>49.0%</td>
<td>40.1%</td>
<td>52.0%</td>
</tr>
<tr>
<td>gold_order</td>
<td>38.6%</td>
<td>45.1%</td>
<td>41.3%</td>
<td>48.6%</td>
<td>37.5%</td>
<td>45.3%</td>
<td>41.2%</td>
<td>48.5%</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of the matching, independent of the position in the automatic ranking

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>DSN_Max</th>
<th>PN_Max</th>
<th>DSC_Max</th>
<th>Count_Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>gold_count</td>
<td>55.1%</td>
<td>56.6%</td>
<td>53.8%</td>
<td>57.3%</td>
</tr>
<tr>
<td>gold_order</td>
<td>58.0%</td>
<td>64.7%</td>
<td>55.1%</td>
<td>64.7%</td>
</tr>
</tbody>
</table>

In this work, we want to compare the methods for identifying the most central characters as described in section 4. As a gold standard, we use the manually annotated Kindler summaries. The generated rankings for each novel, as well as the rankings from the summaries are first cleaned up so that only real names remain.

Our evaluation is based on the assumption that a summary contains all important characters. Since those summaries are carefully created and even revised by experts we propose that this assumption holds. For each summary, we create a ranking of the mentioned characters by [a] the number of occurrences (gold_count from here) and [b] the order of occurrence (gold_order from here). We relax the ranking assumption and only select the top 5 (top 10) figures from the summary rankings and compare them against the top 5 (top 10) characters in the automatically obtained rankings for the novels without respecting the particular ordering. If the name of a character from the gold standard is exactly found in an automatic ranking, there is a match. Table 1 shows the resulting correspondences with the two gold rankings, averaged over all 58 novels.
We can see that approximately 60% of the characters can now be matched unambiguously.

The highest percentage of errors is due to incorrectly resolved coreferences. Clusters of the same character that have not been merged during the CR do not only create redundant elements in the rankings, wrongly merged clusters also mean, that one character can never be matched correctly. If coreference errors are ignored, the results are as shown in table 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>DSN Maxcr</th>
<th>PN Maxcr</th>
<th>DSC Maxcr</th>
<th>Count Maxcr</th>
</tr>
</thead>
<tbody>
<tr>
<td>gold_count</td>
<td>79.7%</td>
<td>81.2%</td>
<td>78.8%</td>
<td>81.2%</td>
</tr>
<tr>
<td>gold_order</td>
<td>58.6%</td>
<td>65.3%</td>
<td>55.6%</td>
<td>65.3%</td>
</tr>
</tbody>
</table>

Table 3: Accuracy of the matching, independent of the position in the automatic ranking, CR errors ignored.

The third error type of originates from different spellings of the same name which make an unambiguous matching very difficult (e.g. “Amanzéi” vs. “Amanzei”, “Lenore” vs. “Leonore”). Those kinds of errors are caused by different encodings, since the novels and the summaries originate from separate sources. Further reasons which render the matching more difficult or impossible respectively are missing or incorrectly detected Named Entities. The error analysis shows that future improvements are especially needed for the CR or procedures which avoid CR, since those have a better chance to succeed.

Conclusion

In this paper we showed work in progress to extract SNs from German novels. We compared four different approaches to the identification of central characters and evaluated against manually annotated summaries. Two presented methods rely on direct speech, the other methods can be applied to any novel. At least for this task, the more challenging approaches of determining speaker and addressee of direct speech and creating networks from the resulting interactions did score slightly lower than the simpler approaches. To improve the results, future work especially needs to be invested into the creation of a less error-prone CR system.
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What is diplomatic culture or “rhetoric” and can we measure it?

This project is an attempt to understand quantitatively the language and structure of U.S. diplomacy as a bureaucratic institution through analysis of a large corpus of diplomatic papers. Since the “cultural turn” of History in the late twentieth century historians have produced cultural interpretations of American diplomacy that highlight gender and racial influences and justifications in diplomatic decision making but there have not been attempts to measure longue durée changes or to quantify them by a standardized measure. 1 This work hopes to fill this gap by introducing a new method of analyzing time-dependent bodies of text. I then apply these methods to a corpus of diplomatic papers to systematically chart changes in concepts and ideology detectable in diplomatic language.

The project has two aims. First, I am designing a method of measuring how a concept, as a fixed variable, evolves through a temporal corpus. Tools such as GloVe and Dynamic Topic Modeling are two existing approaches that can be used to understanding the linguistic shift and topic distributions over time. 2 I argue, however, that these tools are not adequate yet for time-sensitive tasks such as tracing concepts over time and attempt to design a new method optimized for this task. Second, mindful of the particular characteristics of this corpus as a set of diplomatic papers I want to apply the most appropriate methods of analysis and engage with the existing historiography on the Cold War to engage with claims historians have made about Cold War ideology. I am trying to answer: what is “Cold War rhetoric” in high level diplomacy? how did it evolve over the decades? and how did it become propagated within the diplomatic institution? I approach these questions from two methodological angles - networks and NLP.

Notes
1 http://kll-online.de
2 https://textgrid.de/digitale-bibliothek
3 https://opennlp.apache.org/
4 https://code.google.com/p/mate-tools/
The dataset for this analysis is the entire text corpus of the Foreign Relations of the United States (FRUS, 1861-1980), a collection of published declassified diplomatic papers. The FRUS collection is hand-curated by librarians at the Office of the Historian to be a representative and comprehensive sample of American diplomatic history and has been a dependable primary source base for historians and social scientists for decades. The document types include telegrams, airgrams, notes, and memoranda among others. Most documents have accompanying meta-data such as the name of the sender, name of the recipient, location of the sender, and date when applicable. So far, I have focused on a subset of this corpus, consisting of all papers from 1948 to 1980, to analyze the high Cold War era. This subset is also what is available in xml format online with hand-tagged meta-data and reliably edited text. About 92,000 documents were available for analysis.

A notable caveat of this work is that the corpus, while presumably a representative sample, is still a sample of non-random selection and could carry both deliberate and unintended biases of the librarians. The FRUS is a corpus that becomes publically accessible upon publication and has a fixed audience of social scholars. There is an inevitable feedback loop where the curators respond to the requests of the prime users of the collection such as adjusting the proportion of the most „useful” types of documents. For instance, as the Vietnam War is a highly contested field of scholarship curators may include a higher ratio of papers surrounding the Vietnam War thus distorting the overall representation of topics by exaggerating the war’s significance. This possible limitation is something to keep in mind throughout the analysis of this corpus.

Analysis

Descriptive summaries of the meta-data from the corpus shows several clear distributive patterns. From the total set of all documents 42,000 were correspondences (have to and from agents) from which I parsed all available meta-data (name of sender, name of recipient, location of sender, date) and made inferences on missing data based on historical knowledge. The results show that the Department of State (DOS) as a bureaucratic institution is highly centralized around key actors. Not surprisingly, the prime location of correspondence origin is Washington and its overwhelming predominance indicates that the DOS correspondence system was used for sharing information from the center to the peripheries. Similarly, the top senders of the correspondents were concentrated in high administrative positions – the Secretary of the State (SS), Department of State (DOS) administrative center, and the National Security Advisor (NSA). The individuals that have the highest correspondence authorship are therefore those who have held SS or NSA positions such as Dean Acheson (SS), John Foster Dulles (SS), Henry Kissinger (SS, NSA), and Walt Rostow (NSA). The top recipients of correspondences are also SS and DOS confirming a much bilateral relation between central and peripheral offices.

I then mapped the network structure of correspondences to make the problem of bureaucratic “culture” more concrete and visual. In this abstract, I have included images of correspondence networks from two discrete periods – when Kissinger served as Secretary of State from 1973-1977 and when Rostow served as National Security Adviser from 1966-1969. From the maps we can see the overall design of flow of information and transfer of knowledge based on the counts of correspondences and their directions. The
maps confirm that indeed the bulk of the correspondence happens bilaterally between top administrative posts and peripheral agents. For instance, the DOS acts as the center point of correspondence for all embassies placed abroad and NSA as that for Washington based lower ranking administrative posts, such as the Under Secretaries of State. Further, two distinct communities emerge within the U.S. diplomatic institution. In both images, one can discern that the DOS and NSA act as distinct and separate focal points while the SS connects the two camps of correspondence and acts as a bridging agent of the two communities.

With this structural framework, I am using a combination of NLP methods to trace given “concepts” to see how they have changed in meaning over time. I identify concepts as individual terms, such as “liberty,” or as a collection of related terms (topics). Word vectors are the most intuitive method of tracing changes in word meanings. Global vectors (GloVe) and other word vector models suppose a time stagnant corpus so I divided my corpus into decade-long chunks and worked with the assumption that language would not change in usage and meaning significantly enough to matter within ten-year time spans. My results comparing the nearing neighbors by Euclidean Distance of GloVe outputs of select concepts show there is a qualitative difference in conceptual meaning in the 1860s and 1950s. For instance, the concept „freedom” in the nineteenth century was associated with more poetic and romanticized terms such as „triumph” and „humanity” whereas a century later it came to be linked with legal and defensive terms such as „right” and „safeguard.” Historians would contextualize this phenomenon in the American Civil War and the Civil Rights respectively. Then a question arises: Were diplomatic agents using terms that reflect the popularized lingo of their time or were their propagating it themselves? Who, in the DOS, initiated the usage of these concepts in such ways? Can we use the networks mapped above for to interpret this?

**Discussion**

This is a work in progress and there is still much work to be done in finding and developing new tools appropriate for time sensitive text data. Given history is a study of change and its significance, it is imperative that we do not assume a static distribution of words across time, eliminating many otherwise useful NLP tools. While Dynamic Topic Modeling considers time as a variable, it constructs a fixed number of topics based on a collection of words making it less favorable for corpora with minimal predictability and pattern as diplomatic papers. Unlike academic journals such as Science as Blei and Lafferty have applied their modelling on, diplomatic papers are much less consistent in topics. I have also discovered based on my experience of implementing these tools on the FRUS corpus that because in diplomatic papers certain topics predominate discussions at certain dates, I need to be aware...
of isolating these topics from purely semantic changes. For instance, in the 1940s, “communism” is closest neighbor based on GloVe results to “chinese” or “ccp” because of the Chinese Communist Revolution of 1949, which does not yield any surprising result about the meaning of “communism” in diplomacy.
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Initiated in 2007, the project Corpus Coranicum of the Berlin-Brandenburg Academy of Sciences and Humanities aims at building a comprehensive digital information system by providing access to relevant materials for the history of the Qur’an such as digitized versions of the oldest Qur’anic manuscripts and their transliterations, comparisons of variant readings for each verse, texts from the environment of the Qur’an as well as providing commentaries for each sura, taking all the aforementioned elements into account. Both, manuscript evidence and variant readings, can be seen as the foundation for a future critical edition of the Qur’an. Following the German philological approaches to the history of the Qur’an before World War II such as the “Wissenschaft des Judentums” – a reform movement founded by Abraham Geiger (1810-1874) – and Gotthelf Bergsträßer’s (1886-1933) “Korankommission” of the Bavarian Academy of Sciences, the Qur’an project in Potsdam is working on implementing a sustainable solution for exploring the history of the Qur’an, this time digitally.

This information system does not confine itself to the digital reproduction of the holy text but utilizes international standards like XML, Unicode and TEI to ensure the long-term readability and archivability of the conducted research, text analyses and editorial efforts. The print edition of the Qur’an produced in Cairo in 1924 is used as a reference for the documentation of the material for the textual history, since that print had a tremendous influence on following prints during the 20th century. Following the analytical approach of Theodor Nöldeke (1856-1930), the project produces rich philological commentaries for each sura, exposing their chronological order and putting emphasis of the development of their literary forms across the 22 years of the prophet’s proclamation.

Viewing the Qur’an as a text proclaimed in Arabia in Late Antiquity, the Corpus Coranicum project provides access to a collection of testimonies labeled as “Texte aus der Umwelt des Korans” (“Texts from the Environment of the Qur’an”). There, texts in Hebrew, Syriac, Greek, Arabic, Ancient South Arabian, Ethiopian and others are being gathered, transcribed and translated, in order to highlight intersections and point out differences between and other documents from Late Antique culture, religions and traditions: Thus, the messages of the Qur’an can be viewed and understood in their respective contexts and in a new light.

Furthermore, the project gathers archeological evidence and conducts radiocarbon datings of Qur’anic parchments in an ongoing German-French cooperation (2011-2014 Coranica, from 2015-2018 Paleocoran) to contribute substantially to the understanding of the Qur’an’s history and the emergence of Islam. A joint goal of Corpus Coranicum and Paleocoran is to bring together all manuscripts that were originally kept in old Cairo and are now scattered around the world in a digital format for presenting them in their original form and order. On top of mere digitizations of the manuscripts, the Corpus Coranicum provides modernized transliterations of the original Arabic scripture. These transliterations are being shown in a self-developed font “Coranica” since other Arabic fonts like MS Typesetting or Amiri fail to display all the necessary characters occurring in the relevant texts of the project.

Next to commentaries, contextualization and analyzing
manuscripts, the Corpus Coranicum project is building a corpus of variant readings on a word-level. Since the earliest time, the various readers of the Qur'an have recited the text in their own way. For each sura, each verse and word-coordinate in the Qur'an, the project compares the variant readings according to the written source with each other in order to show the varying tradition and interpretation of the holy text.

With the variant data accumulated so far the variances cannot only be analyzed on a word-to-word basis, but they can also be utilized to compute a general similarity measure between readers of the Qur'an by mapping the variant readings into a vector space which can be represented as a multi-dimensional matrix. For each word occurring in the Qur'an, the Qur'an matrix is being assigned a dedicated row. Each variant reading of that word at this particular sura-verse-word-coordinate creates a column in that row, assigning the variant reading as its value. The same procedure is then applied to create matrices for each reader of the Qur'an. Whereas the Qur'an matrix can have multiple non-empty values in a row, a reader matrix can only have one: the corresponding coordinate of the variant reading the reader uses at that particular sura, verse and word position. Since the cutting angle between two vectors or matrices represents the similarity to each other, the Euclidian distance (see below) is being utilized to compute that similarity measure.

All the aforementioned branches of the Corpus Coranicum project, the history of the text, the manuscripts, analyses of variant readings, the literary and chronological commentary as well as the texts surrounding and having influenced the Qur'an are bundled together to develop a new perspective on the text. The website of the Corpus Coranicum goes beyond a traditional digital edition of the Qur'an and can better be described as a digital framework or digital information system for the Qur'an, as a variety of tools and different texts are present.

The project tries to pick up and go digitally beyond where German Qur'anic science tradition has left off. On top of the content created and functionalities implemented thus far, the projects aims at extending its range of features by providing internationalized versions of the website (English, French, Turkish) as well as integrating the Rafi Talmon (1948-2004, Arabist, University of Haifa) concordance to offer chrono-morphological and statistical analyses of the holy text.

The talk will give an overview about the current state of the project, will portray philological approaches and their technical applications as well as present results of the similarity computations mentioned above.
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**Introduction**

The so-called ‘web 2.0 revolution’ heralded in the middle of the last decade has so far neither replaced the author as the source of genuine creation nor turned conventional production processes in research and industry upside down. Rather than blurring the boundary between experts and amateurs, it questions the role of the institution as a source of authority by empowering individuals, small groups and communities (Wieneke 2010). Even today, institutions struggle to turn the productivity and impulses of their respective user communities into clear added value that benefits the institution and the community alike. In this paper we present and discuss our experiences in the development, implementation and management of user-created content built using the MyPublications tool on CVCE.eu. MyPublications enables users to create and publish their own enhanced publications using documents and resources on the European integration process available on CVCE.eu.

The CVCE’s goal is to contribute to a deeper understanding of European integration by developing a dedicated digital research infrastructure. One component of the infrastructure is a series of digital collections of publications (ePublications) on themes and topics associated with the European integration process, as curated by a researcher or team of researchers. The ePublications are themselves aggregations of diverse research objects (resources), including researcher-written contextual articles, historical documents, press articles, photographs, interactive diagrams and timelines as well as other multimedia material, each with a set of descriptive, publishable metadata and a unique and persistent identifier.

State-of-the-art ePublication frameworks are built upon a set of underlying principles encapsulated by the presentation of research knowledge alongside mechanisms for describing, sharing, discovering, reusing and repurposing the scientific content (Bechhofer, Roure et al., 2010). The CVCE’s publication model is no different. It encapsulates the following principles: (1) the ability to provide aggregations of content derived from many
different published objects; (2) the provision of a unique and persistent identifier, ensuring sustainability of access; (3) the possibility of tracing the steps a researcher took to produce the ePublication; (4) the potential to reuse objects in a different context; (5) the ability to change the way objects are used by repurposing them; (6) the ability to reuse objects in compliance with IPR constraints.

The current CVCE ePublication framework is expert-led, and research outputs are based on the centre's research questions and strategic topics. This approach leads to digital expert-curated ePublications based on themes and topics that are robust and reliable but — and this is both an advantage and a limitation — constrained by organisational priorities. On the other hand, the content itself can be combined and contextualised in different ways, both to highlight other perspectives and readings but also to address topics out of scope of the hosting institution. The challenge we face is therefore in the development of innovative tools and methods that offer new ways of reusing and repurposing historical objects by leveraging the potential of our user base to contribute knowledge themselves. This will in turn foster outputs that create a genuine surplus value for other users of the site by covering issues that we partially address or do not include at all.

The MyPublication tool empowers users to create tailor-made ePublications comprising resources in line with their personal needs, and encourages them to publish them on our website, thereby providing a plethora of different perspectives on the European integration process that ultimately enhance the value of our site for other users. The tool builds on the CVCE’s multilingual ePublication model and infrastructure for research, teaching and learning activities in European integration studies.

The tool

MyPublications is the first installment of the ‘Digital Toolbox’ at CVCE.eu. This suite of tools is designed to enable users to reuse or customise our resources for their own purposes. Using the MyPublications authoring tool, users can create ePublications that are personally curated collections of the many historical resources available on CVCE.eu alongside their own text, thoughts, ideas and critical analysis. The tool has been developed with the following workflow in mind: select, organise, structure, annotate, author (and edit), read, share and publish. The tool and its development are based on the CVCE’s experience in building and maintaining a previous application called ‘Albums’, which was widely used by the teaching and learning community for assignments (e.g. ‘build an album on the history of monetary union’) or to document ongoing research (e.g. ‘all resources related to the Rome Treaties’).

Once a user is logged into the Digital Toolbox, they can browse collections of objects (referred to as ‘resources’ in the tool) or use the search facility to find and select relevant resources and add them to ‘MyResources’. Users are then able to create a new publication using the MyPublication tool. They are asked to choose a cover picture, provide a short description and title and set the language. They then build a structure by creating subsections, add content to the different sections and write corresponding descriptions while being able to add, sort, organise and annotate the selected resources. Users can read the publication using a slideshow viewer, a simple interface that provides a sequential presentation of the narrative of an ePublication akin to a book. They can also share their publication with colleagues, peers and friends via a link. The publish/unpublish functionality enables users to make their publication accessible to the public in the MyPublications section of CVCE.eu (see figure 1). This should add new user-generated content to the research infrastructure.

Figure 1: The MyPublications tool. Empty authoring interface (top left), MyResources section (middle left), slideshow view (bottom left), Share feature (top right), overview of publicly available MyPublications (bottom right).

The platform

The current CVCE data repository and ePublication framework uses the Alfresco document management system to manage, store and retrieve a wide variety of historical resources on the European integration process, such as interviews, treaties, legislation, photographs and cartoons, from an extensive array of archives and media outlets. The frontend and backend applications have been implemented in Liferay using HTML 5, CSS and JavaScript.

MyPublications was developed using the iterative design methodology Scrum, an AGILE development approach. This approach enabled us to involve our users in the development process on an ongoing basis, avoiding the need to predefine requirements for complex functionalities. The interface was designed with a focus on usability.
Conclusion

The simplicity of MyPublications enables a straightforward process of authoring and content creation for users with varying levels of digital literacy. Such facilities within research infrastructures also have the potential to increase accessibility to and reuse of existing objects to create new content. The tool provides a pragmatic solution for resources that have complex restrictions with respect to their licences for use. The content on our site is hosted by the CVCE, and full licences for permission to use the material on CVCE.eu have been acquired, so scholars, teachers and learners can avoid all the common problems associated with the use of weakly licensed material or unsustainable, transitory URLs. The option of publishing the publications in the CVCE research infrastructure increases the usability of the resources by enabling individual users, in various guises, to actively contribute to an international research infrastructure.

Following the release of the final tool in autumn 2015, we will reflect during our presentation at DH2016 on our experience of maintaining the MyPublications tool and user-created publications while particularly emphasising our lessons learned: how far have we succeeded in mobilising our user base to create and publish MyPublications? Is the incentive of being able to use licensed material, therefore avoiding copyright restrictions, strong enough, or is this not relevant for our users? What kind of content have our users created? Has the focus been on the final outcome (e.g. those publishing their own research) or has the process of creation been more relevant for them (e.g. those completing class assignments)? What tensions do we encounter between the institutional perspective and our user base regarding different perspectives and topics? And finally, what are the practical trials and tribulations of integrating user-created content in an institutional context?
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The Canonical Text Services (CTS) protocol (Blackwell and Smith, 2014) offers the scholarly community a way to use URNs for referring to two categories of propositional objects commonly called texts: to their ideal representations, works, and their specific realizations, expressions (International Working Group on FRBR and CIDOC CRM Harmonisation, 2015). CTS URNs point to complete texts and their subdivisions, CTS has a potential to transform scholarly practices. It supports the migration of our interpretations and knowledge from print to digital. It also forces us to reconsider what exactly we are doing when we refer or cite. It could, eventually, integrate into our referring and citing machine-driven comparisons across multiple versions of texts.

The CTS protocol is currently implemented in two projects: the Homer Multitext (Dué and Ebbott, 2015) and
the Perseus Digital Library (Crane et al., 1987-). Both focus on texts which have traditionally been considered classical. Centuries, in some cases millennia, of appreciation and careful study have provided us with slightly different, but well-established citation schemes for such texts, and the main challenge to CTS up to now has been to reproduce these schemes. We put the protocol to a new test, by applying it to a non-canonical corpus of Latin texts published in the digital collection *Croatiae auctores Latini*, CroALa (Jovanović et al., 2009-).

CroALa collects and enables research of texts from a rich tradition of writing in Latin in Croatia. Latin was written through the Medieval and Early Modern periods up to modern times (our latest title is from 1984). The corpus includes a number of translations of Homeric poems into Latin, such as the partial one – an episode from the Iliad - by Janus Pannonius (1447), and a complete Iliad by Rajmund Kunić (1776). We wanted to connect CroALa manifestations (digital editions) of these expressions to the Iliad as work, thus making possible a connection to manifestations of its other expressions, published elsewhere – in our case, to the Greek editions published by the Homer Multitext.

The process involved three stages: making the CroALa texts canonically referable through XML catalog records, validating and verifying the prepared editions, and establishing connections between editions prepared by different projects.

**Homer Multitext** have produced URNs for each line of the Iliad as work; e. g. book 6, line 119 is described by urn:cts:greekLit:tlg0012.tlg001:6.119. A RDF triple connects this to URN of a line in the edition of the Venetus A codex (urn:cts:greekLit:tlg0012.tlg001:msA:6.119). Something similar is done for CroALa; you can see the work URN implied in the URN of a line our edition of Janus Pannonius’ Latin translation (which is an expression fragment): urn:cts:greekLit:tlg0012.tlg001.croala-lat01:6.119. The same work URN is also implied by a line in the edition of Rajmund Kunic’s complete Latin expression of the Iliad: urn:cts:greekLit:tlg0012.tlg001.croala-lat02:6.119.

The referencing happens through CTS Text Inventory (CTS TI), an XML catalog file. There Janus Pannonius’ text is described by the following fragment:

```xml
<textgroup projid="greekLit:tlg0012">
  <groupname><work projid="greekLit:tlg0012">
    <title>Iliad</title>
    <translation xml:lang="lat">
      urn:cts:greekLit:tlg0012.tlg001.croala-lat01
    </translation>
    <label xml:lang="lat">Diomedis et Glauci congressus</label>
    <description>Jan Pannonije [1447, Italia, Hungaria];
      Diomedis et Glauci congressus, versio electronica,
      ed. Samuel Teleki
      Alexander Kovaczi</description>
    <online docname="/db/repository/greekLit/tlg0012/tlg001/1
      tlg0012.tlg001.croala-lat01.xml">
      <citationMapping>
        <citation label="book">
          <div type="poesia-epica" and=
            "?w=7?" scope="/TEI/text/body">
            <citation label="line" xpath="/TEI/text/body/div[@type=
            "poesia-epica' and w=?i'"/>
          </citation>
        </citationMapping>
      </online>
      <translation>
        </work>
    </translation>
  </groupname>
</textgroup>
```

The TEI XML guidelines allow multiple ways of marking up text structures (Schmidt, 2014). Therefore the most important sections in the fragment above are the XPaths which describe locations of individual books and lines in our editions. Books and lines can be encoded in a different way, represented by different XML elements, but through CTS URNs we are still able to connect the corresponding points, just as we refer to the same verse in the Iliad-as-work regardless of the fact that it is realised (printed or written) on different pages in different editions (Manifestation Product Types).

Our descriptions have also to be checked for correctness. Here the Homer Multitext project also can help; they have developed an excellent system for automated validation of editorial descriptions. We are adapting this to ensure that everything works in CroALa CTS, that no errors are introduced during the encoding process. Validation happens in a Virtual Machine which ensures that the entire process is replicable (Smith, 2015). But, since faithful replication of the process will only faithfully replicate systematic errors, a validation system was developed to assess our work in a different method, independent of how it was created.

The system first tokenizes all of the words. Parsley, a parsing machine for Latin morphology (Schmidt, 2015), checks that all tokens are valid Latin forms. Personal and geographic named entities do not parse automatically, so the system analyzes these separately. Named entities are checked for consistent markup and for compliance with our authority lists. The tokens that do not parse at either of these stages are analyzed by a researcher.

What has been validated has also to be verified as correct; our validation system ensures that all the tokens are acceptable Latin forms, but researchers have to ultimately decide whether the forms were correctly used.

Forms that are identified as being invalid are analyzed further for encoding errors, incorrect entries, problems with the parsing machine. One of recurring problems
is that neo-Latin vocabulary is missing from the classical Latin dictionary used by the parser, so new words should be added to the lexicon. Even more numerous are neo-Latin forms that orthographically (sometimes morphologically too) violate classical Latin rules. Such forms have to be matched with the classical equivalents so that they can be accepted when the machine comes across these forms again. A similar approach would be required for all editions in which language differs markedly from the standard modern variant - e.g. for the Early Modern English as used in Shakespeare.

Once we have a text referenced by canonical URNs and tested as validated and verified CTS, we can serve the URNs and retrieve them from wherever we want. Connecting different editions - for example, linking Croatian Latin translations of Homer to editions of manuscripts prepared by the Homer Multitext project - is then a question of aligning the two sets of URNs. These aligned sets will enable us later, for example, to display in parallel the texts served behind each of them.

Though clear and simple in principle, the actual application of CTS to CroALa texts opened up a series of practical questions with certain theoretical implications. We mention only two.

First, a text and its translation are not always in a 1 : 1 relationship. A verse of the original can be rendered by verse and a half, or by a half verse, in the translation; a description (“Peleiades”) can be glossed (“Achilles”). This had to be taken into account. We had to introduce additional checks for translation alignments and establish a procedure for marking places where translation “shifts” equivalents forward or back in the textual structure (Latin equivalent of a Greek word appears elsewhere in the sentence, and therefore may appear in a different line).

Second, Croatian Latin translations of the Iliad are expressions of the Homeric work, but at the same time they themselves are of potential interest as authorial works, and they themselves exist in multiple manifestations (Kunić’s translation was published in Rome 1776, Venice 1784, Vienna 1784, Firenze 1831 and 1838). To enable detailed scholarly study of translation as a work, the system has to take into account this additional level of multiplicity: not only Homer Multitext, but also a Kunić Multitext (with the same underlying work).

Among the grand visions of digital humanities there is a dream of a world - or a space - in which different digital editions, carefully prepared, annotated and interpreted, mesh easily together, thus providing an especially rich and detailed groundwork for further annotations and interpretations. This space of interchangeability is today attained only rarely and with difficulty. The level of difficulty can be significantly lowered, as shown by CroALa’s successful implementation of CTS and its automated validation and verification processes. A further step towards interchangeability will be wider acceptance of a digital canonical reference system such as CTS. For this to happen, a series of applications and “recipes” for specific usage cases is needed. We hope to have offered one such recipe here.

**Bibliography**


---

**The Stanford Code Poetry Slam through Critical Code Studies**

Melissa Kagen
mkagen@stanford.edu
Stanford University, United States of America

This paper reports on, analyzes, and contextualizes a project I have co-founded and run since 2013, the Stanford Code Poetry Slam (tinyurl.com/codepoetryslam). This is a series of international contests in which we solicit code poetry, whatever that means to our submitters, and then curate the best works. At each event, the best submissions are then “slammed” by human performers and (often) simultaneously by the computer programs that run them. The project explores the performative potential of computer languages, situates itself within the growing discipline of critical code studies, and has produced some fascinating work. In this short paper, I’ll explain the project, analyze several of the poems as code and as poetry, and place the Stanford Code Poetry Slams in the context of recent conversations in critical code studies, particularly with reference to performance. How do humans perform code, and how does that differ from the way computers perform
it? The connective aspect, I will argue, is based in the languages code poets use to write their works, each of which afford different performative possibilities. Through a close analysis of the linguistic choices our authors made, I will show in this brief presentation some of the commonalities between critical code studies and translation studies.

Many of our code poets have written and performed works that reference older poetic movements or forms, repurposing them for a digital medium. In Zak Kain’s “Capsized,” written in beautifully descriptive CSS, you can see a clear reference to imagistic works like William Carlos Williams’s “The Red Wheelbarrow”; utilizing sparse but evocative descriptions, Kain’s poem paints a harsh picture and simultaneously comes off as jokey and whimsical. This duality illustrates a fascinating, secretive aspect to code poetry, where the tone and content of the poem can imply one reading and the very language in which it’s written (and the specific rules of that language) can inspire another reading entirely. In this case, the surrogate performer did a great job of presenting both aspects of the work, by starting sadly and then growing increasingly over-dramatic.

The code poem that won CPS 1.1 also played with performance to get across a profound point, in this case crossing seamlessly between aspects of performativity in digital, theatrical, religious, and social media realms. In “21st Century Prophecies,” Hunter Bacot wrote a poem that calls the most recent tweet from seven “Prophets” (famous twitter users with huge followings) and strings those tweets together into a list of “virtues.” In Keshav Dimri’s performance, each line was intoned with the solemnity of a sermon (“Let KingJames be added to the list of virtues!”) and the resulting poem (the 7 most recent tweets) was spoken like a biblical verse. “21st Century Prophecies” references movements like bricolage and found poetry by rearranging already extant text in new ways, and it gestures towards “Curation as Creation” and ideas found in the Digital Humanities Manifesto 2.0.

Other kinds of code poems make art out of the strenuous constraints imposed by coding languages, if one’s goal is to write a text that actually compiles. Constrained texts reference much more poetic forms, like the sonnet, which require following a complicated set of rules about syllabic stresses and end rhymes. Many Perl poets write this kinds of texts. One of our best examples was Mike Widner’s “A Pythonic Lament,” which prints out “Alas! Alas!” when run.

Finally, in linguistic double coding, a sentence is readable in multiple languages at once. “Jean put dire comment on tape” reads in English (albeit a little ungrammatically) and, in translation from French, says “Jean is able to say how one types.” Poems that are readable to humans and readable to computers perform a kind of cyborg double coding, and the ramifications of this possibility for translation studies are one of the themes the CPS series explores. Julian Bliss’ “Polymorphism,” the winning poem from CPS 2.0, took this idea to an incredible extreme, as he created a piece of text that, when compiled in multiple languages, produces a different poem in each. Moreover, each output poem parodies a clichéd English-language poem.

This presentation will analyze these and other works of code poetry we’ve slammed, showing how the languages in which they were written greatly affect their performative potential and demonstrate the performative nature of translation.
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As a subfield of the wider Digital Humanities, Digital History is concerned with the incorporation of digital methods in historical research practices. Digital History thus aims to do historical research using methods, concepts, or tools from other disciplines, making it a form of methodological interdisciplinarity (Klein, 2014). However, how this interdisciplinarity affects the practices of History historians, on the methodological and the epistemological levels, remains underexplored. The PhD research presented in this paper aims to address this question by investigating the interdisciplinary interactions in which historians take part.

Three forms of interaction are of interest for this research, which are not necessarily an exhaustive list of digital history interactions. These forms are not mutually exclusive, but occur interchangeably and simultaneously, or one form could lead to another:

1. Digital history as collaboration with, among others, the computer science discipline.
2. Digital history as end-users of tools.
3. Digital history as building tools independently.

In order to look into such interactions, this PhD research will employ Galison’s concept of trading zones, described as “an arena in which radically different activities could be locally, but not globally, coordinated” (Galison, 1996, p. 119).

When different groups interact with one another over a period of time in a trading zone, it is likely that the two groups will influence one another through acculturation: “the process by which the beliefs and practices of one community diffuse across the boundaries of another and subsequently alter the second community’s practices and interpretations” (Barley et al., 1988). At the community level, acculturation involves changes of social structures,
institutions, and cultural practices. At the individual level, it involves the behavioural repertoire of a person. By studying the acculturation of practitioners of digital history, as individuals and in groups, we may get a view of the types of trading zones and how these change over time. To model the different types of trading zones, we use three dimensions based on research by Berry (1997, 2005) and Collins et al. (2007):

1. Contact & Participation, i.e., how the two groups meet.
2. Cultural Maintenance (from homogeneous to heterogeneous), i.e., how the two groups define themselves and to what extent they aim to maintain their identity. On this scale, more homogeneous means the two groups become more alike to form a single group, while more heterogeneous means they remain two distinct groups.
3. Coercion (from collaborative to coercive), i.e., what the power relations in the trading zone are. On this scale, more collaborative means the two groups are both acting out of free will, while more coercive means one group is imposing practices upon the other.

The concept of trading zones has been used before to describe the digital humanities field. McCarty (2005) argues that humanities computing should rather be seen as a third space, neither belonging to one group nor the other, rendering it no longer a trading zone. However, in the terminology of Collins et al. (2007), this would constitute a collaborative-homogeneous trading zone, termed an inter-language. Svensson (2011, 2012a,b) suggests digital humanities is a collaborative-heterogeneous, termed fractioned, trading zone; a meeting place of two groups. Klein (2014) also describes digital humanities as a fractioned trading zone, and, like Svensson, emphasises that this may lead to a shared language, or jargon, between the different communities. Hunter (2014), without employing the concept of trading zones, describes digital humanities as a bridge or translation between two cultures, which we can describe as a collaborative-heterogeneous trading zone, termed interactional expertise. Rieder and Röhle (2012) use the concept to argue however that not the terminology of digital humanities constitutes a coercive-heterogeneous, termed enforced, trading zone. This is not to say that this is how digital humanities will always be, but Mounier argues this should be better understood before we can move further and perhaps diffuse new digital methods into the wider humanities.

However, what is striking about these discussions of digital humanities as trading zones is that very little research into the local practices has been done, with the exception of Hunter (2014) who does not actually employ the concept of trading zones. Instead, digital humanities is discussed as a global phenomenon; this is in contrast with the original use of the concept by Galison as described above. This paper aims to reintroduce the concept of trading zones to describe local phenomena of digital humanities.

To this end, this paper investigates local manifestations of trading zones in digital history using the three dimensions described above. The analysis focuses on the first form of interaction described above, collaboration, and is based on interviews with practitioners of digital history, i.e., historians, computer scientists, and other collaborators, focusing on the diverse aspects of interdisciplinary collaboration. The interviews cover five distinct subjects, which together give an insight into the trading zones from each interviewee’s perspective.

The first subject is that of boundary work, concerning how practitioners characterise their own discipline. Moreover, it is of interest how practitioners characterise the other disciplines in the collaboration. In previous research involving students of journalism, a lack of understanding what computer science is appeared to result in disinterest and performance anxiety (Cook, 2015). Furthermore, this subject covers the extent to which the practitioners aim to have their digital history research meet their discipline’s values. This subject thus not only works towards the Cultural Maintenance dimension, but also already gives hints towards the Coercion dimension regarding how interested practitioners are in the collaboration with the other discipline.

The second subject is the practice of research, the research activities. This concerns a description of their research, both within and outside the trading zone, and the tools potentially used at different steps in their process.

The third subject concerns their incentives for practising digital history. In previous research on the collaboration between earth scientists and computer scientists, it was found that the two groups had different incentives for the collaboration (Weedman, 1998). This difference introduced difficulties for the collaboration and impacted the understanding of the other discipline. This subject thus works towards the Coercion dimension.

The fourth subject concerns the organisation of the collaboration. This concerns how often the groups meet, and where they are located, e.g., is it a collaboration between different departments at different places (or in different countries), or a sharing of office space. This subject thus works towards the Contact & Participation dimension.

Finally, the fifth subject concerns the epistemological positions. A criticism in the digital humanities debate is the incorporation of different epistemological positions such as positivism or objectivism in humanities scholarship (Drucker, 2011, 2013). It is therefore of interest whether practitioners in the trading zone (unconsciously) shift their epistemological position. A first question concerns
their practice of reasoning: do they reason in a research question-driven deductive way, a more data-driven inductive way, or an abductive way to try to discover patterns (Dixon, 2012)? Other questions are related to epistemological positions. Roth and Roychoudhury (1994) developed a short qualitative questionnaire which allows to describe interviewees as more objectivist or more constructivist. Thus, this subject provides insight into the acculturation of practitioners, and works towards the Cultural Maintenance and Coercion dimensions on the epistemological level.

This paper will present preliminary findings of interviews held for this PhD research, focusing on the aspects of incentives and organisation. We will present a preliminary taxonomy of collaborations on the Contact & Participation dimension, and describe several digital history interactions on the Cultural Maintenance and Coercion dimensions. With these results, we aim to gain a better understanding of how digital history works as an interdisciplinary interaction, and how this impacts the practices of the involved groups and individuals.
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Introduction

The emergence and growing popularity of Linked Open Data (LOD) offers researchers a new range of possibilities when it comes to publishing datasets online (Hyvönen 2012, Oomen et al 2012); indeed not only does the success of LOD greatly facilitate the process of making scholarly data ac-
cessible and to a wider community but it also permits the enrichment of individual datasets by linking them to the other datasets available on the so called Linked Open Data Cloud. The advantages of Linked Open Data for teachers, academics and students in the humanities are obvious and are indeed manifold. However there is currently a paucity of linked open datasets in fields such as philology and literary studies, and in particular of datasets that deal with classical languages such as ancient Greek, Sanskrit, and Latin. This seems strange given the rich abundance of surviving works, of both a religious and secular character, that exist in those languages. A salient consideration here relates to the fact that even when such works have been digitised and made available in a format such as TEI-XML, a format which renders the structure and content of such texts more amenable to computer processing, the conversion of these resources into the Resource Data Framework (RDF), the standardised data model that underpins the Semantic Web, is not always straightforward.

In this article we describe ongoing work in the conversion of an important 19th century Ancient Greek resource the Liddell-Scott-Jones Lexicon, into RDF, part of a wider program of work that has been recently initiated at CNR-ILC in converting historical lexicons in languages such as Greek, Latin and Arabic into Linked Open Data.

Background

The Liddell-Scott-Jones lexicon (LSJ), or to give it its original title "A Greek-English lexicon", is a bilingual ancient Greek-English dictionary which since its first edition was published in the mid-nineteenth century has come to be regarded as amongst the most authoritative of modern day lexicographic resources dealing with the ancient Greek language, indeed it has the reputation of a standard in the field. As a result of its popularity the LSJ has been made available in a number of different versions differing in terms of the number of entries and the amount of data which they contain. For the work described in this paper we are using an abridged version of the LSJ which was originally published as "A Greek-English lexicon," but which is more colloquially known as the "Middle Liddell" (ML). Fig. 1 shows the lexical entry for ἀληθής in the ML. Entries in the ML are structured into different nested (sub-)senses, and each of these senses contain references (usually just the name of an author) attesting the use of the word as described in the sense's gloss.

There were a number of motivations for choosing the LSJ as a starting point of our work into converting legacy lexical resources into linked data: aside of course from the question of its historical importance and continuing influence in the field of philology. Firstly we felt that given the lack of ancient Greek lexical resources in linked open data -- at the time of writing the Linguistic Linked Open Data cloud (Chiarcos et al. 2011), that part of the LOD cloud that deals with linguistic data, contains no ancient Greek datasets -- there was an obvious necessity to ensure a presence on the cloud for a language that is absolutely foundational to the history of Western civilisation. Additionally there was also the challenge of converting a legacy resource like the LSJ which in its published form, and even in an abridged version like the ML, manages to condense a significant amount of lexical information in a relatively short amount of text, into linked data. In order to represent this information in the RDF model, and to stay close to the spirit of the Linked Open Data movement, a lot of what was implicit in the original text had to be teased out and rendered explicit.

Finally, one very important practical reason for choosing the ML was the fact that the conversion of the ML into XML using the TEI dictionary guidelines had already been carried out and made freely available under a creative commons license by the Perseus project (Crane et al. 2013). This obviously saved us the trouble of digitizing the text ourselves and meant that we could work from a source file that was already annotated for lexical entries, senses, translations, etc.

In Fig 2 below we present the TEI-XML encoding of the ML entry for ἀληθής from the Perseus XML version of the ML which we used as our source dataset.

Translating the Middle Liddell in RDF using lemon

For the conversion of the TEI-XML version of the ML we decided to use the lemon model for publishing lexicons in RDF (McCrae et al. 2011, McCrae et al 2012). lemon has...
by now become a de facto standard for converting lexico-graphic resources into RDF and has been used to convert a number of important lexical resources such as WordNet (McCrae 2014), UB (Eckle-Kohler et al 2014), Wiktionary (McCrae et al 2012), and Parole/Simple/Clips (Del Gratta et al 2015). The Linked Open Data movement emphasises the re-use of general vocabularies and models in order to ensure semantic interoperability between datasets. And so given the widespread use of lemon in converting lexical resources into RDF, and given the lack of a more specific alternative specifically tailored for lexigraphic resources like the ML, we decided to use it as the framework for our conversion. However using lemon for the conversion has not been without its challenges. One of the primary difficulties rests in the fact that lemon was originally intended as an onomasiological model, that is, it was designed with the perspective in mind of enriching an already existing ontological or conceptual resource with linguistic information (Cimiano et al 2013). However in our case we started out with a very rich lexical resource but without any particular pre-ordained ontological or conceptual datasets in mind to which to link it. In fact we are not currently using the lemon:reference relation to link our dataset to others.

The ML in particular and the LSJ more generally represent lexical resources that have a specific and relatively complex way of encoding information and that contain a lot of philological and historical data alongside or in addition to “pure” semantic information. Therefore in order to ensure a faithful translation we had to define a number of new classes and relations in addition to those in lemon. In what follows below we will briefly describe (most of) the additional classes and properties which were introduced in order to model the ML and which together make up the lemonLSJ module.

In Fig 4 we present an excerpt of the lemonLSJ RDF-Turtle encoding of the ML entry for ἀληθής with only two of the attached senses represented. Note that we have linked the second of the word senses in Fig 4 to instances in the VIAF dataset (in this case the entries for Herodotus and Homer).

The diagram in Fig. 5 shows how the nesting of senses is treated in the RDF encoding.

Conclusions and future work

In this paper we have briefly described ongoing work in the conversion of an ancient Greek-English lexicon into RDF. Currently we are manually checking the RDF triples resulting from our conversion scripts and we also plan to additionally link the senses to Princeton Wordnet synsets by checking similarity of the glosses to synset glosses. The resulting dataset will soon be made available as an RDF dump together with other lexical resources of ILC CNR.
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Introduction

Source criticism is a scholarly process fundamental to many disciplines of humanities, especially in historical studies. However, it is mainly designed for a traditional way of research, namely human scholars read a textual source without producing structured evidences for reuse. Our proposal is to extend the traditional methodology of source criticism to digital research infrastructure on which scholars records the reasoning process from evidences to
facts, and share them with other scholars so that the detail of the reasoning process can be transparently reproduced. Our approach, digital criticism, aims at realizing this idea on digital criticism platform (DCP) toward evidence-based digital humanities with the support of Semantic Web technology.

An evidence-based approach is also used in quantitative humanities, but digital criticism is a fundamentally different approach. Digital criticism focuses on reading sources in a critical manner, while quantitative humanities focuses on deriving numerical values from the collection of sources. Generally speaking, quantitative humanities tries to make abstraction of corpus through quantitative aggregation, while digital criticism tries to make critique of sources through digital analysis with support for the management of a layered abstraction process.

Figure 1 Schematic diagram of evidence network

Core concepts of digital criticism

The main contribution of the paper is evidence network on which digital criticism is performed. The network consists of four concepts, namely evidence, hypothesis, fact, and reliability. Those concepts have our own definition to organize the historical reasoning process into an explicit model.

1. Evidence is relationship between sources. If a photograph A takes the same scene with a photograph B, they are linked as an evidence with reproducible parameters of how photographs can be matched.
2. Hypothesis is relationship between historical concepts. If a ruin A and ruin B have different names but are believed to be the same ruins, they are linked as a hypothesis with supporting evidences and other descriptions on the reasoning process.
3. Fact is relationship between evidences and hypotheses to claim reusable knowledge for future research.
4. Reliability is an attribute of evidences and hypotheses to represent the degree of reliability estimated by the scholar on registration. Because the estimated reliability may be different for each scholar, evidences and hypotheses should always be linked to a user entity who made the action.

Figure 1 illustrates a schematic diagram of evidence network. A scholar can build up the network starting from each evidence and hypothesis. Another scholar who wants to reuse the knowledge can start from the fact, and track back to hypotheses and evidences to check the reliability of the reasoning process.

Digital Criticism Platform (DCP)

Evidence network is a directed graph with semantic annotation, and the graph structure is built using RDF (Resource Description Framework). Hence a search over a graph can be implemented using SPARQL, which is a query language for a RDF graph. To construct and study the evidence network, we develop Digital Criticism Platform (DCP) with three components, namely data repository, evidence tool, and inquiry tool as illustrated in Figure 2.

1. Data repository archives digital resources with unique IDs and metadata. We developed data repository using DSpace as infrastructure for its reliability and extensibility to Semantic Web environment.
2. Evidence tool works on various types of media for collecting evidences. We developed three tools, Mappining, Photofit, and MemoryHunt, for maps, photographs, and field work, respectively.
3. Inquiry tool is to study and sophisticate the evidence network using Semantic Web technology such as SPARQL. This component is now under study, and has not reached the development phase.

In the following, we focus on three evidence tools to describe more detail of the tools. Those tools should be integrated into data repository so that every evidence is registered as a part of evidence network. Three tools are already in operation, but only Photofit is fully integrated into data repository at the time of writing.

Mappining

Mappining (Kitamoto 2012) is a web-based tool for matching maps (Figure 3). This tool employs an idea of “interactive georeferencing” in contrast to geometric correction. Interactive georeferencing uses a pin to match two
maps at a single point, in a similar way of pinning cloths. When we put a pin, two maps scroll together, while when we release a pin, only one map scrolls. Using this interface, any point on a map can be matched with another map for overlay-based comparison. Interactive georeferencing is advantageous for reading sources because geometric distortion is not introduced. A pin is an evidence to claim that each point on a map represent the same location on earth.

**Photofit**

Photofit is a web-based tool for matching photographs (Figure 4). The target of the tool is two photographs taken from similar locations but different angles at different time. It allows planar shift and zooming transformation for two photographs to find the best match. On success, it is an evidence to claim that two photographs take the same scene or the same object. This evidence may lead to a new hypothesis on the identity of historical concepts when the captions of two photographs represent different historical concepts.

**MemoryHunt**

MemoryHunt (Kitamoto 2015) is a mobile app for matching a photograph with the real world (Figure 5). It shows a target photograph on the viewfinder of a smartphone camera with controllable transparency, and the task of a user is to find the same location and the same direction that the photograph was taken. On success, a mobile app can record the location and direction as metadata of the photograph. This may lead to an evidence between an object appearing in the photograph and one in the present world.

**Evidence network**

The purpose of digital criticism is to build an evidence network in which historical sources are linked through evidence nodes, and historical concepts are linked through hypothesis nodes to derive fact nodes supported by evidence and hypothesis nodes. We start by a bottom-up process of registering evidences and hypotheses which are still fragmented. We then switch to a top-down process of viewing a graph structure as a whole to discover unknown relationships. In the following, we use our past results on Silk Road ruins as case studies to check the validity of our approach. Due to the incompleteness of DCP, the following diagrams were manually drawn.

Figure 5 shows a simple evidence network. A photograph in a book is matched with another photograph in another book using Photofit, and an evidence node is added with transformation parameters. We also know that, through captions, each photograph represents a ruin known by different names. We then add a hypothesis node based on the above evidence to claim that two ruins known by different names are the same.

Figure 6 shows a complex evidence network. Multiple tools are used for matching multiple sources, such as Mappinning, Photofit, and Google Earth. The evidence network suggests relationship among a Buddhist ruin.
and a ruin known by the name Chikkan-kol and another ruin known by “七康湖遺跡.” This relationship was our discovery previously reported in a paper (Nishimura and Kitamoto 2010), but digital publishing in the form of evidence network offers clearer representation of a complex reasoning process.

![Figure 6 A simple evidence network](image)

![Figure 7 A complex evidence network](image)

**Conclusion**

We proposed digital criticism platform (DCP) as a model of source criticism on a digital platform. Digital criticism tries to simulate the traditional method of source criticism and extend it to take advantage of digital research infrastructure. Digital Criticism is the upgraded version of our past proposal on “data criticism” (Kitamoto and Nishimura 2014), after shifting research focus on the type of sources to the way of digital scholarship. The methodology of criticism is also investigated in different approaches, such as algorithmic criticism (Ramsay 2011).

Knowledge representation of historical evidences has a large number of related literature. In particular, Pasin proposed the usage of factoid model for accumulating evidences for prosopography in the linked data world (Pasin and Bradley 2013), and linked data is also used for places such as Pelagios (Isaken et al. 2014). We also use the same concept of linking entities and uses sources as evidences, but digital criticism focuses more on accumulating structured evidences and hypothetical links. Another important work for the refinement of evidence network is knowledge representation for argumentation, such as CRMinf argumentation model, an extension of CIDOC-CRM (Paveprime Ltd and collaborators 2015). Finally, we are yet to make choices on metadata standards or vocabularies, which are open questions.

The long-term goal is to design a digital publishing platform for evidence citation. Historical facts can be tracked to evidences to clarify the reliability of evidences that support historical facts. This leads to increased transparency of research, and to realize better data management planning.
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Introduction

An appeal to strengthen DH research using audiovisual collections has been repeatedly articulated in the DH community. Some of these collections are digitized museum collections of heritage objects. Many of these serve as repositories (sometimes for internal inventory purposes), some of the collections follow the rules of building digital scholarly editions and provide tools of analysis/summarizing and, sometimes, sources for critical interpretation.

Little is known, however about digitization practices within Museums in Russia, with no prior research into the number of Russian museum web sites, the amount of their collections digitized or put online or their digitization procedures. International research on digitization in museums has a comparatively long tradition and there is a significant literature on statistical data about digitization, digital preservation and online access to cultural heritage across Europe (ENUMERATE, 2015) and Northern America. Reports on digitization success stories in these geographical areas have been published (see among others ENUMERATE, 2015; Clough, 2013; Olsen, 2015) but there is no prior research regarding digitization uptake and practices in Russia.

This paper explores Russian museum digitization practices employing the standard method of surveying museums employed by the ENUMERATE project, allowing us to compare results to ENUMERATE. We also chose to augment our findings with the results from exploring the content of museum web sites to understand what parts of museum analogue collections are posted online. The paper seeks to answer a critical question about the size of digital collections as measured by the ratio of digital copies of unique museum objects to the number of unique objects from a museum collection (or the number of digital copies posted on the museum web site). We understand it very well that this can only serve as an imperfect proxy for digitization practices in Russian museums. However, in a situation when this is the only data that could be obtained, we judged it would be reasonable to start the discussion of digitization in Russian museums from this point.

Methods

In the early stages of our project we adapted the ENUMERATE questionnaire to our goals of obtaining answers from museum staff. We posted a survey with twelve questions online in October 2014 and we sent letters to 440 museums with a link to the survey. The email addresses were obtained from Museums of Russia web portal. The database lists 3063 Russian museums including data on the number of visitors per year, the year when a museum was established and the number of curators among its employees. Our sampling method was to choose 130 museums located in Moscow and Saint Petersburg and 310 museums located in provincial cities and smaller settlements. Each of the 80 administrative districts in the Russian Federation was represented by 3-6 museums with one or two of them belonging to the group with the number of visitors per year more than 50,000 people. The other two groups included small museums (the number of visitors per year was fewer than 15,000 people) and medium museums with the number of visitors between 15,000 and 50,000 per year. This gave us an appropriate...
sample of museums to begin to understand different museum digitization practices across Russia.

Our next step was to study the web sites of large provincial museums and medium-sized provincial museums for 58 administrative districts (116 provincial museums as a total). Nineteen web sites for large museums and 23 web sites for medium-sized museums in Moscow and Saint Petersburg were also studied. The number of digital images on museum web sites was compared with the number of unique objects in their collections as reported in the Museums of Russia database (Museums of Russia, 2015).

Results and discussion

The response rate for the survey was a disappointing 6% (30 memory institutions completed the questionnaire and answered the most important question about the size of their digital collection). Such a response rate was very low compared to 30% response rate for the survey of library digitization projects in the USA in 2004 (Boock and Vondracek, 2006) and 51% for European cultural institutions in May 2007 and May 2009 (Poll, 2010). This result though is consistent with the finding that other Russian surveys tend to demonstrate low response rates with some studies reporting low level of trust to surveys among respondents (Kalinin, 2012), which has important methodological implications for those carrying out research within Russia.

In Table 1 we summarize the results for the survey of museum digital collections. Absolute average of the proportion of an analogue collection that was reported digitized for the 30 museums in the sample was 18.3%, in line with the results from ENUMERATE survey for 2012 (ENUMERATE, 2014).

<table>
<thead>
<tr>
<th>ratio of digital images to unique objects (%)</th>
<th>number of museums in a sample</th>
<th>as % of a number of museums in a sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8</td>
<td>26.3</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>26.3</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>26.3</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>90</td>
<td>1</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 1. Distribution of parts of collection digitized (as reported by museums in our survey)

Tables 2, 3, 4, and 5 show the results for exploring the web sites of 158 Russian museums in the provinces and major cities to find out what parts of their analogue collections are posted online.

<table>
<thead>
<tr>
<th>% of digital images representing museum collections online</th>
<th>number of museums</th>
<th>as % of large provincial museums in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>from 0 to 0.1</td>
<td>27</td>
<td>47</td>
</tr>
<tr>
<td>from 0.1 to 0.98</td>
<td>14</td>
<td>25</td>
</tr>
<tr>
<td>from 1 to 10</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>more than 10</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2. Parts of museum analogue collections published online. Large provincial museums.

<table>
<thead>
<tr>
<th>% of digital images representing museum collections online</th>
<th>number of museums</th>
<th>as % of medium-sized provincial museums in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>from 0 to 0.1</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>from 0.1 to 0.98</td>
<td>21</td>
<td>36</td>
</tr>
<tr>
<td>from 1 to 10</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>more than 10</td>
<td>4</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3 Parts of museum analogue collections published online. Medium-sized provincial museums.

<table>
<thead>
<tr>
<th>% of digital images representing museum collections online</th>
<th>number of museums</th>
<th>as % of museums in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>from 0 to 0.1</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td>from 0.1 to 0.98</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>from 1 to 10</td>
<td>11</td>
<td>26</td>
</tr>
<tr>
<td>more than 10</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4 Parts of museum analogue collections published online. Museums in Moscow and Saint Petersburg.

<table>
<thead>
<tr>
<th>% of digital images representing museum collections online</th>
<th>number of museums</th>
<th>as % of museums in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>27</td>
<td>17</td>
</tr>
<tr>
<td>from 0 to 0.1</td>
<td>48</td>
<td>30</td>
</tr>
<tr>
<td>from 0.1 to 0.98</td>
<td>50</td>
<td>31</td>
</tr>
<tr>
<td>from 1 to 10</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>more than 10</td>
<td>7</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5 Parts of museum analogue collections published online. Overall results for 158 museums in the sample.

As shown in Table 5, a third of Russian museums in our sample publish less than 0.1% of their images online.
while another third of museums post digital images for a bigger part of their collection (but still less than 1%).

Large provincial museums are not enthusiastic about publishing their images online, with half of studied web sites demonstrating results which were lower than 0.1% of their analogue collections. Medium-sized museums show slightly better results, with a third of them displaying between 0.1 to 1% of their analogue collections online. They, however, have fewer objects to digitize and annotate. Museums in the two major cities seem more inclined to post their images online, with a quarter of museums publishing between 1% and 10% of their analogue collections on the Web.

Limitations

Unfortunately, the survey was designed so that respondents only had an opportunity to choose between 0% and 10% options when describing the parts of their analogue collections being digitized. This may have left many respondents with collections in between these figures indecisive on what option to choose, deteriorated the quality and accuracy of the results and may have influenced the response rate. The low response rate is also problematic, but, when combined with our survey of practice still gives us interesting insights to a hitherto undocumented area. Future work will be needed to work with museum bodies on gathering further data.

Conclusion

This work includes the survey results of thirty Russian museum digital collections to find out what part of their analogue collections is digitized. We also studied 158 museum web sites to count the number of digital images representing museum objects and to compare this number to the number of objects in the analogue collections. The average ratio of Russian museum digital collections in the sample of 30 museums compared to their analogue collections was 18.3%, which is in line with the results from the ENUMERATE project (ENUMERATE, 2014), and aligns the work of Russian museums to the rate of digitization across Europe.

We have shown that half of large provincial museums in Russia publish an insignificant number of their images on the Web, and further work will allow us to establish why this is the case. Also (at a time when European Museums are being encouraged to adopt the Open Licensing Agenda), further work will pursue the opportunities of sharing digitized collections within Russian legislation.
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1 Museums of Russia web portal (http://www.museum.ru) includes detailed information on 3063 Russian museums, ranks their web sites, posts news, discussion threads and announcements for curators. Online since 1996, it was initiated by the State Darwin Museum and supported by the RF Ministry of Culture (see also Mikhailovskaya and Nasedkin 2002).
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Adolfsen, 2008), to track where their digital content is being reused (Navarrete Hernández, 2014) or to understand the query’s users perform in search systems by analysing the log files (Batista and Silva, 2002; Huurnink, 2010). In this type of research, the website is the central research object providing traces that Menchen-Trevino (2013) calls ‘Horizontal Data sets’. These contain data that are ‘organized around a specific type of trace, for example search terms, web browsing log files, tweets, hashtags, likes or friend and follower ties’ (Menchen-Trevino, 2013: 331). An advantage of using this type of data is that they are not obtrusive to the respondents since they are created automatically as users are surfing the web. However, this also leads to an ethical disadvantage since users are not aware that their online behaviour is being examined, nor could they give their consent to have their data being analysed. While Horizontal Data Sets are organized around one type of trace, Vertical Data Sets are organized around research participants that deliberately ‘give permission for researchers to collect their digital traces’ (Menchen-Trevino, 2013: 331).

Since mid-1990s, commercial research agencies have started to collect these types of vertical data by building tools and panels of respondents whose online behaviour is monitored 24/7 to provide data on usage across media and purchase behaviour (Coffey, 2001; Napoli, 2010; Taneja and Mamoria, 2012). Similar to television viewing rates, these lists are mainly created to gain more insight in the background of website visitors in order to provide potential advertisers with information on how to reach their online target audience in the best possible manner. Obviously these commercial research data contain very rich information, also for academics who are interested in collecting real-world Web use data. However, apart from lists of the most popular domains that are published as open data by companies such as Alexa and SimilarWeb¹, data containing information about visits to each individual page and information about the background of the panel is not available. Main arguments of commercial agencies to not collaborate with scholars is to ensure the confidentiality of their respondents’ identity and to prevent scholars to gain insight into the techniques applied by the companies.

Nevertheless, researchers in a variety of disciplines are interested in tracking online behaviour in a real-world situation. Especially in the communications science realm, scholars experimented with several techniques of tracking people’s online behaviour (Ebersole, 2000; Tewksbury, 2003; Findahl et al., 2013; Findahl, 2009; Munson et al., 2013; Damme et al., 2015; Menchen-Trevino and Karr, 2012). Striking about these pioneering monitoring studies is its multi-method approach. By default each does not only monitor web use but also compares its outcome with either survey, diary or interview data. By triangulating the results, these researchers try to overcome the critique on classic studies on media consumption that often deploy either surveys or diaries registering self-reported media behaviour (e.g. Van Cauwenberge, d’Haenens and Beentjes, 2010; Schröder and Kobbernagel, 2010; Taneja et al., 2011; Reuters Institute for the Study of Journalism, 2015). These methods strongly rely on the memory of the participants while several scholars found respondents often overestimate their media use (Ebersole, 2000; Prior, 2009; Robinson, 1985). Furthermore, since filling in diaries and surveys on news consumption is very labour-intensive, its outcomes mainly focus on when media have been consumed or on which devices, while it remains unclear what has been consumed. One way to gain insight in the consumed news content is focus on metrics of individual news organisations (Batista and Silva, 2002; Boczkwoski et al., 2011; Lee et al., 2012; Usher, 2013) or the most clicked items (e.g. Boczkwoski et al., 2011; Karlsson and Clerwall, 2013; Lee et al., 2012; Nederlandse Nieuwsmonitor, 2013). However, given the focus of these studies on individual websites or most-clicked articles it remains unknown which genres of news websites constitute users’ 24/7 news menu. Do they e.g. visit news about sports mainly in the morning and news on politics mainly during the evening? Taneja at el. (2012) tried to overcome this problem by literally following 495 users throughout an entire day. However, even with this labour-intensive fieldwork it proved not to be possible to incorporate the genres of consumed news items.

Web monitoring tools such as the above mentioned examples, now offer a less labour-intensive and more precise way of registering digitally consumed news items. By deploying these techniques, we could overcome the knowledge gap of the 24/7 news consumption menu. Therefore, we created the Newstracker, a custom built system that collects web activities of specified and authenticated users, cleans the data by removing non-relevant data, extracts the associated content and stores this as a new dataset to be used for analysis. While most existing online tracking studies mainly report the visited websites, our set-up goes two steps further. We did not only monitor the website titles but also the actual visited URLs and crawled all textual and visual contents of the visited websites. Since one of the problems when monitoring a person’s online behaviour is the magnitude of the data that is being collected (Batista and Silva, 2002; Manovich, 2012; Vicente-Marino, 2013: 43), we deployed automated content analyses techniques (Atteveldt, 2008; et al., 2012) to detect the topics that are being discussed in the news items. This enabled us to calculate the topical online news consumption during the day.

In this paper we will describe the set-up of ‘The Newstracker’ in a study on the online news consumption of a group of young Dutch news users and its applicability for other types of Digital Humanities research such as user studies focussing on formulating requirements based on existing user behaviour. We will demonstrate the workflow of the Newstracker and how we designed the data collection and pre-processing phase (see figure 1).
We will end our paper with discussing its limitations by stressing the need for a multifacet method study design when aiming not only to register but also to understand online user behaviour.
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In this paper I will showcase the results of topic-modelling research undertaken during my 2015 visiting fellowship at Victoria University Wellington (VUW), New Zealand. This research was undertaken in collaboration with staff at the Alexander Turnbull Library, National Library of New Zealand (ATL), and was subsequently applied to the Open Philology Project (OPP) in the Department of Digital Humanities at the University of Leipzig, Germany, and to Classical Persian corpora in collaboration with the Roshan Institute for Persian Studies at the University of Maryland (UMD), USA. The paper emphasizes how humanities researchers, even those who do not have deep scripting knowledge, can be enabled not only to understand, but also to modify the topic-modelling process, adapt it to their corpus- or language-specific needs, and then use the results of this process for further qualitative research. Topic-modelling in digital humanities research is a means to an end that should always help to answer a specific research question. In this way the paper follows an alternative route to previous interactive topic-modelling research, for example Hu et al. (2014) at the University of Maryland. Instead of asking how the method of topic-modelling can be improved by user-input, the author of this paper focuses on the ways in which we can improve the results of topic-modelling while also improving the humanities researcher’s understanding of the method and its variables.

After a brief introduction to the research projects in Wellington and Leipzig and to topic-modelling itself, the paper will summarize the limitations of topic-modelling with special emphasis on how to determine an ideal number of topics, as well as a short discussion of morphosyntactic normalization and the use of stop-words. It will then suggest a researcher-focused method of addressing these limitations and challenges in topic-modelling by introducing the Shiny topic-modelling application developed by the author based on R, Shiny, and J. Chang’s LDA library and C. Sievert’s LDAvis library. The paper will then briefly demonstrate the applicability to the different use-cases at ATL and OPP, which deal with very different fields and languages, including English, Latin, Ancient Greek, Classical Arabic and Persian. The paper will finish by stressing how digital humanities research results and practices can be improved by enabling humanities researchers who focus on more traditional and qualitative analyses of the corpora to use the quantitative method of topic-modelling as a macro-scope and faceting tool; effectively calling humanities researchers back to their driving seats.

Figure 1: Percentage of earthquake-related articles and cartoons published in three New Zealand newspapers in the period from December 2010 to December 2011 generated using LDA-topic modelling. Also showing combined earthquake score.

During my research stay at VUW I worked with the Research Librarian for cartoons at ATL, Dr Melinda Johnston, on a mixed-methods-based analysis of the reactions of cartoonists and New Zealand print publications to the Canterbury Earthquakes in 2010 and 2011. ATL is part of the National Library of New Zealand, an institution that is interested in making the country’s cultural heritage more accessible to a digital audience and researchers. Within the short project I attempted to automatize the detection and analysis of cartoon descriptions created by ATL and over 100,000 abstracts produced by Index New Zealand.
all items were published between September 2010 and January 2014. The INNZ-data could be retrieved as a double-zipped XML file from INNZ’s webpage and ATL’s item descriptions could be queried using the Digital New Zealand (DNZ) API. During the project it became apparent how a topic-modelling approach, first applied by the author in VUW’s Digital Colenso project, could considerably speed up the finding of earthquake-related descriptions and abstracts.

The results were so impressive (see e.g. Figure 1 and forthcoming article by Johnston, M. and Koentges, T. in Alexandria: The Journal of National and International Library and Information Issues) that the author decided to apply it to Latin and Greek literature in Leipzig’s OPP project. OPP has a text collection of over 60 million Greek and Latin words, and has recently begun to add Classical Persian and Arabic texts. It is one of the core interests of OPP to produce methods that can compete with more traditional approaches and that can swiftly generate results on big data. OPP is maintained and organized using eXistDB, the CTS/CITE-Architecture developed by the Homer Multitext Project, and additional web-based tools and services, including GitHub repositories and Morpheus, a Greek and Latin morpho-syntactic analyzer. This structure enables researchers to use a CTS-API to retrieve their desired text-corpora or specific texts. In a first evaluation run of the topic-modeller, 30,000 Classical Arabic biographies have been used (see Figure 2).

In both research institutions, OPP and ATL, researchers applying more qualitative methods complemented the process and evaluated results. In what follows the quantitative method topic-modelling will be explained briefly.

Topic-modelling is “a method for finding and tracing clusters of words (called “topics” in shorthand) in large bodies of texts” (M. Posner, 2012). A topic can be described as a recurring pattern of co-occurring words (M. Brett, 2012). Topic models are probabilistic models that are often based on the number of topics in the corpus being assumed and fixed (D. Bley, 2012). The simplest and probably one of the most frequently applied topic models is the latent Dirichlet allocation (LDA). Success and results of LDA rely on a number of apriori-set variables: for instance, the number of topics assumed in the corpus, the number of iterations of the modelling process, the decision for or against morpho-syntactic normalisation of the research corpus, and how stop-words are implemented in the process. Furthermore, its interpretation is often influenced by how the topics are graphically represented and how the words of each topic are displayed.

While Sievert has found already a very convincing solution for the latter (2014), the former is often out of the hands of the qualitative traditional researcher and any bigger modifications would have to be implemented by a computer-savy researcher. However, topic-modelling is often not an end in itself, rather it is a tool used to help answer a specific humanities research question or to facet

Figure 2: LDAvis visualization of the result of an LDA-topic model of 30,000 Classical Arabic biographies, showing a topic that can be used to detect biographies of women.
large text-corpora so that further methods can be applied to a much smaller selection of texts. Traditional researchers often have to continue to work with topic-modelling results, but may not always be aware of the bias that the apriori-set variables have brought into the selection process. One possible way to bridge this gap between researcher and method is to involve the qualitative researcher earlier by providing them with agency in the topic-modelling process.

The author of this paper used R and the web-application framework Shiny to combine Chang's LDA- and Sievert's LDAvis-libraries with DNZ/CTS API requests and language-specific handling of the text data to create a graphical user interface (GUI) that enables researchers to find, topic-model, and browse texts in the collections of ATL, INNZ, OPP, and UMD. They can then export their produced corpus and model, so they can apply qualitative methods on a precise facet of a large text corpora, rather than the whole text corpora itself, which contains texts that are irrelevant for answering the researcher's specific research question. On the left side of the GUI, the researcher can set the following variables: a) search term(s) or CTS-URN(s); b) the source-collection; c) certain stopword lists or processes; d) additional stop-words; e) the number of topics; and f) the number of terms shown for each topic in the visualization. The application then generates the necessary API-requests, normalizes the text as desired by the researcher, applies Chang's LDA-library, and finally presents a D3 visualization of the topics, their relationship to each other, and their terms using Sievert's LDAvis and dimension reduction via Jensen-Shannon Divergence & Principal Components as implemented in LDAvis. The researcher can then directly and visually evaluate the success of their topic-modelling and use the settings on the left like the settings of a microscope to focus on certain significant relationships of word co-occurrences within the corpus. Once they have focused their research tool, they can then export visualizations, topics, and their corpus for further research (see Figure 3) and teaching (see Figure 4).

The approach also enables educators to use the topic-modelling results to identify sight-readings for language-teaching purposes. The passages are paired based on the profile of their document-topic values and Perseid's Morpheus API is used to mark vocabulary not-yet-known by the learners. Unknown vocabulary links to an online dictionary, using markdown (see Figure 4).

The author hopes that this paper demonstrates how topic-modelling, in all its complexity, can be opened up to, and positively influenced by, more traditional researchers without advanced computer skills, enabling them to answer specific research questions based on large text corpora.
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Regional newspapers’ periodicals hold a firm place in the humanities among the sources of studying the First World War and its impact on the state and development of the countries and nations in the early 20th century. This kind of sources is especially significant at the level of micro-history and history of everyday life. At the same time, it is complicated to put provincial periodicals into scientific circulation due to problems of access, preservation, organization as well as effective search and analysis of information (Kornienko and Gagarina, 2015).

The source-oriented information system “The First World War in Perm Provincial Periodicals” (http://perm-newspapers.ru/) is an integrated solution to identify problems based on approaches, methods and technologies of Digital Humanities in general and Digital History in particular. The project is realized in the laboratory of historical and political information science of Perm State University in cooperation with the Perm Regional Museum (Russia).

The information system provides free access for scholars to images and full-texts of ten newspapers collections published in Perm province during the First World War. There are more than 2500 issues. Publications cover periods of Imperial Russia, the 1917 Revolution and the Civil War and represent different ideological political movements. These editions include:

- official periodicals of provincial administration of Imperial Russia: “Пермские губернские ведомости” (“Perm Province Bulletin”);
- official periodicals of the 1917 Revolution and the Provisional Government period: “Вестник Пермского края” (“Herald of Perm Region”), “Пермский вестник Временного правительства” (“Perm Herald of Provisional Government”);
- official newspapers of various levels councils:
  - provincial level: “Известия Пермского губернского комитета” (“News of Perm Provincial Committee”);
  - branch level: “Известия исполнительного комитета Совета железнодорожных депутатов Пермской железной дороги” (“Proceedings of the Executive Committee of the Board of Railway Deputies of Perm Railroad”);
  - district (uezd) level: “Известия Осинского исполнительного комитета Совета крестьянских, рабочих и солдатских депутатов” (“News of Osa Executive Committee of Peasants, Workers and Soldiers Deputies”);
- official gazette of the Perm Province Zemstvo: “Пермская земская неделя” (“Perm Zemstvo Week”).

Meaningful diversity and variety of publication’s types are distinguishing features of the provincial newspaper periodicals. Official and unofficial newspapers published full texts of normative acts of different levels authorities, official announcements and telegrams, reference and information materials, articles, notes, satires, and others. There were treatments of government, laws and draft laws, regulations, diplomatic notes, information from the fronts of the First World War, reports on meetings of the Government, the Interim Committee of the State Duma, the State Conference and other agencies, including provincial and district authorities, as well as non-government organization. The newspapers published various materials on local history, geography, statistics, ethnography and cover topical issues of socio-economic, political, scientific and cultural life of the country and the region.

Such breadth of perspective and variety of publications leads to a high level of demand for local periodicals as a source of information for humanitarian studies in political, economic and social history, the history of printing and journalism, literature, linguistics, philology, cultural studies, political science, etc.

However, a variety of information submits special claims for its structuring in the information system, the search tools, representation and visualization of electronic versions.

The informational system “The First World War in Perm Provincial Periodicals” is structured based on metadata system that includes thematic fields (rubrics, headings, subheadings of publications), geographical, toponymical fields, personalities. This provides effectiveness of information retrieval and samples formation on various topics, issues, and other criteria at the level of the issue, single newspaper or their combination as well as whole collection. The system also gives possibilities to search keyword and context on titles and full texts for all editions and publications.

The informational system allows visualization of information at the level of newspapers, issues and publications. The results of search requests are displayed in the form of various lists and full-text publications. Each issue of newspapers is presented page by page in PDF format (text below the image), which help to preserve the text content and appearance of newspapers as much as possible. In addition, this method of representation allows text verification and editing as well as reading if OCR is found to be impossible. Texts of publications on the First World War theme are presented in HTML format. Both PDF files and texts as well as all other information and metadata on newspapers, issues and publications are stored in MySQL database.
Organization and structuring of sources data, search tools and visualization tools allow to obtain data on a wide range of issues related to the First World War, life and activities of the region's population in this period.

The information system “The First World War in Perm Provincial Periodicals” provides new possibilities for evaluating potential sources of information, completeness, representativeness and credibility of Perm newspapers periodicals, using computer processing techniques, obtaining new data for scientific humanities research.

Issues that can be studied by the system include attitude towards the war of different social classes and various persons in Perm, the evaluation of forces and the actions of Russia, its allies and opponents. It covers key war events, the role of various commanders, activities of Nicholas II, events in the Perm province and its districts related to the war and their consequences, the creation of images of the war, daily life in the rear and the fronts, etc.

Techniques and methods for solving research tasks are developed based on different types of database queries, which allow obtaining quantitative characteristics, samples for various themes and for specific items of publications. The implementation of these types of queries permits to determine the most common types and genres, subject focus of publications and their relation, generate text fragments and interpretation of the results in terms of the completeness and nature of the information source.

The study is supported by Russian Foundation for Humanities (grant 14-11-59003).
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Language Attitudes of Twitter Users Toward New York City English
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New York City English (NYCE) has long been a stigmatized variety of English. In his seminal research on language use in the New York City dialect, the sociolinguist William Labov referred to New York City as “a great sink of negative prestige” (Labov, 1966)—a characterization that reflected the negative view of NYCE speech shared by non-New Yorkers and New Yorkers alike. Decades later, Preston (2003) elicited extremely low ratings of the New York City dialect on scales of both “correctness” and “pleasantness” by participants from across the US. While these studies present strong evidence of the prevalence of negative language attitudes toward NYCE speech, a more complete picture of linguistic ideology would include what speakers say about NYCE when they are not participating in an academic study. This project seeks to accomplish just that, by examining linguistic ideology with respect to NYCE as espoused by users of the social networking service, Twitter.

Twitter has been recognized as an important resource for humanists and social scientists alike. Scholars have collected and analyzed Twitter messages (tweets) in order to investigate numerous textual and linguistic phenomena such as lexical variation (differences in use of synonymous words and phrases, such as pop vs. soda vs. coke). Russ (2012) in particular (see also Bamman, 2011) illustrates the utility of Twitter for examining regionally defined lexical variation through comparison of the geographic distribution of word choices in geotagged tweets (with GPS coordinates from which they originated) to more traditionally collected dialectology data. All related research has focused on differences in production. However, I argue that Twitter represents an untapped resource for the investigation of perceptions of language use, particularly language attitudes toward regional dialects and differences in their phonetic features (which can be identified by non-standard orthography). Using Twitter solves a primary quandary for language attitude researchers—how to acquire naturally occurring data given the fact that participation in research decreases naturalness.

Tweets containing attitudes and ideology were collected using a range of strategies, including text mining for words—and, crucially, spellings—that reference individual features. To do this, however, it is necessary to determine which features get noted and then which lexical items—and which spellings—are used to signal them. For instance, cawfee (also, cawffee) is a common orthographic representation of the word “coffee” as pronounced with a raised-THOUGHT vowel, one of the signature dialect features of NYCE. Widely used spellings that reflect r-vocalization, another key feature of the NYCE dialect, include New Yawk and fuhgeddaboudit. In addition to collecting tweets containing orthographic representations of nonstandard features, Twitter search parameters included over 20 terms related to possible names for the dialect itself (e.g., New York accent, Manhattan dialect, Brooklynese). These were included in part to determine the extent to which the general public perceives a distinction among speakers from the five boroughs (a distinction which has not been borne out by linguistic analysis).

Repeated automated text mining of Twitter using a Python script to interact with the Twitter API yielded 6,384 tweets that match the aforementioned criteria. Elimination
of retweets that did not introduce additional linguistic content and inspection to ensure the tweets reference NYCE produced a final corpus of 1,773 tweets. Relative frequencies of the borough-specific and pan-regional terms in the 1,315 tweets that explicitly reference NYCE by some name reveal that Twitter users most frequently refer to NYCE as the New York accent (N=805; 61.2%), though Brooklyn accent (N=359; 27.4%) accounts for more than a quarter, with Bronx accent (N=54), Queens accent (N=29, tied with Brooklynese—the most frequent -ese moniker), and Staten Island accent (N=10) being used much less often. Whether New York accents and Brooklyn accents are perceived as linguistically or socially distinct, or two names for the same dialect region, will be explored in the paper.

All tweets were manually coded to determine their sentiment with respect to NYCE.

- **POSITIVE**: I swear girls from New York accent sound so sexy
- **NEUTRAL**: GAWGEOUS idea she said in her New Yawk accent
- **NEGATIVE**: If you have a Brooklyn accent I automatically want to punch you.

Almost half of these tweets are neutral in sentiment (N=584, 44.4%); 378 were positive (28.7%) and 200 negative (15.2%). However, 154 tweets were classified as UNCLEAR (8.7%)—many are ambiguous as to whether they evaluate an imitation of an accent or the accent itself, such as when describing an actor’s performance (which is common among these types of tweets):

- **UNCLEAR**: his New York accent is so bad :/

Examples such as these pose significant obstacles to automated sentiment analysis—which has been extended to Twitter data (see for instance Pak and Paroubek, 2010) particularly of language attitudes. Automatic methods would simply code the tweet as negative without recognizing the need to differentiate its underlying meaning. It is noteworthy, however, that even if every UNCLEAR tweet is actually expressing negative sentiment, there would still be a greater number of tweets with positive opinions of NYCE speech than negative ones. Furthermore, when Twitter users reference a specific NYCE feature, their evaluation of it is more likely to be positive, regardless of whether they use standard (N=79) or nonstandard (N=568) orthography to represent the feature.

These findings portray a broader range of reactions to NYCE than the language attitudes speakers have presented when engaged in academic research. The paper will include discussion of both negative and positive language attitudes that Twitter users espouse concerning the dialect features associated with NYCE. For instance, any tweets with positive sentiment will be examined to determine if they represent instances of “covert prestige” (Labov 1966), whereby speakers use stigmatized varieties for in-group identification and solidarity. Additional discussion will focus on which regional features evoke the most meta-commentary. Furthermore, I will explore the extent to which Twitter users draw (additional) attention to nonstandard forms they employ through capitalization (NEW YAWK), hashtags (#newyawk), and other orthographic means.
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Robert Louis Stevenson (1850–1894) is known to have co-authored several of his works, including *The Dynamiter* (1885), on which he collaborated with his wife Fanny van der Grift Stevenson (Stevenson and Stevenson 1885). Until recently, Stevenson scholars had comparatively little information about how the collaboration around *The Dynamiter* had operated, with one narrative claiming prominence: the preface to the 1905 edition written by Fanny (after her husband’s death) which stated that she had invented the stories during an illness of his, and they had subsequently worked collaboratively to put them into written form (Stevenson 1905).

In this paper, we take insights gleaned from our previous work on the authorship of *The Dynamiter* (carried out with collaborators Mingyuan Chen, Carlos Fonseca, Laura McAleese, Alba Morollón Díaz-Faes and Elizabeth
Nicholas) to investigate another text, The Wrecker (1892). (At the time of submitting this abstract, the authorship analysis of The Wrecker had not yet been carried out, so we have supplied details about our previous study so as to demonstrate that the methods used are both appropriate and robust.) We used the R package Stylo (Eder et al. 2015) to apply Burrows’ Delta (Burrows 2002) to two reference corpora containing works known to have been solely authored by Fanny or Robert Louis, and used these as comparators against the individual stories in The Dynamiter.

Visualizing the results in the form of a cluster analysis indicated that Burrows’ Delta performed well at separating out texts known to be authored by Fanny from texts known to be authored by Robert Louis (Fig 1.)

![Cluster analysis of Burrows’ Delta scores of the 450 most frequent words in texts by Fanny, in green and blue, by Robert Louis, in orange and black, and The Dynamiter, in red (pronouns deleted, no culling).](image)

Fig. 1. Cluster analysis of Burrows’ Delta scores of the 450 most frequent words in texts by Fanny, in green and blue, by Robert Louis, in orange and black, and The Dynamiter, in red (pronouns deleted, no culling).

Our interpretation of these results was that the stories Fanny was most likely to have authored from The Dynamiter were “The Story of the Destroying Angel” and “The Fair Cuban.” However, it is important to note that while Fanny may well have had an originating role for the plot of many, if not all, of the stories – something which the Preface to the 1905 edition seeks to establish – when it came to the actual writing down of the stories, the “signal” from her linguistic signature was made less clear by the “noise” of her husband’s heavy editorial hand (something which is known from biographical and historical writings about their relationship).

Building on this earlier work on The Dynamiter, the paper we propose here will examine another work co-authored by Stevenson: The Wrecker, also a volume of short stories, which Stevenson co-authored with his stepson Lloyd Osbourne. Stylo will again be used, as will insights from the many Dynamiter tests. These indicated, for instance, that deleting pronouns resulted in better separation of texts in the reference corpus, something we attributed to Stevenson’s tendency to write about predominantly male characters, which resulted in the prevalence of male pronouns. With the experience gained from attempting to find a solution to the “signal” vs. “noise” problem caused by Robert Louis’s proclivity to edit the work of his collaborators, we will also investigate how changes to additional parameters offered by Stylo – changes to the number of most frequent words considered, for example, and variations in text sample size – affect the results of the Wrecker tests.

As mentioned above, our earlier results suggested that Robert Louis’s editing practices – he had a tendency to edit texts meticulously prior to publication – makes it hard to determine with certainty which sections were written, or initially drafted, by Fanny. A model of co-authorship in which the boundaries between one author and another are clear-cut – where the assumption is that one person is solely responsible for some sections and a second person is solely responsible for others – breaks down in a situation such as this, where the shared domestic space of two authors means that close consultation with – and iterative redrafting of the work of – one’s familial collaborator is not simply possible but likely. It underlines the need for stylometric analysis to be complemented with careful literary historical analysis in order to arrive at any meaningful conclusions.

The broader significance of this work is that it is not only of relevance for the field of authorship attribution, but also for its recuperative potential in relation to figures who are less prominent within literary history, including women. Despite scholars’ awareness of Fanny’s involvement with her husband’s writing, for instance, there is still minimal research into how she influenced his work, and how other women in similar positions influenced their famous husbands’ legacies. In bringing to light the omitted literary contributions from women and other family members, what emerges is the need for theoretical approaches capable of evaluating the gendered practices of literary studies and book history in contributing to these omissions. In analysing letters and journals, combing through stylometric data, and assessing biographical accounts, there is a risk of overlooking collaborations in favour of other types of partnerships (amanuenses, muses, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and mimes, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and mimes, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and mimes, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and mimes, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and mimes, and the like). A woman like Fanny van der Grift, who history has recorded as a keen writer, diarist, and
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The project consists in the compilation of a derivational Morphology beyond inflection. Word Formation Rules (Passarotti & Mambrini, 2012). The WFL project has been awarded funding to Curie Research Project, Università Cattolica del Sacro Cuore, Italy. Building a wordformation based dictionary for Latin was made by Marco Passarotti and Francesco Mambrini (Passarotti & Mambrini, 2012) and Eleonora Litta (Passarotti, 2004), with wordformation information, and the integration of data within a interface similar to Word Manager (Domenig & ten Hacken, 1992), which has been already applied to other modern languages (English, German, Italian); the integration of the information extracted from the resulting derivational morphological dictionary into the morphological layer of annotation the Index Thomisticus Treebank (IT-TB); offering the results of the project work via a user-friendly project website which will display the derivational morphological dictionary through a web based search interface. This will allow the lexicon to be accessed: by single lexical entry, which will show both the ancestors and their derived words; by morphological family; by WFR.

The project relies on the automatic realisation of the linguistic resource both at the level of WFRs creation and to their application on the lexical items included in the morphological analyser LEMLAT. The LEMLAT lexical basis contains around 40,000 lemmas from three major Latin dictionaries (Georges, 1913-1918; Gradenwitz, 1904; Glare, 1982). We conceived WFRs according to the so-called Item-and-Arrangement model (IA), which follows a morpheme-based approach to morphology. In IA, Word forms are analysed as arrangement of morphemes, through the use of computational linguistic methods.

In the past two decades there has been a considerable increase in the creation of computational language resources for the investigation of classical languages, which have updated the state of the art almost to the same level as that of the resources currently available for modern languages.

However, among the existing language resources, we currently lack, for Latin, a morphological derivational dictionary that connects lexical elements on the basis of wordformation rules, through the use of computational linguistic methods.

This short paper describes the initial phases of a Marie Curie Research Project, Word Formation Latin (WFL), developed at the Centro Interdisciplinare di Ricerche per la Computerizzazione dei Segni dell’Espressione (CIRCE), at the Università Cattolica del Sacro Cuore, Milan, Italy. The project consists in the compilation of a derivational morphological dictionary of the Latin language, which connects lexical elements on the basis of word formation rules, through the use of computational linguistic methods.

In the past two decades there has been a considerable increase in the creation of computational language resources for the investigation of classical languages, which have updated the state of the art almost to the same level as that of the resources currently available for modern languages.

The project has three main aims:
1. the enrichment of an existing morphological analyser for the Latin language, LEMLAT (Passarotti, 2004), with wordformation information, and the integration of data within a interface similar to Word Manager (Domenig & ten Hacken, 1992), which has been already applied to other modern languages (English, German, Italian);
2. the integration of the information extracted from the resulting derivational morphological dictionary into the morphological layer of annotation the Index Thomisticus Treebank (IT-TB); offering the results of the project work via a user-friendly project website which will display the derivational morphological dictionary through a web based search interface. This will allow the lexicon to be accessed: by single lexical entry, which will show both the ancestors and their derived words; by morphological family; by WFR.

The project relies on the automatic realisation of the linguistic resource both at the level of WFRs creation and to their application on the lexical items included in the morphological analyser LEMLAT. The LEMLAT lexical basis contains around 40,000 lemmas from three major Latin dictionaries (Georges, 1913-1918; Gradenwitz, 1904; Glare, 1982). We conceived WFRs according to the so-called Item-and-Arrangement model (IA), which follows a morpheme-based approach to morphology. In IA, word forms are analysed as arrangement of morphemes according to the following three axioms:
1. Roots and affixes have the same status of morphemes (Baudoin’s single morpheme hypothesis);
2. They are dualistic, as they have both a form and a meaning (Bloomfield’s sign base morpheme hypothesis);
3. They are stored in the lexicon (Bloomfield’s lexical morpheme hypothesis).

The aim is to assign a WFR to each morphologically complex lemma (i.e. one morphologically derived from another lemma) and to link each complex lemma to its ancestor. The data are organised and presented according to a system similar to that for morphological dictionaries devised by Word Manager, in which relations between the members of the same morphological family are represented in a tree-graph.

WFRs are grouped in two classes: 1. compounding; 2. derivational. Derivational rules are divided in two categories: a. affixal (in its turn split into prefixal and suffixal), and b. conversive, a derivation process that does not imply any affix; these are manually defined.

This happens in two steps: 1. Phase A: Semi-automatic data-driven finding of WFRs:
1. lemmas are divided into two classes, according to their part of speech and inflectional category;
2. two lists are produced: an incipitarium and an
explicitarium, where lemmas are ordered according to a traditional alphabetical order, or to a right-to-left alphabetical order respectively;
3. prefixal and suffixal rules are created from the two lists respectively, part of speech and inflectional category of the lemma(s) are manually assigned to each candidate rule.

2. Phase B: Application (and evaluation) of the WFRs resulting from Phase A, and creation of the “morphological families”. New rules are added in this phase by confrontation with data. Phase B is divided into two subtasks:
  1. each complex lemma is assigned a WFR. This task is performed by assigning in semi-automatic fashion to each (possibly) complex lemma its most likely WFR according to the PoS of the lemma and the string of its initial (prefixal rules) and final (suffixal rules) characters;
  2. morphological families are built.

All those (morphologically simple, or complex*) lemmas that share the same invariable part are automatically assigned to the same morphological family.

Finally, the members of each family are automatically linked to each other according to their PoS, inflectional category and affixes by means of the WFR assignment (2.a). The morphologically simple (i.e. not derived) lemma member is assigned the role of ancestor of the family.

Phase A finds the WFR, Phase B applies the WFR to data, obtaining input and output lemmas for each WFR.

Phase A is not to be considered exhaustive, but exploratory: the recall of WFR identified in Phase A is not 100%. The aim in the first phase of the project is to refine the data by tagging the highest number of lexemes using data driven WFRs, which will be increasingly complex, covering most well known wordformation issues.

Given the high number of homographs in Latin, this automatic procedure is regarded as non-ultimate for building the morphological families. However, it is helpful as it provides filtered data that must be checked manually.

This is why we need Phase B during which, by comparison with the evidence given by data, we can identify the rules that were missed in phase A. Manual hard-coding will be necessary for those lemmas produced by poorly productive WFRs, or morphotactically obscure wordformation processes. Evaluation of the language resource is performed by manual checking data organised into homogeneous groups based on WFRs (coverage of rules) and stemming (coverage of morphological families). Precision and recall are used as evaluation metrics in order to calculate the rate of positive and negative cases.

To date, 118 WFRs have been found automatically. Around 50 of these rules, those showing a certain degree of morphological transparency, hence easier to obtain through the automatic finding in the input-output relation (e.g. derivational, verb-to-verb, prefixal, etc.), have been added to a SQL database, and resulted in the tagging of some 9000 morphologically complex lexemes.

The final resource will be both a standalone dictionary accessible through its own website, and interconnected with the Index Thomisticus.

The integration with the IT-TB will be operated through the embedding of the dictionary data within the morphological layer of annotation of the treebank, using TEI (Text Encoding Initiative) P5 conformant XML encoding to favour data exchange and linking to other lexical resources. The data resulting from the dictionary, once encoded in XML, will be applied to the IT-TB data.
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Notes

1 Word formation is the creation of a new word from either the combination of two other words (dish-washer, compounding) or of adding one of more affixes to an existing word (wash-er, derivation), or from a part of speech change (clean, verb vs. clean, adjective).
2 The Index Thomisticus (IT) is considered a pathfinder in digital humanities; started by Padre Roberto Busa in 1949. It is a database retaining the opera omnia by Thomas Aquinas (118 texts), plus works by other 61 authors related to Thomas
Corpus

The total collection of the Haine du Théâtre Project related to France made up of 300 texts in the PDF format. The XML/TEI critical edition of 27 texts has been achieved manually (examples of the main titles of this TEI corpus are D'Aubignac (1666), Conti (1666), Pierre Nicole (1667), Voisin (1671), Vincent (1647), cfr. <http://obvil.paris-sorbonne.fr/corpus/haine-theatre/> and this small corpus is used for the semantic analysis we present here.

This collection is a homogenous combination of texts in which the different authors express their approval or their condemnation of theatre. Using the ontology we created, our interest was to discover to what extent the personal judgment of each author was celebratory or derogatory about theatre and, also, which arguments were mostly involved in their critiques.

In this direction, we had two main goals:
1. Organizing the knowledge about polemics in theatre and their vocabulary;
2. Use this structured lexicon for the corpus annotation and its analysis.

Building of the ontology

An ontology is a good way to automatically analyse many texts together along two parameters: documentary and linguistic. On the one hand, by improving a state of knowledge about 17th century French; on the other hand, by refining the vocabulary linked to theatre controversy.

The ontology organizes the knowledge of our domain (polemical texts about theatre) as structured points of view (condemnation, defence, etc.) as well as 44 structured classes (concepts) related to critical controversies.

These classes report the axiological points of view (the judgment of the authors), their objects (such as jongleur, actrice, etc.), and the thematics of the polemics (religion, emotions, etc.).

To detect the salient terms pertaining to each concept, we realized that in most texts of the modern period, authors’ judgements revolve around quoted authorities. The context and the deep knowledge of the corpus together with expertise in 17th century French constitute the cornerstones of our approach. It is very important to fully understand the contextual meaning (in the 17th century) of the selected salient terms.

The idea we came up was to look at the relative importance of the various semantic fields in each chapter of the collection, then extract a priori the content of a chosen text. We began to use this structured lexicon of outstanding terms related to theatre polemics for the corpus annotation and its analysis.
To our knowledge no other comparable ontology about theatre polemics exists; therefore, we will present the method we conceived keeping in mind that those classes are not exhaustive and that new questions will require the creation of new classes.

Despite the high specificity of the domain, this ontology model and the automatic annotator are deployable in other contexts, such as literary criticism and theatre critique in different languages. For this purpose we will translate the model into English (the set of the attributes useful for the annotator).

The annotation tool

We created an annotator in order to markup all the forms of the outstanding terms, recorded as lemmas in the ontology (“horrible”, “horribles”, etc.), except when:

- the exact form matters: the tool annotates only the exact form ("Père" does not match "père", "pères");
- the gender matters: only the feminine forms, singular and plural (“courtisane(s)”) which is a linguistic sign of the "Femme" concept in our ontology does not match the masculine forms "courtisan(s)".

The annotation tool enriches automatically the TEI files by setting down some <term> tags to mark all the forms, but also their lemma and the related semantic field.

Following this method we find a high density of salient terms (on average 9.5% of words in each the chapters) in our collection of texts. The combination of these linguistic signs and related semantic fields emerges as a semantic descriptor of the corpus content (e.g. http://obvil-dev.paris-sorbonne.fr/corpus/haine-theatre/vincent_traite-des-theatres_1647/vincent_traite-des-theatres_1647_6).

Semantic analysis

Without preconceived notions and previous knowledge of the corpus, it was possible for us to answer numerous research questions. By examining the intensity of condemnation in the corpus, we discovered that the most derogatory chapters belong to Nicole and Conti.

### Examples of the condemnation intensity

<table>
<thead>
<tr>
<th>chapter_id</th>
<th>condemnation terms</th>
<th>defense terms</th>
<th>chapter_length (words)</th>
<th>condemnation intensity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nicole_traite-de-la-comedie_1667_4</td>
<td>6</td>
<td>0</td>
<td>762</td>
<td>7.87</td>
</tr>
<tr>
<td>nicole_traite-de-la-comedie_1675_4</td>
<td>6</td>
<td>0</td>
<td>906</td>
<td>6.62</td>
</tr>
<tr>
<td>conti_traite-de-la-comedie_1675_4</td>
<td>21</td>
<td>1</td>
<td>4536</td>
<td>4.63</td>
</tr>
</tbody>
</table>

By virtue of the possibility of making cross queries across multiple classes, we were able to obtain a list of the arguments developed by the authors – which can be confirmed by reading the chapters concerned. For instance, the most derogatory chapters about theatre were written by Nicole and Conti.
The most derogative chapters

We can also compare the chapters more concerned with, for instance, condemnation and the thematic of “Women”. We discovered that the chapters more concerned with misogyny belonged to Voisin, Conti and Nicole. The discriminant terms for woman are, in these derogatory chapters: “femme, fille, bouffonne, maîtresse, comédienne”. Those are just examples of the queries we can construct with the annotation tool.

At this point, the results of the computational analysis reveal some critical conclusions about the textual tradition analysed. Continuing this kind of analysis for every concept present in the ontology, we found that some authors are more concerned with all the elements of theatrical debates, whereas others deal only with some of them.

In particular, we found a high concentration of annotated terms in Voisin, Conti, Nicole and Aubignac, whose chapters usually occupy the first 20 results for most thematics. On the contrary, authors like Vincent, Guillot-Gorju, Le Marcant and Gaule score high only when relating to economic issues.

<table>
<thead>
<tr>
<th>chapter_id</th>
<th>“Economy” thematic relative stores 3(‰)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vincent_traite-des-theatres_1647_9</td>
<td>3.77</td>
</tr>
<tr>
<td>vincent_traite-des-theatres_1647_7</td>
<td>3.40</td>
</tr>
<tr>
<td>anonyme_honneur-theatre_1620_1</td>
<td>3.1</td>
</tr>
<tr>
<td>guillot-gorju_apologie_1634_1</td>
<td>2.75</td>
</tr>
<tr>
<td>lemarcant_conduite-du-vrai-chretien_1694_1</td>
<td>2.50</td>
</tr>
<tr>
<td>nicole_traite-de-la-comedie_1667_18</td>
<td>2.33</td>
</tr>
</tbody>
</table>

The concentration of the economic thematic. These results show that the economy is at the core of the descriptions by another group of authors: Vincent, Guillot-Gorju, Le Marcant.

For example, some very specific arguments are associated in the controversy, like women, passion and the economy. Moreover, results have shown that some authors of the corpus focus on only few topics of the polemics, whereas others, like Vincent, concentrate all the topics of the theatre polemic in his 11th chapter.

Conclusions

This ontology enables the exploration the corpus for research questions: the relative frequency of the salient terms (lemma) and of their related class (catégorie d’indexation) is a semantic descriptor of each chapter. Those descriptors can be exploited for the semantic exploration of the corpus, capitalizing on the ontology structure (terms / classes). The researchers can understand the intensity of the concepts they choose to analyse and thus can focus on the most significant chapters of the corpus.
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Notes

1 The directors of this Projet are François Lecercle and Clotilde Thouret. <http://obvil.paris-sorbonne.fr/projets/la-haine-du-theatre> It is one of the many outstanding projects at the Labex OBVIL (Laboratoire d’Excellence: Observatoire de la Vie Littéraire) in Paris headed by Didier Alexandre and Jean-Gabriel Ganascia.

2 The score is the ratio between the theatre and the condemnation terms over the chapter length (number of words).

3 The score is the ratio between the economy terms and the chapter length (number of words).
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Cet exposé a pour vocation de présenter un projet en cours qui associe les méthodes traditionnelles des sciences humaines (philologie, histoire et histoire des idées) aux approches computationnelles et statistiques. La création et la mise en place du logiciel d'analyse textuelle MACHIATO (Lasson et Manchio, 2015) constitue le point de convergence de deux perspectives de recherche initialement séparées, celle d'un chercheur en informatique spécialiste de la formalisation mathématique et d'une doctorante en études italiennes, travaillant sur la correspondance diplomatique et administrative de Machiavel (Legazioni e Commissarie, Scritti di governo, 2002-2012). La mise en place du site internet relève donc en premier lieu d’une coopération, terme central pour tout chercheur en sciences humaines et sociales qui entreprend de se lancer dans un projet relevant des humanités numériques. En effet, la rencontre entre des champs disciplinaires, implique un constant pour créer un langage commun pour appréhender les textes, pour identifier le type de questionnements qu’il est possible de soumettre aux machines et pour dégager les potentialités et les limites de certaines procédures d’automatisation.

1. Question de méthodes

Nous avons suivi un cheminement complexe depuis la philologie traditionnelle, entendue comme combinaison de critique littéraire, historique et linguistique ou comme pratique d'établissement de texte à partir de sources différentes jusqu'à la philologie dite numérique. L'école qui a le plus influencé nos travaux est celle de Jean-Claude Zancarini et Jean-Louis Fournel et leur approche de ce qu’ils appellent « philologie politique ». Ils se sont attachés à historiser la question de méthodes « philologie politique ». Il s'agit d'identifier le type de questionnements qu’il est possible de soumettre aux machines et pour dégager les potentialités et les limites de certaines procédures d’automatisation. Pour exploiter nos 2 214 lettres, nous avons donc rapidement pensé à croiser notre méthode initiale avec les potentialités des méthodes computationnelles et statistiques, qui nous ont ainsi permis de multiplier les points de vue sur le texte (diachronique, synchronique), de modifier l'unité de base de l'analyse (lemme, champ lexical, champ sémantique) et dégager les tendances générales du corpus et les spécificités de sous-corpus. De telles possibilités modifient inévitablement le rapport aux textes du chercheur en SHS qui ne peut parvenir à l'interprétation des résultats qu'à condition d'en comprendre le sens et les enjeux et donc, de suivre une formation (notamment en statistique et en visualisation de données).

2. Les mots et les nombres: MACHIATO

Le logiciel est commandé par une interface Web qui confère à l'utilisateur un accès facile aux ressources du programme avec son navigateur. Les analyses et les pré-calculateurs statistiques sont faits par un back-end mis en œuvre avec le langage de programmation Python dont le rôle est d’initialiser la base de données. Nous utilisons le Framework open-source Django pour générer du contenu HTML. Enfin, nous utilisons le langage de programmation Javascript pour afficher les données et les résultats côté utilisateur. Le corpus a tout d’abord été normalisé : différents types d’entrée permettent de le découper en fonction de nos besoins. L’index des lettres permet d’accéder à chaque missive en obtenant les indications de base sur chacune d’elles ; l’index des occurrences donne accès à chacune des 25 007 formes, permettant de cibler des graphies particulières, des noms propres ou des hapax ; l’index des 6 399 familles de mots (qui rassemble toutes les flexions d’un vocable, très nombreuses pour certains verbes du fait de leur emploi et de l’instabilité graphique très forte) consent de mesurer le poids d’un champ lexical. En outre, à chaque missive ont été associés son destinataire, sa date et son lieu de rédaction. Ce tagging préliminaires nous a ensuite donné la possibilité de formuler de nouvelles questions plus complexes et de croiser différentes variables (à titre d’exemple, quel terme est le plus employé lorsque Machiavel se trouve en mission auprès du roi Louis XII ?). Nous avons repris une large part des outils proposés dans les logiciels d’analyse textuelle existants et utilisés par les linguistes à l’instar des concordances, particulièrement utiles pour dégager rapidement les nombreux homographies de notre corpus, et des cooccurrences indispensables pour repérer les cas de polysémie, voire de double isotopie typiques de la langue machiavélienne. Nous avons en outre emprunté un modèle d’analyse des cooccurrences multiples (Heiden, 2004) et les principes de mesure et de comparaison développés en statistique textuelle par Lebart et Salem. Les différents types de calcul permettent de décrire de façon toujours plus précise non seulement la nature des usages, mais aussi leur poids et les relations qui les lient les unités du texte entre elles. Nous utilisons...
trois types de calcul : les fréquences, l’indice de dispersion et l’indice de spécificité qui ont en outre permis de dépasser certains reproches récurrents faits aux méthodes computationnelles (dont celui de ne considérer la langue comme un ensemble d’unités abstraites, sans lien et décontextualisées). Nous avons fait le choix de limiter les types de visualisation pour des raisons de cohérence, de temps et de compétence. Nous proposons d’en donner quelques exemples tels que l’histogramme de répartition des fréquences, celui des graphies, les structures arborescentes (permettant de représenter tous les environnements immédiats en une image) et les histogrammes interactifs représentant la chronologie des missives. Toutes les visualisations de données sont exportables : nous utilisons Excel pour les tables, ainsi que le format SVG pour les données graphiques. Les critères de recherches avancées (permettent d’effectuer des recherches complexes en fonction du nombre d’occurrences ou/et de la fréquence et/ou des indices de répartition et de dispersion). A partir de l’index des lettres, il est aussi possible de questionner un sous-corpus particulier en vertu de critères variés tels que les bornes chronologiques ou la nature des missives (lieu de rédaction). Il est aussi possible de sélectionner un sous-corpus spécifiques et de procéder à une recherche précise en activant (ou non) les filtres sur les occurrences suivants : taille, nombre d’occurrences dans le sous-corpus interrogé, nombre d’occurrences dans l’ensemble du corpus, fréquence dans le sous-corpus, fréquence dans le corpus total, nombre de lettres, indice de dispersion et indice de spécificité. Enfin, nous avons ajouté une fonctionnalité pour comparer deux sous-corpus.

3. Premiers résultats

Le premier résultat que nous ayons obtenu est la réalisation du site internet en lui-même, à savoir la création d’une interface dynamique donnant accès aux textes et consentant de les interroger en fonction de différentes variables. En second lieu, plusieurs types de visualisation permettent de représenter l’évolution (dans une perspective globale) ou les rythmes (en fonction des lieux ou du contexte historique et politique de rédaction) des usages langagiers. Les données et leur visualisation permettent de vérifier ou décoder certaines thèses que nous avions postulées initialement mais elles ouvrent également la voie à une nouvelle approche des textes qui implique de nuancer certains phénomènes que nous avions identifiés au niveau local. Les tendances de l’écriture qui était invisibles apparaissent alors. L’analyse systématique des relevés d’occurrences et des mesures effectués mettent ainsi en exergue certaines micro-spécificités de la langue telles que le recours constant à la forme hypothétique et aux métaphores de l’incompréhension pour exprimer l’incertitude face aux événements en cours et à venir. L’examen des affinités lexicales a confirmé cette thèse et a permis de mettre au jour une caractéristique déterminante de notre corpus : l’extrême instabilité du monde politique pendant les guerres d’Italie, qui s’exprime à la fois par la centralité du champ sémantique du conflit (qui semble commander les autres champs sémantiques) et par la présence de différents éléments langagiers traduisant une précarité des temps et une fragilisation de la praxis politique.
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El historiador del sonido se enfrenta a tres retos entrelazados: decodificar la información aural, clasificarla y establecer una sintaxis para dar sentido a la información acumulada (Smith, 2002: 311). Este segundo y tercer retos no deben afrontarse únicamente de un modo personal e impresionista, sino que pueden servir para establecer perspectivas metodológicas compartidas, colaborativas y ampliables para la historia del sonido. En esta comunicación corta presentaré un glosario y un tesauro sobre la experiencia sonora en América central durante los siglos XVI y XVII, explicaré la metodología empleada en su creación y discutiré sus distintas aplicaciones.

"El tambor de plata suena como cascabeles de turquesa" es la traducción de un verso nahua en el que encontramos un instrumento musical extraño (un tambor hecho de un metal precioso) que se compara con otro artefacto sonoro igualmente complejo, como son los cascabeles de turquesa. El verso muestra tanto la densidad de la información existente en las fuentes, como la dificultad de reconstruir la experiencia sonora a partir de esa documentación. Solicitaré de instrumentos puramente ficticios, nacidos de la voluntad del poeta, o rituales (pues nada impide que existiesen ejemplares de huethuel de metal/largo alcance/uso público) A través del uso de una estructura de relaciones ontológicas o semánticas (sonido>artificial>instrumentos musicales>hechos de metal/largo alcance/uso público) A través del uso de una estructura de relaciones ontológicas o semánticas (sonido>artificial>instrumentos musicales>hechos de metal/largo alcance/uso público) A través del uso de una estructura de relaciones ontológicas o semánticas (sonido>artificial>instrumentos musicales>hechos de metal/largo alcance/uso público).

El tesauro tiene por objetivo reducir las variaciones observadas en el glosario a una serie de categorías lógicas. Para ello se emplearán, naturalmente, términos unificados (campana, por ejemplo) clasificados dentro de una estructura de relaciones ontológicas o semánticas (sonido>artificial>instrumentos musicales>hechos de metal/largo alcance/uso público) A través del uso de estándares como ISO 25964-1 (aún en desarrollo) y de una estructura en XML se favorece la posibilidad de vincular este tesauro a otras clasificaciones previas de efectos sonoros (Chion 1983; Augoyard-Torgue, 1995) o expandirlo a través de colaboraciones de otros investigadores o instituciones.

La construcción del tesauro obliga a reflexionar críticamente sobre el uso de categorías (presentes o de época) para explicar culturas distantes en el tiempo, y se nutre de las perspectivas de la antropología del sonido y de la crítica postcolonial (Tomlinson, 1995; Feld y Brenneis, 2004; Faudree, 2012). Concretamente, plantea hasta qué
punto un tesauro permite identificar sobre los cambios en los patrones sonoros o en los grupos de sonidos y sus valoraciones a lo largo de la historia. También pone en cuestión la predominancia de los materiales visuales y textuales y la predominancia de la vista en los modelos teóricos de los historiadores.

El formato digital del glosario y el tesauro ofrece una gran versatilidad a la hora de establecer reconstrucciones paralelas o comparaciones sobre distintas experiencias sonoras. Es posible comparar, por ejemplo, el catálogo de sonidos propio de los niveles perceptivos de un soldado (que no suele aportar muchos datos de carácter musical, pero que ofrece una información relativamente bien contextualizada y localizada en el tiempo y el espacio) con el mundo sonoro de un teólogo o misionero con conocimientos musicales y teóricos sobre el sonido (que categoriza de acuerdo a su propio esquema de división de sonidos y que puede ofrecer variaciones).

La información recogida en el glosario y el tesauro podrá consultarse de varios modos. Junto a una herramienta de búsquedas, una interfaz gráfica permitirá construir "mapas sensoriales" para visualizar la experiencia sonora del pasado. Esta representación novedosa utilizará un diagrama de base circular se colocan varios polos en los que se identifican la procedencia (animal, voz humana, música, artificial, medioambiental), los valores atribuidos a los sonidos (agradable-desagradable, tranquilizador-preocupante, importante-irrelevantes, etc.) y sus contextos (ritual, festivo, actividades diarias, guerra, rebelión, etc.).

Esta investigación es una parte del proyecto Sound and Silence, que actualmente desarrolla en la UC3M dentro del programa CONEX-UC3M. El objetivo general del proyecto es investigar los usos y la percepción del sonido durante la colonización portuguesa y española de la edad moderna.

El primer objetivo de Sound and Silence es ofrecer una aproximación innovadora y atractiva al estudio interdisciplinar del sonido (Bull & Back, 2003:1-9; Sterne 2012: 3-10; Schmidt 2000: 15-37). Para ello resaltaré la importancia de la cultura oral (y de las mecánicas de choque e hibridación sonora y musical) en la edad moderna (Greenblatt, 1991: 86-118; Baker, 2008; Irving, 2010) y crearé mapas y/o visualizaciones de la experiencia sonora de un viajero o cronista particular. La página web asociada al proyecto ofrecerá mapas en los que se representarán los tipos de sonidos escuchados durante una expedición, campaña o acontecimiento particular, a través de las descripciones existentes en las fuentes históricas creadas por los participantes. Algunos instrumentos, sonidos animales y de artillería y armas de fuego contarán con reproducciones históricas.

Un segundo objetivo del proyecto es investigar las posibilidades contemporáneas de definición semántica de documentación no textual. El texto ha sido y continuará siendo por algún tiempo la base y el centro de la web semántica y de todas las ontologías. En lo que respecta a archivos de música y voz humana la investigación se ha concentrado en los procesos de codificación y reconocimiento. El reconocimiento o la búsqueda por contenidos a partir de huellas sonoras de Shazam o Google se realiza a partir de bases de datos amplias pero limitadas. Sin embargo, el sonido, entendido como un paisaje o un entorno que va más allá la voz y la música plantea retos más amplios, tanto para la teoría historiográfica como para definir la frontera de lo transmisible o "legible" por máquinas.

Hoy día los archivos sonoros de cualquier tipo son accesibles en su gran mayoría a través de un número limitado de metadatos estandarizados referentes a su autor, título, fecha, etc. La identificación de documentos sonoros históricos no es en general mucho más profunda de la que ofrecería una biblioteca como la de iTunes. Herramientas algo más potentes como las folkosomias o la marcación social, permitirían recuperar información sobre el contenido y significado, pero no existe un equivalente histórico para esos modos de categorización. Mi hipótesis es que un glosario que recoja suficientes variaciones contextuales podría permitir de modo similar, comparar los distintos valores atribuidos a diferentes sonidos en determinada época y entender mejor como la gente clasificaba (y clasificaba hoy día) el sonido. Un tesauro jerarquizado es, por otra parte, una base para una anotación más profunda de los registros sonoros. La clasificación de archivos sonoros por su contenido se beneficiaría de la existencia de una serie de categorías bien establecidas sobre los tipos de sonido. Ambas herramientas permiten reflexionar sobre los modos en que hoy día organizamos y recuperamos los archivos sonoros y abrir caminos para un tratamiento integral, y diferente, de la información contenida en los formatos de audio.
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Remediation 1.0: “Printed database”

Polish Literary Bibliography (PBL) is a specialized bibliography which aims to map the totality of literary and cultural life in postwar Poland. It references primarily literary works and literary scholarship, however its entries also cover related literary critique, adaptations, theatre performances, cinematography, radio and television broadcasts, as well associated events such as conferences or awards. At the heart of PBL lies its subject classification which orders the entries to reflect the domains, hierarchies and entities of Polish literary world, i.e. its ontology in the classical sense. PBL has been developed since 1954 and today covers the period 1944-2001. For most of its history it has existed in print, however since 2000 the data has been collected in the existing digital database which currently covers the period 1988-2001 what gives app. 600 000 records.

The vicissitudes of PBL remediations could be accurately captured through an urban planning metaphor. What definitely strikes every visitor to a large Moroccan city is a great contrast between medina, the traditional old town with centuries-long history, and Ville Nouvelle, new district built under the French Protectorate in the first half of the 20th century. The former reminds a maze with endless narrow streets, and buildings which are stuck densely next to each other with no visible order, whereas the latter is the essence of modern architecture with wide boulevards, large buildings and streets laid out in a grid pattern.

The current online database is quite exemplary for early bibliographical and cataloguing projects (in Poland as elsewhere) in that it is geared towards remediating the print form of the PBL instead of taking advantage of the new medium (cf. Antelman, Lynema and Pace 2006, 128). It is a tailor-made relational database developed in Oracle whose data model is built on a plethora of dataspaces for different types of records, accompanied by various catalogues of creators, contributors, associated institutions and subject headings. The former set reflects PBL’s main entities: literary works in monographs and journals, adaptations in cinematography, radio and television and associated events. The latter represents an early digital take on the index card catalog, the traditional tool of the bibliographer. Furthermore each record has a special markup in order to assure that its display at the frontend follows the structure of the paper edition.

The result of this remediation is a medina-like database, very rich and complicated but not fit for modern uses. It makes perfect sense for people who built it, yet at the same time it is difficult to navigate by those lacking the local knowledge - be it a human or the machine. As it often happens with relational databases, it does not comply with any of the common standards in terms of record structure or data formats, what eventually leads to serious problems with both preservation and interoperability of collected data.

Towards remediation 2.0

The aim of the research project we are currently pursuing (Polish Literary Bibliography – a knowledge lab on contemporary Polish culture) is to reestablish the PBL database project on Linked Open Data principles for its better reuse within and beyond the bibliographic domain (see e.g. Roszkowski 2013; Coyle 2010). However, we want to do better than the French colonizers of Morocco. The modernisation of PBL will be reflexive insofar as it will reconcile the OWL and the PBL’s unique ontology of the literary world expressed through the structure of its entries and metadata. The main task of the current phase of the project is development and application of the new data model. This task involves (1) the choice of vocabularies...
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the ontologies dedicated for describing bibliographic records,
such as Functional Requirements for Bibliographic Records
(FRBR) and its Resource Description and Access (RDA)
and Bibliographic Framework Initiative (BIBFRAME)
whereas the choice was rather clear-cut, opting for the
FRBR-based meta-ontology.
In many cases the PBL original methodology and the
standard vocabulary on the other. Expressions
entailing similar yet slightly different properties of the
book such as “woodcut engravings”; “illustrations”; “draw-
ings”; “reproductions”; “pictures”; “prints” need to be fit
into the elements of the formal vocabulary of schema.org,
properties such as “illustrator” and “artform.”
(2) The second challenge of the new data-model in-
volves the PBL subject classification structure. Here the
option of using one of the existing and well-established
subject headings/authority files published as Linked Data,
such as the Library of Congress or German National
Library Subject Heads was rather out of question, given
the methodological uniqueness of PBL. Instead we will
strive to create our own Linked-Data ready classification
scheme while at the same time providing a partial map-
ing to existing resources.
To realize the scope of this challenge one needs to bear
in mind that PBL has been an ongoing project for the last
sixty years. During this time, not only literary life and
its study have evolved (cf. the emergence of the online
literary life, Maryl 2015), but also certain state entities
disappeared (e.g. Yugoslavia or the Soviet Union). Given
that the future database will be populated through retro-
conversion of the paper records in addition to the existing
database records, we cannot take the current classification
for granted, but also accommodate its historical evolution.
A non-intrusive way to account for the historicity of PBL
would be to add timestamps to subject headings. Whether
a synthetic data-reconciliation layer is possible requires
further analysis.

Conclusions
In the concluding remarks we will concentrate on the
expected benefits of translating PBL into LOD.
• PBL datasets can be enriched through integrating
other Linked Data collections (e.g. geographical data on
places relevant to literary life).
• Data exchange protocols can be established between
PBL and other bibliographies published as Linked Data.
• PBL data can be used for data-driven research in
the humanities on such fields as reception history or
transfer studies.
• The methodology and the production pipeline de-
veloped in this project can be reused for retroconversion
of other disciplinary bibliographies.
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Digital Scholarship Training Programme 2012–2015

Research libraries and cultural heritage institutions must be able to adapt to a changing research landscape and invest in the development of staff skills and core competencies to match if they are to continue to effectively support and engage with modern scholars (Adams, 2013). The Digital Research team at British Library, which includes the BL Labs project and the Digital Curator team, engages with those operating at the intersection of academic research, cultural heritage and technology to enable innovative use of our digital collections, and creates opportunities for library staff to develop skills necessary to support emerging areas of modern scholarship, particularly the Digital Humanities (DH).

This paper presents the final report on the pilot Digital Scholarship Training Programme delivered to staff at British Library between 2012-2015. It provides an evaluation of the skill-building initiative, incorporating preliminary findings from research into the current trends and international developments in the field of DH that will inform the next phase of staff training.

In 2012, the Digital Curator team embarked on a plan to design and deliver a bespoke training programme for staff (McGregor et. al, 2013). Four objectives were set to guide and ultimately measure the success of the programme:

- Staff across all collection areas are familiar and conversant with the foundational concepts, methods and tools of digital scholarship.
- Staff are empowered to innovate.
• Collaborative digital initiatives flourish across subject areas within the Library as well as externally.
• Our internal capacity for training and skill-sharing in digital scholarship are a shared responsibility across the Library.

In consultation with experts from within the Library and institutions on the leading edge of digital scholarship we designed and delivered in-house a catalogue of 19 one day courses suited to building the digital skills of information professionals in the research library and cultural heritage sector. Though much of the programme was rooted in and inspired by the field of digital humanities, the wider umbrella of Digital Scholarship was retained to future-proof the programme and to envelope developments in related fields like social and computer sciences. The following titles represent a cross-section of courses created:

- Behind the Screen: The Basics of the Web
- Crowdsourcing in Cultural Heritage (Ridge, 2015)
- Georeferencing and Digital Mapping
- Social Media: An Introduction to Blogging and Twitter
- Working with Digital Objects: From Images to A/V
- Information Integration: Mash-ups, APIs and the Semantic Web (Stephens, 2014a)
- Cleaning up Data (Stephens, 2014b)

The four-member Digital Curator team oversaw the running of 88 hands-on courses (or roughly 30 a year) between November 2012 and September 2015. Courses were delivered by a mix of internal and external trainers. Over 400 individual staff members came through the programme, on average attending two or more courses each.

Throughout the pilot we collected feedback formally via post-course evaluation forms, and informally through avenues such as a weekly Digital Research Clinic, and personal conversations that arose in the course of our daily work. Colleagues were asked to provide comments to help us improve the course, including what they enjoyed most out of the day, what they anticipated using in their work, and what was not clearly articulated.

Hands-on practical exercises were cited most often as the most enjoyable element, though not to the exclusion of the lecture and discussion time which participants felt provided necessary context. While many attendees cited specific technologies such as Open Refine as something they anticipated using in their work, they also tended to comment that having the technology underpinning innovative digital research projects demystified was helpful inspiration for future projects. Topics which could have been more clearly articulated centred on a lack of clarity on practical steps for turning aspiration into application.

Looking specifically at the objectives set, there is ample evidence to support the continuation of the training programme, such as the incorporation of the programme in staff induction for established Library projects such as Qatar Digital Library. As staff across all collection areas have become more familiar and conversant with the foundational concepts, methods and tools of digital scholarship, we have witnessed its profile increase across the Library. For instance three new PhD placements were offered this year specifically within the digital research domain (Sheperd, 2016) for the first time.

Staff have felt empowered to innovate, and collaborative digital initiatives have flourished. A particularly cogent example is that of curator Dr. Sandra Tuppen, who attended one of our courses on cleaning up data and went on to secure a £79,000 grant towards a research project which enriched and cleaned British Library catalogue data so that it could be successfully aligned with other printed music datasets in support of a big data approach to the history of music (Tuppen, 2014).

Our internal capacity for training and skill-sharing in digital scholarship has become a shared responsibility across the Library, with internal course instructors now outnumbering external instructors. With the increasing number of Library staff being involved in projects and other programmes that include digital research activities and methodologies, we have been able to integrate more in-house expertise to the courses offered. Additionally the Digital Curator team has prioritised our own upskilling through a monthly informal “Hack & Yack” where we work through online tutorials with a view towards incorporating them into training, as well as more formal courses such as Train the Trainer aimed at enhancing our teaching strategies, combining theory and practical methodologies in the planning and delivery of the courses.

Looking to the future

We will continue the Digital Scholarship Training Programme and for 2016/2017 will maintain 7 of the 19 courses in their current form:

1. 101 This is Digital Scholarship
2. 103 Digitisation at the British Library
3. 105 Crowdsourcing in Libraries, Museums and Cultural Heritage Institutions
4. 108 Geo-referencing and Digital Mapping
5. 109 Information Integration: Mash-ups, APIs and Linked Data
6. 116 Metadata for Electronic Resources
7. 118 Cleaning up Data

Focusing on delivering this smaller core of courses will free up resource to improve upon how we:

- Reach staff who are keen and could most make use of the information but have not yet engaged
- Providing guidance and support to staff who are looking to implement what they have learned
- Addressing more explicitly the challenges and opportunities for working with complex collection materials, such as with non-Western materials

We aim to provide a more diverse training offering...
to ensure that there are sufficient opportunities for staff in a variety of roles at the Library to engage with digital research. Often colleagues have said they would like to attend a course, but either their workload is such that they feel they cannot spare a full day for it or they work a rota, as is the case with our colleagues who staff reading rooms. Finding creative ways to articulate more clearly and succinctly the practical value of time spent on a course, for example through shorter more frequent taster sessions explaining how a digital tool or method might help solve a specific problem, may help to reach those who have yet to engage. We are also working in partnership with reading room staff on rota to develop new approaches for conveying the training (perhaps through short informational videos).

On the opposite end of the spectrum is the need to support increasing numbers of library staff who have engaged with the programme and are now looking to implement what they have learned. In an ideal world we could offer ‘just in time’ training to colleagues at the point of their immediate need. However, as Miriam Posner (2012) and others have discussed, each question a colleague asks may bring with it a hidden overhead of time taken to respond well. In some cases we may seek to hire existing trainers to support specific project needs but more practically, we will look to better promote and leverage our weekly Digital Research Clinic, a drop-in service for staff to get guidance with relatively simple forms of digitised material such as digitised printed English language books. However for colleagues working with non-Western texts for instance, knowledge of cutting edge developments in transcription and Optical Character Recognition would be highly beneficial in helping ensure these materials can be leveraged by digital scholars. Our collections are as global and diverse as the DH communities interests worldwide, and future staff training provision must more accurately address the complexities and opportunities of working with our vast non-Western materials.
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Introduction

Although representing large corpora through the network of persons’ interactions has become quite popular in the Digital Humanities community (Elson et al., 2010), several parameters can have an impact on the resulting network, especially when it is automatically extracted. In this work, we present a step-by-step procedure to extract persons’ networks from documents and select possible configurations in order to increase readability and ease
Fig. 2 Persons co-occurrence network extracted from Kennedy’s (left) and Nixon’s (right) speeches
the interpretation of the obtained information. We also discuss some open issues of the task.

We rely on the same assumption as for word co-occurrence networks: two persons who tend to be mentioned together in a corpus share some commonality or relation from the author’s perspective.

The Methodology

We implemented a novel tool for the automated extraction of a persons’ network from a corpus in the online ALCIDE platform\(^1\) (Moretti et al., 2014). The module is based on the following steps: i) the corpus is first analysed with the Stanford named entity recognizer (Finkel et al., 2005), in order to recognize persons’ mentions (e.g. John Kennedy, F.D. >Roosevelt, etc.). In the network representation, we assume that persons correspond to nodes and edges express co-occurrence within a given token window; ii) We build a person-person matrix where we assign an edge weight of 1 every time two persons are mentioned together within a certain context window. Every time a co-occurrence is repeated, the weight is increased by 1; iii) The final output is a weighted undirected network where edge weights are the co-occurrence frequency. In the default configuration, name mentions are collapsed onto the same network node only if they have an exact match. In order to allow a more flexible creation of the network, a “Person Management” functionality (Fig. 1) has been implemented, through which users can collapse nodes referring to the same person (e.g. J.F. Kennedy and John Kennedy). This manual check is done through an interface, without the need to access directly the underlying matrix.

From a technical point of view, the information is stored in a relational database management system, in order to grant multi-user access, good performances and high flexibility regarding the queries. The persons’ co-occurrence matrix is visualized as a network by means of the d3 javascript framework\(^2\). During the conversion of the matrix in the json used by d3, the nodes are enriched with additional information, such as the list of documents containing the corresponding entity and the number of connections.

Some settings such as the co-occurrence window type (sentence or token) and width (number of sentences/tokens) are arbitrary, although they have a relevant impact on the extracted network and on its readability. Therefore, the system gives the possibility to change such settings and regenerate the co-occurrence matrix at runtime. In the following sections we will discuss some of these parameters and explain their impact in the light of a use case related to Nixon and Kennedy’s speeches of the 1960 presidential campaign. The corpus consists of 282 documents by Nixon (830,000 tokens) and 598 documents by Kennedy (815,000 tokens)\(^3\). All networks displayed in the following sections are screenshots of the system output and are dynamically displayed.

Fig. 1 View of the Person Management tool

![Person Management](image1)

Some settings such as the co-occurrence window type (sentence or token) and width (number of sentences/tokens) are arbitrary, although they have a relevant impact on the extracted network and on its readability. Therefore, the system gives the possibility to change such settings and regenerate the co-occurrence matrix at runtime. In the following sections we will discuss some of these parameters and explain their impact in the light of a use case related to Nixon and Kennedy’s speeches of the 1960 presidential campaign. The corpus consists of 282 documents by Nixon (830,000 tokens) and 598 documents by Kennedy (815,000 tokens)\(^3\). All networks displayed in the following sections are screenshots of the system output and are dynamically displayed.

Fig. 3 Co-occurrence network of “Nixon” mentions extracted from Kennedy’s corpus (left) and of “Kennedy” mentions from Nixon’s (right) speeches

![Co-occurrence Network](image3)

Default configuration

In our default configuration, the tool extracts persons’ networks using 1 sentence as a co-occurrence window and collapsing on the same node only name mentions with an
exact match. As shown in Fig. 2, this basic configuration is enough to highlight the differences between Kennedy’s and Nixon’s networks: the first is much larger and much more connected, with several cliques that tend to emerge from the overall picture. Nixon’s network, instead, is smaller (i.e. less persons are mentioned in his corpus) and less dense.

By zooming in the pictures, it is possible to focus on single nodes of interest. For example, if we compare Nixon’s mentions appearing in Kennedy’s speeches, and the other way round (Fig. 3, left and right resp.), we observe that in both cases the opponent is frequently mentioned with ‘enemies’ of the time such as Fidel Castro and Khrushchev. However, this association with negative figures is much more frequent in Kennedy’s speeches (e.g. Nixon is mentioned also with Trotsky and Lenin), probably because Nixon had already a prominent role in US foreign policy being Vice-President.

Changing configuration parameters

The tool allows users to move from the default configuration to a more customizable one, where it is possible to change the type (sentence or token) and the size of the context window taken into account for the co-occurrences as well as set a threshold to the edges’ weight (number of co-occurrences). By tuning these parameters, it is possible to transform the networks presented in Fig. 2 to obtain a more readable representation, filtering minor nodes and emphasizing information previously hidden by the large amount of information.

Reducing the co-occurrence window increases the probability to extract persons that are more strictly related. At the same time, by increasing the minimum edge weight threshold, we reduce the information visualized, filtering out all the persons co-occurring only once in favour of persons co-occurring consistently through the entire corpus.

Fig. 4 shows the networks, obtained from the data in Fig. 2, generated by setting the maximum token range to 10 (thus, on average, less than the sentence length adopted in Fig. 2) and the minimum edge threshold to 2. The result is a visualization with less but more readable data. In Nixon’s network, we can easily spot some well-defined clusters such as the one grouping the leaders of the communist world (i.e. Khrushchev, Stalin, Mao Tse-tung), the cluster of the main representatives of international politics in 1960 (e.g. de Gaulle, Nehru, Adenauer) or a cluster reflecting Nixon’s attitude to refer to previous U.S. Presidents (e.g. Andrew Jackson, Thomas Jefferson). Also the network from Kennedy’s corpus is more understandable, including a cluster with prominent Communist politicians (e.g. Khrushchev, Castro, Kadar), but also clusters defining local democratic representatives, for instance those from California (e.g. Pat Brown, John Moss) or those from Pennsylvania (e.g. David Leo Lawrence, Joseph S. Clark).

Discussion

As shown in the above examples, building a persons’ network in an automated fashion implies making some a-priori choices that strongly affect the outcome of the analysis. Such choices are influenced by the type of analysis required by the user. If distant reading is the main goal, the parameters proposed as default by our tool, as shown in Fig. 2, seem to be appropriate. This analysis gives an overview of the overall network dimension and density, and makes it possible to compare two networks at a glance. Instead, if close reading and a qualitative analysis of the connections are more relevant, reducing the window width and displaying only the most connected nodes is necessary. Since in a typical research scenario distant and close reading are both present, and users need to zoom in and out frequently, a tool that changes the network on demand in real time should be implemented. In this respect, Gephi (Bastian et al., 2009), probably the most widely used tool for network analysis in the Digital Humanities community, shows some limitations. Although it provides useful in-built metrics for analysing a network structure, it does not offer the possibility to test different parameters on the fly. Also its integration in an online, browser-based environment is quite complex, as well as the connection to a text analysis pipeline.

Other issues related to the automated creation of persons’ networks are worth mentioning. Since natural language processing tools are involved in the pre-processing step, users should be aware of the possible mistakes introduced by this pipeline. In particular, Named Entity Recognizers may label as persons other types of entities, wrongly introducing nodes in the network. Other possible mistakes are more difficult to spot and concern homonyms (i.e. nodes that should be split). Such cases can be solved only resorting to a cross-document entity coreference system, where mentions can be resolved by linking them to the entities they refer to. A finer-grained outcome could be achieved integrating also an intra-document coreference system, able to link mentions referring to the same person in a text. Cross- and intra-document coreference would be necessary to ensure that all persons mentioned in a corpus are included in the extracted network. Nevertheless,
the impact of automated processing on the quality of the network needs to be further investigated.
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Many pre-print texts emerge from an authorial context that was collective rather than individual. Pre-print texts may be the result of an accretive process, where portions of the work were added or subtracted to conform to the needs of copyist or audience, and where the surviving versions can reflect the contribution of many different minds (Fisher, 2012). A truly sensitive translator of a text from the past must take into account the historical setting of the written product, what has been called the social logic of the text (Spiegel, 1990) to interpret the words for the reader and convey the meaning for those who wrote them and for their contemporary audiences (Paul, 2008).

Just so, the job of the translator has become increasingly complex as our notion of text also expands. Ideally, the process of translating pre-modern texts would mirror their progressive creation, incorporating multiple voices and layers of interpretation. With the integration of digital modes of thinking and acting into our daily lives, what some digital theorists have called “eversion” (Jones, 2014), new textual communities in some way mimic those that participated in the collective process of pre-print text creation. Digital tools have made it possible to assemble voices in a virtual community of textual reception, one in which participants need not be in the same physical space to exchange ideas in real time about the meaning of a text.

Scholars at Fordham University have embarked upon two different translation projects that are sensitive to elements of pre-print textual creation and that aim to forefront the process in ways understood by digitally-inflected communities. The projects emerge from a pragmatic vision of work-sharing, yet simultaneously co-opt our increasing comfort with virtual communities to recreate the collective context of pre-print texts. These projects come from unrelated disciplines and cultural contexts: the first brings together scholars with linguistic, literary, and art historical expertise to produce a new translation of the Codex Aubin, a manuscript written in Nahuatl created between 1576 and 1609 by indigenous scribes in Mexico City; and the second, led by the French of Outremer Legal Texts Working Group, brings together nine scholars to examine and translate three thirteenth-century legal texts written in a type of Old French from the Holy Land.

Although digital tool-builders have recognized the power of the collective translation process from the standpoint of a division of labor, most translation platforms are designed to manage work-flow, not to accommodate incertitude, discussion, or to express a plurality of interpre-
tions (Gambier, 2014). Using the norms of crowdsourcing as a point of departure, Fordham scholars have worked with program-developer Ben Brumfield to substantially extend his open-source digital edition tool FromThePage (http://www.fromthepage.org/) to allow groups of scholars to translate selected texts in a communal fashion. For example, since the 1841 editions of the French-language legal texts were digitized by the Internet Archive, the existing FromThePage-Internet Archive integration was extended to ingest the OCR produced by the digitization process as a starting point for page transcripts (Beugnot, 1841). The translation process itself required modifying the data model to support parallel texts for each transcribed page, as well as new user interfaces for editors to toggle between transcript and facsimile while translating. Since users may be unfamiliar with Old French or Nahuatl, the presentation interface was revised to support a translation-first experience.

Translation teams working on both Fordham FromThePage projects include language specialists, historians, and content experts who bring their proficiencies to the discussion, but who will nonetheless disagree along the way. The assembled communities are closed and highly selective; our end product will be a curated conversation that reflects the specialization of each team member. Using FromThePage gives us the option to make the deliberations transparent to our end-users in a way that remains epistemologically true by mapping the process of consensus necessary for a final translation. Reaching an agreement on our final versions, for example, may be the result of one scholar arguing for a reading according to his or her own expertise, or of a collective ignorance and the need to choose the most neutral term possible; our final translations will expose this decision-making process and situate our users in the midst of communal textual production.

Achieving this transparency required a number of unanticipated changes. The first concerned the commenting mechanism: while editors transcribing a manuscript often need to discuss unclear handwriting, translators’ discussions of variant readings need to be surfaced for readers. In addition, parallel texts required a total re-write of the full-text search mechanism to handle verbatim text of the original, editorial emendations, and English translations. Finally, the nature of the sources revealed fundamental challenges in the representation of text within FromThePage; since the page division of the Assises is an artifact of 19th-century typesetting, semantic divisions had to be de-coupled from the facsimile pages for online readers and consumers of the exported TEI-XML documents. All of these enhancements were re-incorporated into the FromThePage source code, allowing other digital edition projects to benefit from the new translation and OCR correction features. The projects underscore the communally-crafted nature of our chosen texts by marking conflicting opinions, and the results will serve as a test-case for other kinds of collaborative textual projects, particularly those that contain non-standard languages or terminologies.
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One of the most discussed issues in Biblical studies in the past 15 years is the history of Biblical Hebrew. Standard works on this issue assume that one can distinguish between Archaic Biblical Hebrew, Early Biblical Hebrew and Late Biblical Hebrew (Saenz-Badillos; 2004, Hurvitz; 2013). This position has been challenged in a number of recent publications, in which the authors state that the variation that can be found in Biblical Hebrew is better explained by assuming that there have been different styles of Biblical Hebrew (Young, Rezetko and Ehrensivärd, 2008) in use throughout the biblical period, which is roughly the whole first millennium BCE. A complicating factor in the research...
on the biblical texts is that we know relatively little about their transmission in the centuries after their composition.

In general the manuscript used for research on Biblical Hebrew is the Codex Leningradensis, which was created in 1008–1009 CE. There exist older manuscripts of the Hebrew Bible; by far the most important ones are those found in the Qumran Caves which can be dated to the beginning of the Common Era, but many of these manuscripts survive in a fragmentary state.

Many studies on the diachrony of Biblical Hebrew are concerned with Hebrew vocabulary. These have resulted in long lists of early lexical items that were supposed to be replaced gradually by late alternatives. These late alternatives can often be identified as loans from languages like Aramaic and Persian (Young, Rezetko and Ehrensvärd, 2008).

One of the problems of studying vocabulary as a gauge of linguistic change is that the vocabulary could have been manipulated easily during the process of transmission. Scribes could change words, thereby consciously archaising the language of a text.

In order to solve this problem, we study syntax instead of vocabulary. Forming sentences takes place on a less conscious level than choosing words, and therefore this is a better way of studying continuity and change in the history of Biblical Hebrew. In our study we investigate the use of prepositions accompanying a whole range of verbs. In the literature on linguistic variation in Biblical Hebrew the use of prepositions and other function words in various contexts has been studied before, but this has always been done in a very restricted way. Sometimes only a few biblical texts had been studied or the data had been extracted from one manuscript exclusively (Hornkohl, 2014:218–38).

In our research we will focus on verbs of motion and on stationary verbs. In the former category we find verbs like בָּא (ba’, to come), ולאחר (vālā, to go up) and אָת (yāśḥā, to go out), in the latter we find verbs like יֵשָׁב (yāsāv, to sit) and יִתְּן (yātāq, to stand). These verbs have in common that in most cases they have a locative as complement, which is often introduced by a preposition (Oosting, Dyk and Glanz, to be published). It is known that various prepositions can be used with a given verb and this variation can be found in parallel texts in the Codex Leningradensis, within specific biblical books and between different manuscripts (Kutscher, 1974).

The use of function words like prepositions is well known in authorship attribution (Argamon and Levitan; 2005, Garcia and Martin; 2007, Segarra, Eisen and Ribeiro; 2013), but in the case of ancient religious texts, detecting the author of a text is a controversial issue. Not only could texts have been adapted during the transmission of the complete text, also the composition of a text may have had a long history. Therefore we do not try to find the supposed author of a text, but based on the study of prepositions accompanying verbs of motion we would like to find out what is the main factor of the variation in the use of these prepositions. Is it related to diachronic development of the Hebrew language or to the way the texts were transmitted or both or are there still other options? We investigate these issues by comparing the thousands of instances of prepositions accompanying verbs of motion and stationary verbs in:

1. different books in the Codex Leningradensis (Genesis, Exodus, etc.)
2. different manuscripts (e.g. compare Isaiah in the Codex Leningradensis with the Great Isaiah Scroll)
3. parallel texts.

This kind of research can only be conducted in a proper way if the textual data is in place, not only for the research proper, but also for those who want to reproduce this research later on. Therefore we base our research on the Amsterdam Hebrew Text Database (Van Peursen et al., 2015). This database is Open Access and can be downloaded from DANS, a national research archive in the Netherlands. Without downloading, the material in the database can be accessed through the website SHEBANQ (https://shebanq.ancient-data.org and Roorda, 2015b). Here the text of the Codex Leningradensis can be browsed, and while doing so, the user has access to a wealth of annotations that represent linguistic information and additional observations. In particular, there is an extensive set of cross-reference annotations between virtually all parallel passages (Roorda, 2015a). With the help of clustering techniques and entropy calculations we are investigating the challenge of linguistic variation in Biblical Hebrew and the transmission of the biblical texts. Results of others (Hornkohl, 2014:218–38, Rezetko and Young, 2014:380–83) and ourselves show that this approach leads to significant progress in our understanding of these issues.

The relevance of this research for digital humanities in general is that it explores challenges such as working with ancient languages of which we have only fragmentary evidence and (religious) texts with a long history of composition and transmission. While there is a lot of literature on these issues in traditional studies, it is clear that digital methods of research have not been pursued to their full potential yet.
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Introduction

Humanities scholars have experimented with the potential of different text mining techniques for exploring large corpora, from co-occurrence-based methods to sequence-labeling algorithms (e.g. Named entity recognition). LDA topic modeling (Blei et al., 2003) has become one of the most employed approaches (Meeks and Weingart, 2012). Scholars have often remarked its potential for distant reading analyses (Milligan, 2012) and have assessed its reliability by, for example, using it for examining already well-known historical facts (Au Yeung, 2011). However, researchers have observed that topic modelling results are usually difficult to interpret (Schmidt, 2012). This limits the possibilities to evaluate topic modeling outputs (Chang et al., 2009).

In order to create a corpus exploration method providing topics that are easier to interpret than standard LDA topic models, we propose combining two techniques called Entity linking and Labeled LDA; we are not aware of literature combining these two techniques in the way we describe. Our method identifies in an ontology a series of descriptive labels for each document in a corpus. Then it generates a specific topic for each label. Having a direct relation between topics and labels makes interpretation easier; using an ontology as background knowledge limits label ambiguity. As our topics are described with a limited number of clear-cut labels, they promote interpretability, and this may help quantitative evaluation.

We illustrate the potential of the approach by applying it to define the most relevant topics addressed by each party in the European Parliament’s fifth term (1999-2004).

The structure of our work is as follows: We first describe the basic technologies considered. We then describe our approach combining Entity Linking and Labeled LDA. Based on the European Parliament corpus (Koehn, 2005), we show how the results of the combined approach are easier to interpret or evaluate than results for Standard LDA.

Basic technologies

Entity Linking

Entity linking (Rao et al., 2013) tags textual mentions with an entity from a knowledge base like DBpedia (Auer et al., 2007). Mentions can be ambiguous, and the challenge is to choose the entity that most closely reflects the sense of the mention in context. For instance, in the expression Clinton Sanders debate, Clinton is more likely to refer to DBpedia entity Hillary_Clinton than to Bill_Clinton. However, in the expression Clinton vs. Bush debate, the mention Clinton is more likely to refer to Bill_Clinton. An entity linking tool is able to disambiguate mentions taking into account their context, among other factors.

LDA Topic Modeling

Topic modeling is arguably one of most popular text mining techniques in digital humanities (Brauer and Fridlund, 2013). It addresses a common research need, as it can identify the most important topics in a collection of documents, and how these topics are distributed across the documents in the collection. The method’s unsupervised nature makes it attractive for large corpora.

However, topic modeling does not always yield satisfactory results. The topics obtained are usually difficult to interpret (Schmidt, 2012, among others). Each topic is presented as a list of words. It generally depends on the intuitions of the researcher how to interpret these tokens.
in order to propose concepts or issues that these lists of words represent.

**Labeled LDA**

An extension of LDA topic model is Labeled LDA (Ramage et al., 2009). If each document in a corpus is described by a set of tags (e.g. a newspaper archive with articles tagged for areas like "economics", "foreign policy", etc.), Labeled LDA will identify the relation between LDA topics, documents and tags, and the output will consist of a list of labeled topics.

**Our approach**

Labeled LDA has shown its potential for fine grained topic modeling (e.g. Zirk and Stuckenschmidt, 2014). The method requires a corpus where documents are annotated with tags describing their content. Several methods can be applied to automatically generating tags, e.g. keyphrase-extraction (Kim et al., 2010). Our source for tags is Entity linking. Since entity linking provides a unique label for sets of topically-related expressions across a corpus' documents, it can help researchers get an overview of different concepts present in the corpus, even if the concepts are conveyed by different expressions in different documents.

Our first step is identifying potential topic labels via entity linking. Linked entities were obtained with DBpedia Spotlight (Mendes et al., 2011). Spotlight disambiguates against DBpedia, outputting a confidence value for each annotation. Annotations whose confidence was below 0.1 were filtered out. We also removed too general or too frequent entities (e.g. Country or European_Union).

We then rank entities' relevance per document with tf-idf (Jones, 1972), which promotes entities that are salient in a specific subset of corpus documents rather than frequent overall in the corpus. Finally, we select the top five entities per document as per tf-idf. These five entities are used as labels to identify, with Labeled LDA, the distribution of labeled topics in the corpus.

**Experiments and Results**

Using the Stanford Topic Modeling Toolbox, we performed both Standard LDA (k=300) and Labeled LDA (with 5 labels) on speech transcripts for the 125 parties at the European Parliament (1999-2004 session). The corpus contains 125 documents, representing one party each. Documents were tokenized and lemmatised; stop-words were removed. DBpedia entities were detected with Spotlight and ranked by tf-idf, as described above.

We present the outputs of Labeled LDA with entity labels (EL_LDA) for three parties, compared to both Standard LDA and to the top-ranked entities for each party (by tf-idf). In each case, we show topics with relevance above 10%. Results for the remaining parties are available online.

**Discussion**

Labeled LDA combines the strengths of Entity Linking and standard LDA. Entity Linking provides clear labels,
but no notion of the proportion of the document that is related to the entity. Standard LDA’s relevance scores do provide an estimate to what an extent the topic is relevant for the document, but the topics are not expressed with clear labels. Labeled LDA provides both clear labels, and a quantification of the extent to which the label covers the document’s content.

An advantage of Labeled LDA over Standard LDA is topic interpretability. Consider the UK Conservative Party’s topics. In each standard LDA topic, there are words related to the concepts of Industry and Business in general, and some words related to the UK appear on the first topic. However, in each topic, some other words (e.g. government, directive, decision, measure, health, consumer) are related to other concepts, like perhaps Legislation or Social policy. A researcher trying to understand the standard LDA topics is faced with choosing which lexical areas are most representative of each topic: is it the ones related to Industry, Business, and the UK, or is it the other ones? The clear-cut labels from Labeled LDA are more interpretable than a collection of words representing a topic.

The Labeled LDA topics may be more or less correct, just like Standard LDA topics. But we find it easier to evaluate a topic via questions like “is this document about Industry, Business and the UK, in the proportions indicated by our outputs?” than via questions like “is this document about issues like house, british, amendment, market, industry, government, (and so on for the remaining topics)?”

The topics for French party Les Verts illustrate Labeled LDAs strengths further. Most of the Standard LDA topics contain some words indicative of the party’s concerns (e.g. environment or development). However, it is not easy to point out which specific issues the party addresses. In Labeled LDA, concrete issues come out, like Genetically modified organism.

Topic label Development aid shows a challenge with entity linking as a source of labels. Occurrences of the word development have been disambiguated towards the entity Development aid, whereas the correct entity is likely Sustainable development. These errors do not undermine the method’s usefulness. Efficient ways to filter out such errors exist; this is conceptually similar to removing irrelevant words from Standard LDA topics. However, we need to be aware of and address this challenge.

Regarding Partido Nacionalista Vasco (Basque Nationalist Party), the Standard LDA topic misses the word basque, which is essential to this party. Labeled LDA identifies Basque people as a dominant concept in this party’s interventions.

Outlook

Our method performs Labeled LDA using Entity Linking outputs as labels. Its main advantage is providing a specific label for each topic, that improves topic interpretability, and can simplify human evaluation of topic models.

More evaluation is needed to fully assess the approach. We will consider two possible complementary evaluations: first, a crowdsourced task where participants evaluate the coherence of Labeled LDA topics with the corpus documents. Second, an assessment of our topics by political science experts. We’re mostly interested in evaluating the approach for diachronic comparisons.
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Introduction

Today, cultural heritage sites, museums and other places of historical or societal value can often be visited on the Internet. Panoramic images and virtual tours allow the user to access distant sites from home via handheld devices as well as conventional desktop devices. In this way, these applications strongly reduce the threshold for getting acquainted with various cultures, their respective artefacts and unique heritage.

But can this popular and usually touristic way of presentation be used to introduce valid scientific information to a broad public? This question has been posed at the Academy of Sciences and Literature | Mainz regarding its project “Die Deutschen Inschriften”.

The research project “Die Deutschen Inschriften”

The long term research project “Die Deutschen Inschriften” is a joint undertaking of six German Academies of Sciences and the Austrian Academy of Sciences. The research focuses on collecting, editing and interpreting medieval and early modern Latin and German inscriptions. They often occur in conjunction with figurative elements or spatial as well as architectural features. The inscriptions themselves are mostly in medieval Latin or in historical or regional varieties of the German language. The geographical area of research consists of Germany, Austria and South Tyrol. The inscription records range from approximately 500 AD to 1650 AD (Brandt, 1937; Kloos, 1973; Nikitsch, 2008). The project’s scholars carry out their research within a wide scope of interests ranging from art history, philology and linguistics to the history of ideas. The research results are published in 90 volumes. More than 43 of these volumes, including over 17,000 records, are currently accessible through the online database “Deutsche Inschriften Online” (German Inscriptions Online, www.inschriften.net).

Virtual cultural heritage

Observing an item within a cultural heritage site in isolation frequently limits the understanding of it. This is due to its removal from the big picture of the entire ensemble in its historical, cultural and spatial context.

Two different approaches of representing historical sources in their spatial context are being explored by the projects “Inschriften im Bezugsystem des Raumes” (Inscriptions in their Spatial Context, IBR) and the virtual tours through St. Stephan in Mainz and St. Michael in Hildesheim. Project IBR utilised methods of laser scanning and semantic web technologies, in this regard aiming at a more specialised target audience. The virtual tours of St. Stephan and St. Michael on the other hand were developed as a means to visualise the spatial cultural sphere for an audience with a lower degree of specialized knowledge. In doing so the applications were generally aiming at a broader audience (Lange/Unold 2015; www.spatialhumanities.de/ibr/startseite.html; www.inschriften.net/hildesheim/ rundgang.html)

The virtual tour’s objective was to arrange the scientific edition’s epigraphical items in their spatial context and to put the scientific sources on display to a diverse audience in an easy accessible and comprehensible manner.

Notes

1 http://www.statmt.org/europarl/
2 Spotlight outperforms other systems when corpus entities often correspond to common-noun mentions like democracy, vs. proper-noun mentions (e.g. Greenpeace). See Cornolti et al., 2013 and Usbeck et al., 2015.
3 http://nlp.stanford.edu/software/tmt/tmt-0.4/
4 Each document (party) is labeled with 5 entities. Some entities are shared across parties. For the 125 parties, this gives 300 distinct labels. This corresponds to k=300 topics in Standard LDA.
5 https://sites.google.com/site/entitylabeledlda


In Hildesheim, the interrelation between the church and bishop at the time of construction, Bernward of Hildesheim, is shown and emphasised through the inscriptions and their placement. (Kruse, 2012). So, the visualisation of this connection and the importance of inscriptions as biographical evidence as well as general historic sources are a further aim.

**Generic virtual tours**

Several software applications for creating virtual tours already exist that enable everyone to build virtual tours. The software offers the modelling of the views, their arrangement within a tour, the navigation, interactive elements as well as the display on a map. Images, short text and links can be added to describe selected objects. The lack of possibilities to import and embed detailed textual information and to load them from external repositories, limits the benefits in a scientific context. Thus, a software for generic virtual tours was developed to integrate and provide a generic approach for adding content from external repositories (databases, text documents, etc.).

Taking the tour to St. Michael in Hildesheim as an example for the possibilities: the virtual tour enables the user to navigate within the church accessing several fixed viewpoints, to look around and to zoom in on interesting looking spots. Interactive elements indicate the possibility of switching to a different viewpoint, provide information about specific points of interest, most of them inscriptions on stone tablets or tomb slabs or other (art-)historic artefacts. Pop-up windows can contain general information about the inscriptions, a full transcription, as well as a translation of the inscribed texts. Furthermore, images of the inscription, historical sketches, or old photographs as well as audio information can be provided. All this information is displayed in the context of the tour, without exiting the panoramic visualisation. Links to the critical edition of the inscriptions in “Deutsche Inschriften Online” provide easy access to the full scholarly content including scientific apparatus and further bibliographic introductory material.

The software allows for subdividing the information about the epigraphical and pictorial agenda utilized throughout the church into multiple sub-tours. Each tour is therefore enabled to concentrate on a specific topic and by this means to weave a unique narrative of the site and its cultural sphere. Furthermore, various preservation stages and relocations of objects and decorations can be pointed out. The conception of such thematic tours prevents the user from “getting lost” in the virtual environment and from overlooking the content’s contextual conclusions and messages. Throughout the tour the viewer receives information in structured order, e.g. the events are sorted chronologically as is the rule in the context of historical information (Rizvic, 2014; Tan/Rahman, 2009).

**Cultural coding = generic coding**

Creating digital code in the public sector is by necessity an open source process. In contrast to coding in the realm of the competitive private sector, in the cultural realm it is not—and must not be—imperative to shield digital products, project data and know how. Open source software enables people from outside the project to reuse and adapt the outcome as well as to contribute. A generic approach increases the reusability of the code and the application.

Hence the virtual tour was designed as browser-based and implemented as a generic JavaScript application using HTML5, WebGL and the Three.js framework. (Neovesky/Peinelt, 2015). An encapsulated package was released that enables others to build their own virtual tour without programming knowledge. A simple JSON file is used for configuration and data exchange. Adaption of this core JSON file makes it possible to create a custom virtual tour. All the cultural institution has to add are suitable images, positions and texts which can for example be received via data interfaces and web APIs. The generic virtual tour and the user manual are available on GitHub (https://github.com/digicademy/virtualTour).

**Conclusion**

The virtual tour to the inscriptions of St. Michael's Church in Hildesheim was born from the idea of combining a popular visual representation with unrestricted access to scientific research and publications.

By means of using a generic approach to the technical implementation, the software is not limited to any specific set of circumstances and does not represent a single-use scenario. Although the application was developed with a specific object in mind, it can easily be adapted to fit other projects within the fields of research, education and visualisation.

Even though the application focuses upon a broad audience, the visualisation can also be of interest to researchers from diverse academic background and disciplines. In this manner scholars are able to receive an impression of a distant site’s or compound’s spatial context. They are as well enabled to present their research in an easy to use, appealing and low-threshold way. The distribution under a free license (GNU GPL V3) enables users to use, adapt and extend the software.
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Introduction

The digital scholarly edition Stefan George Digital (StGD) is, as its name implies, dedicated to the oeuvre of the German author Stefan George (1868-1933).1 As part of my PhD thesis, StGD is concerned with the role and application of typography within the printed collections of George's poetry and the formal canon, and development of the so-called Stefan-George-typeface (St-G-typeface). To capture typographical information within the digital edition, I have tested two approaches that this short paper will discuss: the application of a TEI-based model and the development and the integration of an ontology.

Subject matter

More than any other poet in modern German literature, Stefan George (1868-1933) engaged with writing – particularly typography2 – in exceptional ways. From 1897 on, he almost completely abandoned his cursive handwriting, using instead highly stylized block letters. From 1904 on, this individual book hand was transferred into metal:3 the third edition of Das Jahr der Seele (The Year of the Soul) was the first volume printed in the so called St-G-typeface, a Sans-Serif typeface which emerged when the German dispute between Serif and Black Letter typefaces was in full swing. Accordingly, St-G forms a third, alternative typeface, strongly inspired by modern Sans-Serif typefaces such as the Akzidenz-Grotesk of the Berthold foundry. Furthermore, St-G includes letter shapes of Roman and Carolingian scripts as well as of the Greek alphabet (Kurz, 2007). Between its inception and 1927, the St-G typeface was changed several times, so that it now exists in various versions.

Problem statement and project goals

George linked his poetry and his understanding of aesthetics to the design of his books by introducing an individualized typeface. He broke with typographical conventions at the time by applying a Sans-Serif typeface, by basing the design on his own handwriting, and by referencing historical script models in its formal features. The extraordinary design of St-G and the fact that the author himself was involved in its creation calls for special attention in a scholarly edition. However, previous editions neither include a detailed recording of the printed publications nor their typographical analysis. StGD aims to close this gap by providing a digital scholarly edition that allows for exploring typography in George's poetical work.

In the first phase of research, I will create a digital edition of printed poetry collections by George. I will develop a model to identify and describe typographical forms as well as to allow for citing them. In a second phase of research I will enhance the corpus of StGD with handwritten drafts, thereby allowing further investigations of the relationship between George's book hand and the typeface.4

The digital edition

The corpus of StGD consists of 29 printed editions of Stefan George's poetical works published between 1890 and 1933. Individual works are represented in the corpus variable numbers of times according to their textual and typographical variation.5 Currently all volumes are encoded according to a customized XML/TEI schema and enriched by bibliographical metadata through FRBR (Functional Requirements for Bibliographic Records) and METS (Metadata Encoding and Transmission Standards). The full texts will be enhanced by corresponding facsimiles, provided via a IIIF (International Image Interoperability Framework) compliant image server using the OpenSeadragon viewer. At the end of the project (April 2017), all contents of the digital edition will be openly available through a Creative Commons (CC-BY-NC-SA) License via the FEDORA-based asset management system

---

1) More than any other poet in modern German literature, Stefan George (1868-1933) engaged with writing – particularly typography – in exceptional ways. From 1897 on, he almost completely abandoned his cursive handwriting, using instead highly stylized block letters. From 1904 on, this individual book hand was transferred into metal: the third edition of Das Jahr der Seele (The Year of the Soul) was the first volume printed in the so called St-G-typeface, a Sans-Serif typeface which emerged when the German dispute between Serif and Black Letter typefaces was in full swing. Accordingly, St-G forms a third, alternative typeface, strongly inspired by modern Sans-Serif typefaces such as the Akzidenz-Grotesk of the Berthold foundry. Furthermore, St-G includes letter shapes of Roman and Carolingian scripts as well as of the Greek alphabet (Kurz, 2007). Between its inception and 1927, the St-G typeface was changed several times, so that it now exists in various versions.

2) George linked his poetry and his understanding of aesthetics to the design of his books by introducing an individualized typeface. He broke with typographical conventions at the time by applying a Sans-Serif typeface, by basing the design on his own handwriting, and by referencing historical script models in its formal features. The extraordinary design of St-G and the fact that the author himself was involved in its creation calls for special attention in a scholarly edition. However, previous editions neither include a detailed recording of the printed publications nor their typographical analysis. StGD aims to close this gap by providing a digital scholarly edition that allows for exploring typography in George's poetical work.

3) The digital edition of printed poetry collections by George. I will develop a model to identify and describe typographical forms as well as to allow for citing them. In a second phase of research I will enhance the corpus of StGD with handwritten drafts, thereby allowing further investigations of the relationship between George's book hand and the typeface.

4) The corpus of StGD consists of 29 printed editions of Stefan George's poetical works published between 1890 and 1933. Individual works are represented in the corpus variable numbers of times according to their textual and typographical variation. Currently all volumes are encoded according to a customized XML/TEI schema and enriched by bibliographical metadata through FRBR (Functional Requirements for Bibliographic Records) and METS (Metadata Encoding and Transmission Standards). The full texts will be enhanced by corresponding facsimiles, provided via a IIIF (International Image Interoperability Framework) compliant image server using the OpenSeadragon viewer. At the end of the project (April 2017), all contents of the digital edition will be openly available through a Creative Commons (CC-BY-NC-SA) License via the FEDORA-based asset management system.
GAMS (Geisteswissenschaftliches Asset Management System)8.

Focus of the paper

Due to the significant role of typography in George's work, the creation of a digital scholarly edition calls for special attention to graphical features within the documents. This means that typography needs to be classified (i.e. typeface family, font) and its features need to be modelled. The latter includes the description of typographical forms, the identification of stylistic models, and the definition of the semantic function of types in the text. Such typographical enrichment is particularly challenging since neither a commonly shared vocabulary to describe typographical features nor a widely accepted type classification system exists. With regard to this lack of a common standard, StGD has mainly tested out two methods of typographical enrichment which will be discussed in this paper: the application of a TEI based model and the development of an ontology to describe typography.

Typography and the TEI

A distinction can be drawn between two different purposes of encoding features of writing: representation and information enrichment. The first purpose is covered to a great extent by the TEI gaiji module7 and the application of Unicode. Recent editing projects like Hugo von Montfort: the poetical work8 demonstrate the potentials of these methods, even if they also show that performing them throughout a complete edition is work-intensive and impractical. Concerning the capture of information about writing, especially about typography, the possibilities offered by the TEI are more restricted. Although the element <typeDesc> as part of <msDesc> allows for a description of types in prose, there is no TEI vocabulary to describe types and their features in a formalized way. The paper will report on the benefits and drawbacks of the already implemented elements and attributes and demonstrate their application to material at hand.

Typography and Ontologies

There are barely any digital projects dedicated to the modelling of typography. Those that exist include the Type Repository of Incunabula9 at the Berlin State Library, a database which identifies and catalogues incunabula types. It applies a relatively flat project-customized XML schema that describes types in prose. However, the digital modelling of handwriting has made significant progress over the last decade, since Arianna Ciula coined the term “Digital Palaeography” (Ciula, 2005), and the modelling of typography can benefit from this research. Recent research projects like DigiPal10 and ORIFLAMMS11, though not created in the context of digital scholarly editions, emphasize the strong tendency towards the application of semantic web technologies for the modelling of handwriting (Stokes, 2011 and 2012; Stutzmann, 2013). This paper will discuss their advantages for the identification, formal description and citation of typographical forms. Moreover it will give an overview of the technology or modelling language (i.e. RDFs, UML, SKOS) that might be the most suitable for the purpose of StGD. In this context, the paper will strongly take into account aspects of practicability and re-usability of the model.

Research questions

By modelling and analysing typographical information, the digital edition opens up Stefan George's poetical work for the following research questions: (a) Which formal features does the St-G-typeface contain and what are they referring to?; (b) How has the formal canon of the typeface developed between 1904 and 1927?; (c) Is the development of the book design across George's work linear or is it marked by any significant breaks?; and (d) How are text and typography interrelated in George's work, and how is typography applied as a stylistic device?

Context in Digital Humanities

StGD is contributing to the field of digital scholarly editing, the focus of which is shifting increasingly to the materiality of the edited documents. This tendency has been encouraged by movements such as New Philology as well as by textual concepts such as the “material text” (Shillingsburg 1997) and the idea of text as interaction of “bibliographical” and “linguistic code” (McGann 1991). In this context writing – as the interface between the text's message and its documentary carrier – plays a significant role and is particularly difficult to capture (Schubert, 2010). The goal of StGD is to aid in the development and promotion of a future best practice method for the modelling of typography in digital scholarly editions. Furthermore, the project's thematic focus contributes to the field of digital book history. By putting typography in its focus, StGD represents a first step towards the burgeoning and as-yet-unexplored field of Digital Studies of Typographic
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corpora. A number of different, well-defined ontologies (structural frameworks capturing domain information) created by various bodies within the wider context of the Digital Humanities (DH) have emerged (Isaac, 2013; Stead, 2006). A critical evaluation and comparison between these different structures has, however, been lacking.

In this paper, we provide a summary of four bibliographical metadata ontologies, and expand on an earlier initial comparative analysis between them. What follows is a more in-depth discussion of complementary differences and parallels in terms of expressiveness, rather than domain, focus, or perspective. The strengths and weaknesses of these vocabularies are of interest and importance to anyone working with any type of Humanities dataset or research output, whether it be interacting with metadata that describes the resource, features that have been extracted from it, or the resource itself.

**Bibliographic Ontologies**

To date digital libraries have relied heavily on traditional library bibliographic standards, such as MARC. As new research questions have arisen in DH, the limitations of earlier standards have become more pronounced (see Ramesh et al., 2015; Sfakakis and Kapidakis, 2009; Park, 2006; Cantara, 2006; Shreeves et al., 2005), and a number of ontologies designed to map the entities and relationships inherent in bibliographical metadata have emerged.

Rather than aiming to provide a comprehensive analysis of all known examples, we extended a preliminary evaluation of a small number of bibliographic ontologies. Earlier research bridging the large general corpus of the HathiTrust Digital Library with the specialist Early English Books Online - Text Creation Partnership assessed the different needs of three distinct case study examples and analysed the suitability of existing ontologies to adequate capture associated information, including publication facts and object biographies (Nurmikko-Fuller et al., 2015a). This preliminary analysis examined four ontologies: MODS RDF, MADS RDF, BIBFRAME (Miller et al., 2012), Schema.org, and FRBRoo (Bekiari et al., 2013). BiBo was originally considered, but excluded from the final comparison as it operates on a finer level of granularity.

In this paper, we elaborate on that initial analysis, and provide access to the entirety of the comparative table (Nurmikko-Fuller et al., 2015b) of which only a representative sample has previously been made available. We summarise the main characteristics of each structure in order to provide context for the detailed discussion outlining the parallels and differences between the models.

**Methodology**

Based on available documentation and extant examples, we conducted an extensive review of the expressiveness of each ontology. Comparing each property and class against possible alignments in the other three led to the identification of parallels and differences between these models. One revelation was the differing extent to which documentation had been left incomplete, highlighting the lack of workflow standardisation in ontology-development even within a shared domain. At times the absence of extensive documentation complicated our ability to confidently assert parallels between the models.

The comparative analysis led to the insertion of all classes and properties of each ontology into one cohesive table, aligned wherever the same data could be represented regardless of how the mapping was achieved, and resulting in a table of exactly 500 rows. Five types of alignment were identified:

- equivalent, where the same data can be mapped in each ontology using a single class. An example of this is location information (such as publication place), captured via madsrdf:Geographic, bf:Place, sc:Place, and frbroo:F9_Place (equivalent to cidoc:E53) in MODS/MADS, BIBFRAME, Schema.org and FRBRoo respectively.
- alternative, which encompasses situations where properties were used in one ontology, but classes in another to talk about the same attribute. An example of this is Schema.org's sc:birthDate. It takes an entire grouping of entities and relationships to express this same information in FRBRoo (frbroo:P98B_wasBorn frbroo:E67_Birth frbroo:P4_hasTime-Span frbroo:E52_Time-Span frbroo:P78_isIdentifiedBy frbroo:E50_Date).
- parallel, where the same data can be mapped using a combination of classes and properties. In the case of the date of creation for a work, MODS/MADS, BIBFRAME and Schema.org all have a single property (mods:dateCreated, bf:creationDate, CreativeWork:dateCreated), whilst FRBRoo necessitates a cluster of classes and properties: F1_Work_R9b_wasRealisedThrough F28_ExpressionCreation P2_hasType E55_Type (“Earliest known externalisation”). We consider these approaches as aligned because the same data can be mapped against them, but parallel rather than exactly equivalent due to different approaches.
- partial, where the same data could be mapped using different ontologies to a greater or lesser extent. As an example of this, we cite the assignment of a unique identifiers, captured using a single property in MODS/MADS (modsrdf:identifier) and FRBRoo (which uses a CIDOC property cidoc:P48_hasPreferredIdentifier), but through several possible options in Schema.org (Thing:sameAs, Book:isbn, Periodical:issn), and via a total of 13 possible properties in BIBFRAME (such as bf:doi, bf:isbn, bf:uri).
- granular, which captures differences in levels of granularity. This is illustrated by entity types such sc:CreativeWork and sc:Book, and showcases how categorical alignment across all four ontologies is not always possible. In the case of frbr:F1_Work (a conceptual version of a work, of which digital and physical manifestation are carriers), an equivalent alignment can be drawn to bf:Work,
but MODSRDF/MADSRDF has no entity type that fulfills the role of representing that notion.

**Comparative Analysis**

The bibliographic metadata ontologies discussed here differ in their approach and expressiveness. Of the four, MODS RDF/MADS RDF was found to be most descriptive, with FRBRoo an event-based model, and BIBFRAME bridging the two by virtue of containing characteristics typical of either. Schema.org stands out as an ontology that promulgates a model at the crossroads between the other four; however, its focus on instrumenting marketplace transactions also detracts from much of its descriptive power and leaves it orthogonal to the purposes of the others. It has some generic properties that are useful in each of the other ontologies, but also possesses properties and classes that end users do not require outside of point of service systems.

From the perspective of a DH user of these ontologies, each is (to some degree) a victim of its provenance and the motivations of its designers. The benefits and failings of each are different, and they all incorporate a number of idiosyncrasies:

- MODS/MADS has a data structure that replicates the XML serialization format and is frequently realized in RDF as empty nodes.
- Schema.org affords humanists with a vocabulary that combines events and descriptions but differs from the other models in its focus.
- FRBRoo spans beyond the remit of bibliographical metadata by mapping relationships via temporal entities; this results in greater complexity for the representation of the same data, often necessitating a cluster of classes and properties.
- BIBFRAME adopts a different method, recreating MARC in RDF using methods and approaches more in line with graphical thinking, as well as extending beyond that format.

**Conclusion**

Our review examines the structure and scope of four ontologies designed for the representation of bibliographic metadata as applied to cataloguing digital source material in the Humanities. From this analysis direct equivalences, parallels, and complementary differences have emerged: there are many similarities in aim, scope, and expressiveness, but none of the considered ontologies completely satisfy scholarly needs on their own. Moving between them is feasible, but not achievable without some lossiness, as illustrated by the examples for granular alignment (see Methodology). For the comprehensive mapping of all the aspects of a given dataset, these models need to be supplemented with less bibliographically-focused ontologies. Our analysis has highlighted the need to formalize the mappings, best practices, and transformations, as these are key to the correct (re)use of ontologies across projects and domains.

We have provided DH researchers with a window into the digital corpora design process. Knowing the requirements of domain scholars to have interactions with finer-grained research objects, we will be looking at standards like BiBo, Web Annotation, and others during the next round of research.
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Psychiatric practice during the nineteenth century was closely engrained in the spaces of the asylum. Envisioned as “therapeutic instruments” in and of themselves, asylums boomed all around the world: some were purpose-built, some were existing buildings repurposed as asylums. But how did these institutions really function? How was psychiatry practiced here?

Our proposal reports a work in progress that visualizes the evolution and workings of a nineteenth century Ottoman asylum. Located in Istanbul, the capital of the Ottoman Empire, it was used as the state mental hospital between 1873 and 1922. The building is originally a sixteenth century imperial complex by the famous Ottoman court architect Mimar Sinan (1489-1588) and is still standing albeit currently under heavy and damaging restoration.

Research shows that during the time of its use as an asylum, the building changed significantly to enable its medical function. Indeed, it is precisely through the changing of the building one can demonstrate the medicalization and modernization of Ottoman psychiatry during this period. In this sense, our case study does not visualize an “ideal” asylum nor is it a search for the “original” complex; on the contrary, it analyzes a neglected and messy phase of an existing building’s life. Traditionally perceived as a “corruption” in the original structure, we take the period it was used to treat the insane as a story worth being told.

The information is gathered from a detailed research of primary archival and printed sources involving multiple disciplines: medicine, psychiatry and architecture. These sources include: (1) Ottoman and Turkish official documents kept in the Prime Minister’s Archives: Correspondences between state departments giving details about the running of mental institutions, spatial interventions, and concerns over public health; (2) Medical publications of the period: Visitor accounts by physicians, medical writings discussing approaches in psychiatry, and comparative reports on the current conditions of asylums around the world; (3) Popular media: Newspaper articles and travel accounts.

The project is located at the intersection of architectural and medical history; however, it is primarily using the toolset of architectural history. Partly stemming from the demands of the field and partly due to the nature of the
project itself, one of the major concerns is the visualization of findings. In line with architects' particular understanding of visualization, the first resort was experimenting with various 2D and perspectival illustration techniques. 2D depictions (i.e., plan, façade, elevation) have been the mode of representation for centuries in the field of architecture. Perspective was a welcome addition with the development of linear, or mathematical, perspective in the fifteenth century. Computational 3D modeling and visual simulation (rendering) has become the norm starting from the 1990s. Despite its popularity in architectural practice and education, the use of 3D computation has, until recently, been relatively underutilized in architectural history.

Scholars in architectural history and in the neighboring fields of art history and archeology have recently been using methodologies and approaches to integrate innovative technologies in historical research. From virtual reconstruction to web-based panoramas, geospatial modeling to photogrammetry, the virtual creation of static environments to interactive ones, these studies appear in multiple platforms and venues related to digital humanities, digital art history, architectural computation etc. In the mainstream publications of architectural history, an important milestone was the publication of an article that featured real-time interactive simulations of the Roman Forum presenting a hypothetical reconstruction of a funeral ceremony in the Journal of the Society of Architectural Historians (JSAH) (Favro and Johanson, 2010). Another outstanding project that addressed issues of time and movement was "The Virtual Monastery" that focused on a single structure to analyse the workings of a building type through ages (Bonde et al., 2009).

**Visualizing the findings**

In our project, we faced several challenges to demonstrate the findings with methods traditionally used in architectural history. Ottoman mental facilities in general, and our case study in particular (especially the period that we are focusing on), is largely understudied compared to the aforementioned examples of the Roman Forum or monasteries. All the findings come from primary sources that are incomplete in nature. Moreover, the sources are predominantly textual with limited visual resources describing various states of the building. The historical layers added to the building render conventional visualization methods ineffectual. As a response to these challenges and the resulting complicated presentation of findings, the project employs an interactive 3D simulation toolset built within Unity 3D that allows visualizing hypothetical spatial reconstructions and trajectory tracking all continuously referring to temporal data and incorporating primary documents. Our interactive simulation framework builds on these efforts creating the ability to navigate in four dimensions simultaneously and without restriction:

1. **Temporal dimension:** Instead of the traditional interest in finding out about the “original” building, this approach looks at the **life of a building** and how it changed over time. The method we propose for Unity is to implement a time slider component into the viewing user interface (UI). This component controls the visibility of architectural changes at distinct time periods. In this project, we have identified four specific points in time wherein primary sources identify distinct architectural states. The timeline UI is enabled by including time data within the model data. In the 3D modeling or 3D data acquisition phase, model elements are tagged with custom properties coded to our tool. These custom properties represent abstract metadata defining the start and end date for the object(s) (for temporal properties), the orientation point for the object(s) (for geospatial locating), as well as any descriptive information all of which become native to the file.

2. **Reconstructed trajectories:** Instead of treating space as an isolated entity, this approach captures the **life in the building**. By tracing the movement of the occupiers of the space, we know more about their lives. The everyday life in the asylum consisted of the acts and movements of its occupiers, in this case, patients, doctors and the staff. By tracing their movements and visualizing them, it becomes possible to have a better understanding of the daily routines (eating, cleaning, sleeping etc.) in addition to the medical treatments that took place through a certain reorganization of space and time. This setting is particularly illuminating as it was assumed at the time that the life and routines of patients in the asylum were crucial components of the healing process. The user interface (UI) enables diagrammatic circulation indicators for each of the four points in time to be visible at the viewer's discretion.

3. **Cross-referencing data:** In addition to the ability to preview time and movement, the interactive functionality in Unity allows the viewer to select the information relevant to the simulation viewed at any time. The ability to combine text as hyperlinked visual overlays and graphic information enables important reference texts and images to be associated with spatial and temporal elements and viewed when desired. One advantage of this presentation method is the ability to break free from the linear structure of a textual manuscript. One can interact with the information presented in a nonlinear way (albeit guided). By cross-referencing various types of information, we aim to create a system that binds or connects these documents and data sets in meaningful ways.

We do not intend the spatiotemporal model to be the primary outcome, but rather a platform inviting interpretation and scholarship through the combined textual and visual data. In line with the ontological approach adopted in digital humanities, the ever-evolving outcome is a “knowledge representation, a hypothesis” not a recreation of reality (Bonde et al., 2009). The relationship
between the representation and its referent also calls into question producing knowledge with partial data, which is not uncommon in (conventional or digital) historical scholarship. Both possibilities and risks exist in 3D visualization with partial data. 3D models give the opportunity to relate to the building without the trained eye to "read" 2D representations. Risk is related: 3D creates a sense of absolute masking the hypothetical elements within. Being aware of this danger, the project aims to visually clarify the “known” versus “unknown” using graphic coloration indicating the extent of “known” detail.

The tool we propose visualizes temporally-located spatial data that allows multiple readings and interpretations, and that is open to manipulation, rather than a mere representation of a space. Doing so will open the approach to more disciplines and interested parties, and while still technical in nature, will provide a platform for historical spatial research. This work can be shared with other digital humanities scholars employing Unity or similar tools. Integrating innovative technologies in historical research has the potential to change the ways in which we conceptualize and tackle the problem at hand. In other words, rather than being “tools” to accomplish what is predetermined, they open up new ways to think and to produce knowledge.
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While there have been numerous efforts at framing the history of the Digital Humanities, no study has concretely characterized the extent to which Digital Humanities research is data driven (Gold and Klein, 2012; Schreibman, Siemens, and Unsworth, 2004; Nyhan, Flinn and Welsh, 2015; Terras, Nyhanand Vanhoutte, 2013). Debates related to this topic periodically crop up along the Hack/Yack divide, as recurrent waves of scholars reflect on the varied histories, projects, and positions that comprise the Digital Humanities (Nowiskie, n.d.; Ramsay, n.d.; Cecire, n.d.; Alvarado, 2012). While these debates will likely continue, it is clear that current theoretical and historical contextualization stand to benefit from a more granular evaluation. The benefits of this evaluation hold potential to shed light on data driven research practices across disciplines and academic ranks, distribution of this output by institution type and geographical location, relative research data accessibility, as well as illumination of the scope of data
resources utilized to further Digital Humanities research, which in turn holds the potential to inform library efforts to augment Digital Humanities support with more nuanced focus on acquisition, preparation, and provision of data that is more readily usable to Digital Humanists (Bryson et al., 2011; Sustaining the Digital Humanities, n.d.; Rockenbach, 2013). In order to realize these benefits the present study focuses on Digital Humanities praxis that is expressly data driven and computationally contingent. The study of this praxis is achieved through analysis of nearly 500 articles drawn from seven years of Oxford University Press’ Digital Scholarship in the Humanities (formerly Literary and Linguistic computing), seven years of Digital Humanities Quarterly (the full run of the journal), as well as the full run of the Journal of Digital Humanities.

In order to evaluate data praxis, it was necessary to come to a working definition of “data” scoped to the level of concrete usage patterns in the Digital Humanities. The conclusion that a particular article utilized source “data” was based on whether or not the material under analysis played a role in supporting research claims predicated on the affordances of the digital object itself. A close reading of a digital version of Jane Eyre therefore would not meet the criterion of data driven, but topic modeling Jane Eyre would, as this is a form of analysis that is uniquely possible given digital instantiation of the object under study. Articles which were understood more as reports on data-oriented research, rather than active analysis were typically excluded. Assessments, historiographies, and other meta-analysis of computational research represented elsewhere are not treated as data driven for the purposes of this study as the work in question can move forward without leveraging the affordances of a digital object. Even where these types of articles are held to not contain source data under a process of direct computational analysis or representation, they are still considered against a rubric of what proportion of Digital Humanities Scholarship as represented in a core set of journals is data driven. This study indicates that current research and publication practice provide insufficient access to research data. Because the evaluation of a data driven article’s argument requires access to research data, this scarcity seems especially troubling. Additional pragmatic gains to be had from this study include ready access to all data sources utilized over the past 7 years in core Digital Humanities journals. Ready access to this data holds potential to increase awareness of data for Digital Humanities research and pedagogy in addition to informing library acquisition, preparation, and provision of data that can be used to support the Digital Humanities. Through its concrete focus on data praxis, this study provides newly comprehensive insight into data driven practices across the Digital Humanities.
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Depuis 2014, la bibliothèque de Sciences Po développe une offre de service à destination des laboratoires de recherche de l’Institution. Traditionnellement assez éloignée de ces publics, elle essaye d’adapter ses pratiques et de trouver de nouvelles méthodologies de travail pour accompagner les chercheurs dans leurs travaux.

La révolution numérique a introduit un bouleversement dans la constitution des fonds des bibliothèques : comment rendre compte de l’état d’un sujet d’actualité pour les générations à venir lorsque le discours ne se bâtit plus uniquement dans des médias coutumiers, mais dans le flux des réseaux ? La bibliothèque peut-elle opérer des carottages thématiques du web et concevoir les dispositifs qui en conserveraient la trace ?

Les corpus web tentent de répondre à cette double problématique documentaire et de recherche en s’appuyant sur des techniques d’exploration et de visualisation de réseaux web. S’inscrivant dans la lignée des corpus d’étude outillés proposés par Corinne Welger-Barboza, ils permettent de structurer et d’identifier les discours sous-jacents, tout en apportant des moyens d’appropriation adaptés.

De la construction des données aux premiers constats scientifiques, cette communication dresse un bilan de ce travail, expérimental pour la bibliothèque tant au niveau des outils mobilisés et développés que des processus documentaires mis en œuvre, à travers l’exemple d’un corpus des acteurs de la question des changements climatiques.

Construction

En 2015 se tient à Paris la Conférence des Nations Unies sur les changements climatiques, la COP21. Sciences Po a retenu cette année ce sujet d’actualité comme thème fort de l’institution ; le contenu des enseignements, des manifestations scientifiques et de vulgarisation, des expositions en est irrigué. La bibliothèque et le médialab, partenaires de ce projet, l’ont choisi comme problématique de leur premier corpus. Quels sont les acteurs de la discussion autour des changements climatiques ? Quelle est leur position quant à la responsabilité de l’homme ? Qui parle avec qui ? Faut-il réduire les émissions de gaz à effet de serre ? Voici la liste des questions que nous avons posées. Pour y répondre, nous avons développé un processus en 3 temps : construction, exploration et exposition des données.

Le crawler Hyphe est l’outil qui nous permet de constituer les données. Pour cette opération, itérative, deux types d’actions sont mises en œuvre : identifier, sélectionner. La première consiste à trouver des sites (entités) pertinents pour la thématique. C’est le cœur du corpus et de nouveaux sites apparaissent. De 60 entités de départ, 40.000 ont été identifiées et 600 ont été conservées. Ce sont ces dernières qui forment le corpus.

Cette étape repose sur des pratiques à la fois connues et pertinents et qui seront crawlés, de ceux qui ne le sont pas. De proche en proche, nous prospectons le web pour les générations à venir lorsque le discours ne se bâtit plus uniquement dans des médias coutumiers, mais dans le flux des réseaux ? La bibliothèque peut-elle opérer des carottages thématiques du web et concevoir les dispositifs qui en conserveraient la trace ?

Les corpus web tentent de répondre à cette double problématique documentaire et de recherche en s’appuyant sur des techniques d’exploration et de visualisation de réseaux web. S’inscrivant dans la lignée des corpus d’étude outillés proposés par Corinne Welger-Barboza, ils permettent de structurer et d’identifier les discours sous-jacents, tout en apportant des moyens d’appropriation adaptés.

De la construction des données aux premiers constats scientifiques, cette communication dresse un bilan de ce travail, expérimental pour la bibliothèque tant au niveau des outils mobilisés et développés que des processus documentaires mis en œuvre, à travers l’exemple d’un corpus des acteurs de la question des changements climatiques.

Construction

En 2015 se tient à Paris la Conférence des Nations Unies sur les changements climatiques, la COP21. Sciences Po a retenu cette année ce sujet d’actualité comme thème fort de l’institution ; le contenu des enseignements, des manifestations scientifiques et de vulgarisation, des expositions en est irrigué. La bibliothèque et le médialab, partenaires de ce projet, l’ont choisi comme problématique de leur premier corpus. Quels sont les acteurs de la discussion autour des changements climatiques ? Quelle est leur position quant à la responsabilité de l’homme ? Qui parle avec qui ? Faut-il réduire les émissions de gaz à effet de serre ? Voici la liste des questions que nous avons posées. Pour y répondre, nous avons développé un processus en 3 temps : construction, exploration et exposition des données.

Le crawler Hyphe est l’outil qui nous permet de constituer les données. Pour cette opération, itérative, deux types d’actions sont mises en œuvre : identifier, sélectionner. La première consiste à trouver des sites (entités) pertinents pour la thématique. C’est le cœur du corpus et de nouveaux sites apparaissent. De 60 entités de départ, 40.000 ont été identifiées et 600 ont été conservées. Ce sont ces dernières qui forment le corpus.

Cette étape repose sur des pratiques à la fois connues et nouvelles pour la bibliothèque : l’analyse des réseaux et des sens. En revanche, crawler, et ainsi
automatiser l'opération d'identification reste une action assez éloignée des processus traditionnellement mobilisés en bibliothèque. D'autant plus que le crawler utilisé, Hyphe, conserve l'empreinte des liens qui unissent les entités constitutives du corpus: le réseau. Au-delà de la liste des sites de référence sur les changements climatiques, Hyphe nous permet donc de garder la trace des discussions en ligne. La compétence méthodologique sur les réseaux est apportée ici par le médialab.

**Exploration**

L'exploitation envisagée nécessite que les entités web soient enrichies. Les métadonnées des sites ne sont pas standardisées, à l' inverse des objets traditionnellement traités en bibliothèque (ouvrages, revues, documents audiovisuels) qui sont, eux, décrits avec des langages contrôlés. C'est pourquoi une série de catégories a été créée: type d'acteur, responsabilité de l'homme dans le changement climatique, nature des actions soutenues (atténuation, adaptation).

Ce travail est la combinaison de compétences documentaires et scientifiques. Le chercheur spécialiste de la thématique propose, et valide les catégories choisies, mais il aide également à circonscrire le périmètre du corpus, en optant par exemple pour la conservation de sites anglophones uniquement. Les catégories sont construites sur des index élaborés par la bibliothèque qui les éprouve lors des phases de test. De plus, pour chaque site, un résumé est rédigé afin de garder une trace de son contenu et ainsi pallier la nature éphémère du web (Corey, 2010).

En l'absence d'outil de catégorisation pour ce type de corpus, le développement d'une solution ad hoc est nécessaire. Elle doit répondre à des contraintes claires, dont le travail collaboratif synchroné et le maintien de l'intégrité des données entre Hyphe et le site web.

La phase exploratoire ultime est celle de la visualisation: « faire parler » le réseau en s'appuyant sur la catégorisation.

**Exposition**

Le troisième temps est celui de l'exposition: comment dépasser la liste, par laquelle une bibliothèque présente traditionnellement les ressources web sélectionnées? En proposant un outil d'exploration en ligne, qui permet à l'utilisateur non seulement de consulter les sites du corpus, mais également de se les approprier. En combinant les catégories au graphe, l'usager peut jouer la partition écrite par la bibliothèque: si la liste, rassurante, car connue, est toujours là, il est en plus possible de visualiser, par exemple, les acteurs institutionnels qui soutiennent les mesures d'atténuation des émissions de gaz à effet de serre et de les confronter à celles des blogueurs climato-sceptiques en manipulant la visualisation. Le graphe ajoute de la profondeur à la liste en faisant apparaître la dimension de connexion entre les entités: c'est un atout du corpus.

Les interfaces web existantes exposent rarement cette dualité liste/visualisation. C'est pourquoi, une nouvelle fois, une solution adaptée aux besoins des utilisateurs a été développée. Ce projet entre dans un cadre de libération du code et d'ouverture des données.

**Conclusion**

Ce travail est le fruit d'une collaboration étroite entre les différents corps de métiers inhérents aux Digital Humanities. 11 personnes ont participé à cette expérimentation: 1 chef de projet, 4 bibliothécaires dont le référent « environnement », 1 développeur, 2 informaticiens spécialistes des réseaux web, 3 chercheurs du domaine. Il aura fallu une année pour mener à terme ce projet qui avait valeur de test: la bibliothèque a-t-elle les moyens de proposer un service d'accompagnement des chercheurs pour l'étude des réseaux web? Résoudra-t-elle également à la question de l'archivage du web ?


Ce projet a permis à la bibliothèque de collaborer avec un laboratoire de recherche et ainsi d'aller au-delà de ses logiques traditionnelles de documentation. De nouvelles méthodes de travail ont été identifiées. Il s'agit maintenant de les fixer et de voir s'ils sont opérants sur d'autres thématiques en achevant la conception de la chaîne d'outils et en faisant monter en compétence les équipes sur leur utilisation et la connaissance des réseaux web. La phase suivante est également celle de l'archivage: la documentation du processus de construction et d'exploration de chaque corpus est une étape nécessaire pour garder une trace pérenne des ressources web et assurer les conditions de réutilisation des corpus.

S'appuyant sur la décomposition du travail autour de la construction, l'exploration et l'exposition des données, l'équipe a su répondre à la double problématique à laquelle l'institution est confrontée. Et ainsi, comme une valse, la bibliothèque est entrée en trois temps dans la danse des corpus web.
In questo lavoro descriviamo un progetto di ricerca, attualmente in corso, dedicato all’analisi dell’universo linguistico e semantico della musica rap, con particolare attenzione rivolta alla realtà italiana. L’obiettivo del lavoro è quello di arrivare ad offrire una mappatura panoramica, una “distant reading” della lingua usata dal rap italiano.

La scelta di questo genere è motivata dal fatto che il rap è tra i fenomeni più vitali e dal maggiore impatto socioculturale della musica e delle sottoculture giovanili degli ultimi decenni (Lena, 1995; Toop, 1999; Forman and Neal, 2004; Pinkney, 2007), esteso ormai ben oltre gli origini confini statunitensi per divenire fenomeno globale (Androutsopoulos and Arno 2003; Osumare, 2007; Alim et al., 2008) e all’interno del quale è possibile riscontrare una ricchissima produzione testuale ed un alto tasso di innovazione e sperimentazione di forme linguistiche (Cutler, 2007; Bradley, 2009; Terkourafi, 2010).

L’idea alla base del lavoro è quella di ottenere una “cartografia” della lingua del rap, che permetta di osservare e analizzare nel suo complesso un settore della produzione culturale contemporanea estremamente diffuso e popolare anche in Italia (Pacoda 1996; Filippone e Papini, 2002; Attolino, 2003; Scholz, 2005). In questo lavoro focalizziamo l’attenzione principalmente sulla dimensione testuale del rap piuttosto che su quella musicale, pur trattandosi di un genere in cui il rapporto tra parola e ritmo è inestricabile (Bradley, 2009). In ogni caso, è possibile affermare che la componente testuale nel rap occupa un ruolo centrale e che la specificità del vocabolario, dei temi, della capacità di invenzione linguistica nonché l’importanza dell’aspetto narrativo (Attolino, 2012) fanno dei testi del rap un corpus linguistico interessante da analizzare in sè.

A tal fine, piuttost che soffermare l’attenzione su di

---
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**Notes**

1 «Laboratoire de recherche centré sur les méthodologies numériques qui présente la particularité de s’appuyer sur une approche théorique forte et originale en sciences sociales, la théorie de l’acteur-réseau» [http://www.medialab.sciences-po.fr/fr/about/]

2 L’équipe a retenu comme point de départ les 12 thèmes identifiés dans (Venturini, 2014)

3 Quelques visualisation sont disponibles sur le site http://medialab.github.io/double-dating-data/#

4 http://corpusweb.sciencespo.fr/app/#/
un numero limitato di testi da analizzare in profondità, mettiamo in campo una metodologia di lavoro multidisciplinare - in cui convergono web data-mining, linguistica e information design – con l’obiettivo di giungere alla costruzione di un database testuale molto ampio da sottoporre ad analisi mediante strumenti di text-mining e di linguistica computazionale e da rendere esplorabile mediante una serie di visualizzazioni interattive elaborate ad-hoc.

In una prima fase si è proceduto all’individuazione di alcune web-repository contenenti le trascrizioni dei testi delle canzoni rap in lingua italiana. Non essendo le fonti ufficiali (siti personali degli artisti, siti delle etichette, libretti dei CD, ecc.) particolarmente ricche di informazioni, sono stati individuati alcuni popolari siti di text-sharing, dove fan e ascoltatori forniscono spontaneamente le proprie trascrizioni dei testi degli artisti.

Sulle fonti selezionate è stato addestrato uno script di web-scraping, sviluppato appositamente, in grado di estrarre, per ogni brano presente sul sito, il testo e i meta-dati di riferimento (titolo brano, nome autore, collaborazioni, album). Una volta addestrato lo script si è passati alla fase di estrazione dati vera e propria che ha portato alla costruzione di un database di circa quindicimila brani. Il risultante database è stato poi sottoposto ad una prima fase di pre-processing e data-wrangling per renderlo disponibile all’analisi successiva. Sul testo estratto dal web è stata effettuata una profonda ripulitura con metodi semi-automatici in modo da ottenere un corpus omogeneo di testi trattabili computazionalmente.

Alla fase di estrazione e standardizzazione del dataset segue la fase di analisi linguistica. In questa fase teniamo conto di alcuni studi precedenti condotti nell’ambito del MIR - Music Information Retrieval, in particolare quelli rivolti all’analisi automatica dei testi delle canzoni (Mahedero et al., 2005; Kleedorfer et al., 2008; Hu et al., 2009) e dei testi rap in particolare (Hirjee and Brown, 2009; Hirjee and Brown, 2010; Malmi et al., 2015).

Il corpus è processato usando l’intera pipeline di analisi linguistica (Manning and Schütze, 1999) già ampiamente nota nei task di NLP: tokenizzazione, lemmatizzazione e pos tagging. Successivamente si è passato ad un’analisi statistica per ottenere le frequenze assolute dei termini, le frequenze relative per autore, le collocazioni, i bigrammi e i trigrammi ricorrenti e la forza di associazione tra le parole espressa in termini di PMI (Pointwise Mutual Information). Gli strumenti utilizzati per effettuare queste analisi sono basati sulla libreria NLTK in Python (Loper and Bird, 2002). Una volta estratti i Lemmi con le rispettive frequenze, viene calcolato il valore di Term Frequency/ Inverse Document Frequency (TF/IDF) per ogni lemma in modo da estrarre le parole più significative per ciascun autore. Una matrice di co-occorrenza, precedentemente costruita su un corpus di circa 3 milioni di parole, attraverso l’applicazione di un algoritmo di Distributional Semantics chiamato HAL - Hyperspace Analogue to Language (Burges and Lund, 1995), è utilizzata per estrarre le parole con valori di similitudine semantica maggiori per ogni lemma, allo scopo di creare un network di significati che identifichi lo spazio semantico di ciascun autore e permetta la loro classificazione attraverso algoritmi di machine learning (clustering).

I dati risultanti dall’analisi linguistica sono strutturati in un database adatto all’elaborazione dei software e dei processi di data visualization. L’obiettivo di questa fase del progetto è quello di costruire un tool interattivo che utilizzi tecnologie web (html, css, javascript) per rendere il dataset esplorabile, comunicabile e analizzabile ulteriormente. Per l’elaborazione del sistema di visualizzazione prendiamo in esame le specifiche problematiche poste dalla visualizzazione di grandi corpora testuali (Wise et al., 1995; Fortuna et al., 2005; Alencar et al., 2012; Sinclair et al., 2013; Kucher, 2014; Brath and Banissi, 2015) e le soluzioni approntate da alcuni lavori precedenti sulla visualizzazione di database composti da testi di canzoni (Labrecque, 2009; Baur et al., 2010; Oh, 2010; Sasaki et al., 2014).

Il tool di visualizzazione si compone di una serie di “viste” e di filtri di navigazione che permettono di osservare il dataset da più angolazioni e attraverso diversi livelli di dettaglio, secondo il classico pattern Overview first, zoom and filter, then details-on-demand (Shneidermann, 1996). Oltre agli approcci classici dell’Information Visualization, la progettazione delle visualizzazioni tiene conto dell’approccio maturato dal design della comunicazione nell’ambito delle Digital Humanities (Uboldi and Caviglia, 2015) in paricolare per quanto riguarda la definizione della user experience.

Una serie di layer di visualizzazione sono combinati in delle viste panoramiche che offrono uno sguardo complessivo su diversi aspetti del database: statistiche di base come le frequenze e le distribuzioni dei termini più utilizzati; la varietà complessiva del vocabolario; una serie di ranking; reti bipartite tra autori e termini; reti tra parole e relativi cluster semantici più evidenti.

![Fig: Rapscape: Single Artist Explorer view](image)
dataset and di scende nel dettaglio per analizzare i dati relativi al singolo autore (termini più frequenti, temi dominanti, ecc) o al singolo brano. E’ inoltre possibile operare comparazioni tra autori (o gruppi di autori), o tra brani (o gruppi di brani). La visualizzazione è progettata dunque principalmente come strumento esplorativo in modo tale da rendere possibile l’analisi dell’universo testuale del rap a diversi livelli di profondità e granularità.
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Metaphor Mining in Historical German Novels: Using Unsupervised Learning to Uncover Conceptual Systems in Literature
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Figurative language poses a challenge to Natural Language Processing systems, while being a ubiquitous phenomenon that is deeply ingrained in every-day language. As corpus studies suggest, figurative language devices appear on average in every third sentence of general-domain text (Shutova and Sun, 2015), thus making the development of automatic recognition and interpretation systems play an important role in many text mining use cases, especially those aiming for a deeper semantic understanding of texts. Furthermore, acknowledging the pervasiveness of such language forms - and of the emblematic device of metaphor in particular - allows for a change in perspective, not conceiving it as a merely rhetorical device but as a genuinely cognitive mechanism that manifests itself in language in the form of surface metaphorical expressions. Such surface expressions usually follow a directionality principle common in figurative language which is to project one domain of experience (the source, e.g. war) onto another (the target, e.g. argument), the first one typically being more concrete and the second one being more abstract. Taken together, such surface expressions (e.g. She shot down all of my arguments) constitute a conceptual metaphor argument is war, a cognitive phenomenon that can be studied through its expression in language. This line of thought has been established as Conceptual Metaphor Theory (Lakoff and Johnson, 1980), by now a widely adopted and empirically grounded approach (e.g. Gibbs, 2008) that has opened up a interdisciplinary field of research, not least with involvement from computational linguistics.

Analysing metaphorical language use from a (cognitive) anthropologic and psycholinguistic point of view has various possible applications: The approach qualifies for research questions from the fields of critical discourse analysis, media studies, and philosophy, as it sheds light on a collective subconscious, encompassing ideological subtexts, and maybe even pre-discursive existential territories (Guattari, 2008) as traced out in late 20th century philosophy. Another area of application is text classification in literary studies: Found metaphorical expressions and conceptual mappings can be used as features to describe the relative similarity of observed texts and thus lend themselves to genre identification and authorship attribution (Lodge, 1988).

The research described here takes up this theoretical framework and builds upon a computational metaphor identification and aggregation approach as proposed by Shutova and Sun (2015). Unsupervised machine learning, namely a hierarchical soft clustering strategy known as Hierarchical Graph Factorization Clustering (HGFC), is employed to build up a graph of concepts that reflects aggregate metaphorical mappings. Using conceptual metaphor as a unit of observation allows for a sensible aggregation and tracing of surface metaphorical expressions in large scale corpora, and in this case is also used to follow diachronic developments in a corpus of historical German literature. Furthermore, as a correlate of cognitive processes it should provide an empirically grounded access to the conceptual systems, e.g. cultural and moral models, of examined texts and their times.

The main idea of the approach is to cluster nouns - which are taken to be concepts - according to their selectional preferences, that is, "the tendency for a word to semantically select or constrain which other words may appear in a direct syntactic relation with it" (Roberts and Egg, 2014). In the resulting clustering, figurative language use becomes visible as violation of the most frequent selectional preferences representing the normal, non-figurative case. It is an approach that determines the metaphorical in relation to the normal, which also entails that a sufficient amount of non-metaphorical language use needs to be present in the data. In the case of a diachronic corpus of literature that means to balance the corpus using historical corpora and containing up to 1700 German novels from the early 16th up to the beginning of the 20th century. Preprocessing consists of POS-tagging, lemmatization, and dependency parsing, allowing for an extraction of nouns and their corresponding verbs according to certain grammatical relations - subject, direct object, and indirect object relations. Verbal constructions are only one type of realization, but they do cover a significant part of metaphors usually encountered in the wild. Furthermore, it should be straightforward to generalize the approach in order to include adjectival constructions and similes, which...
would allow to cover most of the possible metaphorical expressions. Preprocessing is performed using a modular pipeline (Jannidis et al., forthcoming), tailored to the processing of book-length German texts. Subsequently, a number of most frequent nouns (e.g. 2000) and corresponding verbs are extracted. The verbs act as features for the concept clustering and can come from various sources, not necessarily the same corpus as the most frequent nouns. This could be used as a way to introduce balancing text types into the model, without altering the concept graph as derived from the literary corpus. The resulting noun-verb feature matrix is then normalized for each noun vector to sum to 1 and the Jensen-Shannon divergence between pairs of noun vectors is used as a measure to calculate the similarity matrix (the initial concept graph).

With the similarity matrix in place, clustering methods can be applied in order to generate a suitable tree of concepts. Different approaches were tested at this point (using implementations from Python machine learning library scikit-learn, cf. Pedregosa et al., 2011): 1) connectivity-based or agglomerative clustering, which includes average, complete, and - the baseline from Shutova and Sun (2013) - Ward linkage 2) density-based clustering, namely DBSCAN and HDBSCAN, and 3) for subspace-based methods, spectral clustering, as well as spectral bi- and co-clustering. Results where manually reviewed and an internal evaluation measure, the silhouette coefficient, was used to assess the quality of generated clusterings. Results indicate that in this setting, spectral clustering performs very similar to the baseline, while the other methods produce clusterings of inferior quality. This exploration of readily available methods shed some light onto the requirements for unsupervised metaphor identification and aggregation. In addition, tests with balancing and pruning were performed on smaller development corpora: Solely using encyclopedias produces a model that contains mostly synonym and antonym relations but no metaphorical mappings. Similarly, models consisting only of literary texts can lack non-figurative uses for concepts. What can also be observed is that the balancing leads to deeper models, e.g. concepts accumulate more features and aggregate better. To give an intuition, example clusters from the baseline results on a subset of 383 novels are reproduced here, showing the top ten features for each concept:

IDEAS ARE FOOD


EMOTIONS ARE PLANTS

- flower / blume (47): pflücken-dobj liegen-subj lieben-dobj begießen-dobj welken-dobj duften-dobj duftet-subj durchhauten-subj hingensen-subj erblüht-dobj

*In principle, cluster labels are manually assigned using categories from Lakoff’s master metaphor list (Lakoff et al., 1991). Such is the case with the first example, IDEAS ARE FOOD, while the second one, EMOTIONS ARE PLANTS, is not present in the list and was created to appropriately describe the cluster. Pending work includes testing HGFC and providing means to include metadata for modeling the diachronicity of the data. Considering the time span covered by the corpus, some orthographic and lexical variation will have to be handled, either by use of a specialized spelling normalization system or a more rigorous treatment such as stemming. It can be noted that HGFC combines some of the characteristics exhibited by the surveyed approaches and running it on the full size corpus will significantly improve on the baseline in terms of the amount of metaphorical expressions and conceptual mappings induced. The system will be evaluated using either a small gold standard of annotated sample sentences or manually compiled conceptual mappings in a confined domain (e.g. using Lakoff et al., 1991), which should give some indication of its precision in the domain of historical German literary texts.*
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Introduction

The work described in this paper came about as a result of reflections made within the “Clavius on the web” Project, which studied the correspondence between the Jesuit mathematician and also astronomer and some important scientists of his century, such as Galileo and Brahe. One of the main aims of the project is to make it possible for students and scholars to access the texts on a semantic basis, in order to allow a deeper understanding of the often complex content, they convey.

Texts are often the unique source that scholars have at their disposal in order to be able to reconstruct and more completely understand the past author’s thought.

In order for technology to come to the aid of scholars in this effort, the concepts evoked within the text, as well as the terms representing these concepts need to 1) have a structured organization 2) be explicitly and univocally represented and 3) be defined through the relationships that unite them. In order to achieve this, we chose to adopt an ontology-based model, as ontologies are a de facto standard for knowledge representation.

Interestingly, the choice to use ontologies raised some issues, also with regard to theoretical aspects: indeed, standard ontological formalisms usually static and crisp proved to be inadequate in modelling the complexity of the knowledge conveyed by the analysed texts. As a result, more refined models as well as appropriate graphical representations needed to be introduced so that computers would be able to process these ontologies and visualize them in a way that students and scholars could understand and work with them.

The ontological model

Here we list and briefly describe the main aspects of the knowledge conveyed by the Clavius’ corpus that our ontological model should capture.

- **Explicit versus implicit knowledge**: our ontology is designed to structure both the entities explicitly evoked in the text (typically denoted by terms) and the entities implicitly entailed as belonging to the background knowledge that the writer implies (which can be possessed by the reader themselves only in part).

- **Shared versus individual knowledge**: different authors can share, and in fact do share, some aspects of conceptualising the domain, as clearly they have certain theories and beliefs in common. However, our ontology must formally structure the author’s own conceptualisation of the world, as it emerges from specific textual passages of the analysed corpus.

- **Certain versus uncertain knowledge**: in the case where the authors express confidence in some theories or reject and advance doubts towards others. It is therefore essential for each entity which populates the ontology (a class, an instance, a property) to be associated with a degree of certainty.

- **Static versus dynamic knowledge**: correspondence implies sharing information and knowledge, which can lead to changes in the way the correspondents view the world, sometimes significant. This is particularly the case
with scholars. As a result, the ontology needs to be dynamic and temporal, so that it is possible to illustrate the evolution of the author’s conceptualization over a period of time. The specific time is either explicitly indicated by the author in his/her work or reconstructed from other sources.

Other parameters could be considered, such as vagueness, ambiguity and sincerity. The validity of these aspects is not limited to these kinds of texts (i.e. scientific letters), but it applies to any text such as essays, scientific journals, diaries, which expresses an author’s firmly-held or evolving opinion. Consequently, as a case study (see Section 4), we chose Galileo’s Sidereus Nuncius (Galilei, 2001), to prove the applicability of the model outside the epistolary corpus.

In the present paper, we will mainly focus on dynamic knowledge and its representation.

**Models for representing dynamic knowledge**

In literature, the problem of representing dynamically evolving information in ontologies has been addressed by adopting several different approaches (Flouris et al., 2008). A very simple solution is to create a version of the ontology for each temporal event that has to be represented (ontology versioning). However, a versioning algorithm is necessary in order to access the different temporal variants of the ontology. Other proposals aim to extend OWL ontologies in order to provide binary relation instances with a time reference. Related approaches are: (Welty et al., 2006) encoding a perdurantist/4D view in OWL; (Krieger, 2008) interpreting original entities as time slices; and (Manola et al., 2004) reifying original relations. For an exhaustive list of works, see (Krieger and Declerck, 2015). However, all of these approaches typically invalidate standard OWL reasoning, and they do not allow the representation of the change in subsumption and instantiation. In (Rizzolo et al., 2009) time semantics is added also to resources by providing temporal varying classes and individuals, but only for RDF(S) ontologies, by extending the model presented in (Gutierrez et al., 2005). However, domain expertoriented tools for manipulating RDF(S) do not currently exist.

Against this background, we chose to conduct our first experiments with a reification-based approach and SKOS³, the latter providing the best compromise between temporal aspects representation, availability of tools, querying and reasoning capabilities.

**A case study**

We propose here a possible representation of the evolution of Galileo’s conceptualization of Jupiter’s moons over a specific week in 1610, reconstructed on the basis of the Sidereus Nuncius.

The first observation of the planets dates back to 7th January 1610, when Galileo first saw what he thought were three fixed stars near Jupiter. After several observations on 11th January, he noticed that their position relative to Jupiter changed in the same way as wandering stars. Two days later, he observed that there existed four satellites orbiting around Jupiter and not three.

Here we present the preliminary version of the ontology which structures the content of portions of the Sidereus Nuncius where Galileo describes his observation of Jupiter’s moons.

We first identified the key terms of the text as the terminology (in bold in Fig. 2) upon which we defined the explicit entities of the ontology. In addition we specified the necessary implicit entities to add to it (e.g. Galilean moon). The ontology was built using Protégé 5.0.0 (Musen et al., 2000) and the plugins Skos Editor and Chronos (Preventis et al., 2014), the former to implement an SKOS ontology and the latter to add the diachronic component. The process is described in the following steps:

1. Structuring of the concepts via the skos:broader relation; the concept Galilean_Moon has been set as a sub-concept of both Fixed_Star and Wandering_Star (Fig. 1.a);
2. Definition of the properties isNearTo and revolvesAround;
3. Instantiation of these two properties between the four moons (S1, S2, S3, and S4) and Jupiter;
4. Conversion of the properties broader, isNearTo and revolvesAround into temporal;
5. Attribution of the correct time interval to each property instantiation.

As a result of this representation, the concept Galilean_Moon became narrower than Fixed_Star during the time interval between 7th and 11th January 1610, then it changed to narrower than Wandering_Star (Fig. 1.b). Analogously, each of the three moons progressed from being simply “nearTo” Jupiter to “revolvesAround” Jupiter. Finally, starting from 13th January, the relation broader also links S4 and Galilean_Moon (i.e. Galileo spots a fourth object).

**Fig. 1:** a) The concept hierarchy shown in the “SKOS view” tab of Protégé; b) the temporalized relation “broader” applied to Galilean_Moon.

Browsing the constructed dynamic ontology allows to answer to complex queries such as: “how did Galileo’s vision of Jupiter’s moons evolve in time?” or “which had been Galileo’s main changes of perspective about Jupiter in January of 1610?”.
Visualization of the ontology

A visualization can be described as an artefact that helps humans to make decisions, learn and communicate, acting as a visual cognitive support (Card et al., 1999). A visual representation of ontologies can therefore be developed to ease their comprehension by both scholars and non-expert users. In our case, a suitable graphical display allows to make visual comparisons between the different time frames of a dynamic ontology, capturing the evolution of the author’s ideas. Among the available visualization techniques, we adopted the node-link diagram, which is particularly well suited for exploring the topology of a network and for locating paths (Munzner, 2014).

We wanted to automatically produce visualizations with a quality resembling that of hand-made diagrams (Dwyer et al., 2006; Kieffer et al., 2013). To do so, we observed the work of experts sketching some ontologies on paper, and derived a series of geometric constraints for an automatic placement algorithm. Since the skos:broader relationship defines a quasi-hierarchy, i.e., a tree with a reasonably small amount of nodes having multiple parents, the constraints we implemented were intended to produce a familiar, tree-like representation.

The input for the layout algorithm is the entire SKOS graph, and the output is a single layout for all the time frames. Comparison is then made possible by displaying a series of juxtaposed views, each showing only the items of a specific time frame (Fig. 2). This technique ensures that the same item is given the same position in each view, while differences create easy-to-spot "holes", thus leveraging the user’s spatial memory to carry out the comparison task (Munzner, 2014).

Fig. 2: A prototype visualization of the case study presented in section 4. Scholars or students can see the evolution of Galileo’s concepts after each observation of Jupiter’s moons. The automatically computed diagram layout ensures comparability while preserving a familiar, tree-like appearance.
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1 http://claviusontheweb.it

2 Clavius’ correspondence is contained in the manuscripts APUG 529-530, preserved in the Historical Archives of the Pontifical Gregorian University.

3 Simple Knowledge Organization System - http://www.w3.org/2004/02/skos/

4 https://code.google.com/p/skoseditor/
Audio can be united with video using a number of different techniques. Among the most common are “score to picture” and procedural generation. “Score to picture” is a feature of most modern DAWs (Digital Audio Workstations), such as Pro Tools, Logic, Cubase, and REAPER. A composer plays forward the video—usually in the very advanced stages of post production—and sets cues within the software around which a musical soundtrack can be structured. Thus a composer might set a cue to indicate suspense leading up to a particular moment, or the beginning and end of a romantic scene that should be accompanied with incidental music.

Procedural generation goes the other way. Here, a composer creates music—often in a sophisticated audio synthesis environment like Max/MSP, Pd, Impromptu, or SuperCollider—and uses properties of the audio signal or of the overall program flow to cue events in a video presentation. Since these are full-fledged (if visual) programming languages, driving video with them often means combining the complexity of software engineering with the complexity of handling audio and video signals.

In this short presentation, we describe our experiments with a method of uniting audio and video that lies somewhere between these two approaches. Unlike the practice associated with contemporary filmmaking, our method begins with a musical score and uses events indicated within it as the set of cues for an animation. Rather than use procedural programming or digital signal processing to inform the creation of cues, we use the ordinary conventions of Western musical notation.

To accomplish this, we first represent the score in MusicXML. This might seem an odd choice, given that the MIDI (Musical Instrument Digital Interface) standard was designed precisely to indicate performance events over time. MusicXML, by contrast, was primarily conceived as a way of providing interoperability among software for rendering musical scores as printable objects. Yet MusicXML contains, as one explanation of the standard puts it, a “MIDI-compatible part” concerned with how the music should sound (as opposed to how it should look) (MakeMusic, 2016).

Our system exploits these MIDI-compatible elements—along with several other features of the markup—in order to indicate where a change might occur in an animation. In this way, we are able to use such things as rehearsal marks (sectional markings intended to make it easier for conductors to refer to particular passages), tempo markings, indications of changes in volume (amplitude), emphases, articulations, orchestration, and other aspects of musical notation as cues. And since everything about the duration of a piece and the relationship of the cues within the piece are discernable from the MusicXML file alone, we are able to produce SVG animations that are perfectly in sync with the music from which they are “generated”. In the simplest case, this might involve simple changes in color or the movement of shapes, but the system is fully capable of quite advanced 2D animation.

From an artistic standpoint, our way of doing things hearkens back to the earliest days of animation when popular short films were synced to the music of Wagner, Rossini, and Dukas. In this sense, ours is perhaps a new way of doing an old-fashioned thing. But unlike earlier eras, artists today have access to very sophisticated tools for producing digital art. Digital artists regularly use vector graphics programs (like Adobe Illustrator and the free Inkscape) that can generate SVG, and scoring programs (like Finale, Sibelius, and the free MuseScore) that can generate MusicXML. What is missing, we think, is a robust way to bridge these two technologies.

Our system provides a very sophisticated bridge in the form of Indigo—an SVG animation system developed at CDRH that we have recently re-engineered along the lines we illustrate above. In this presentation, we briefly explain how Indigo works and demonstrate how it can facilitate interoperability between SVG and MusicXML (perhaps with the world premier of an original animated score in honor of this year’s conference theme).

Our presentation requires only the most rudimentary knowledge of musical notation and SVG.
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Distributed version control technologies, the most popular protocols of which are git, subversion, and mercurial, have long been popular among computer programmers for their abilities to track changes in a codebase and foster collaboration among coders. When combined with code management platforms such as GitHub, Bitbucket, or GitLab, they become even more powerful, enabling sophisticated bug tracking, project planning, and open-source code publication. Although these technologies have not yet been in widespread use in the humanities, their potential for use with corpus creation and textual editing is far-reaching. This paper describes Git-Lit, an open-source, community-centered initiative to parse, version control, and publish to GitHub roughly 50,000 scanned public-domain books from the British Library, thereby facilitating decentralized, open-access, and democratic scholarly editing.

The Git-Lit initiative addresses these problems:

- **Electronic texts are difficult to edit.** Traditional text repositories like Project Gutenberg and the Oxford Text Archive maintain central, canonical versions of their texts that, in most cases, are virtually immutable. If a reader spots an OCR error in an ebook, he or she must rely on contacting the publisher to propose a correction. Even with an infrastructure such as Project Gutenberg’s Distributed Proofreaders, the process of releasing a corrected edition may take months or years. Git-Lit aims to radically streamline the improvement of an electronic text in two ways. First, ease of editing is achieved through GitHub’s push-button forking (making a copy of a repository in one’s user account) and in-browser editing---a reader may spot a mistake, correct it, and submit a pull request for the change in mere seconds, all without leaving the browser. Second, the decentralized model ensures that no single text may be considered unquestionably canonical, although de facto canonicity might be democratically achieved through repository voting mechanisms such as GitHub’s stars.

- **Electronic texts often lack editorial history.** Owing, in some cases, to the age of an electronic text, its editorial provenance is often lost. Many Project Gutenberg editions, for instance, are transcribed from unknown print editions, and the history of their revisions is similarly opaque. Version control mitigates these problems by recording every edit, editor, and edition in the history of the text. When two editions diverge, git provides sophisticated tools for analyzing the differences between these editions. Sites like GitHub further provide graphical network charts, showing the genealogy of each version. Since contributions to a given text are logged according to individual contributor, credit for a given edition may be assigned according to the individual’s percentage of total contributions, minimizing the danger, for instance, that a professor may take credit for his or her graduate student’s work.

- **Textual corpora are difficult to assemble.** With some exceptions, notably the download function of the NLTK corpus module, downloading a text corpus involves compiling texts from diverse and heterogeneous sources. A would-be text analyst must click through a sequence of web pages to find the corpus he or she wants, and then either download a number of .zip files, or email the corpus creator to request a copy. With multiple texts, this can be a labor-intensive process that is not easily scriptable or automated. Git provides an easy way to solve these problems: by making texts available through the git protocol on GitHub, anyone that wishes to download a text corpus can simply run the command git clone followed by the repository URL. Parent repositories can then be assembled for collections of texts using git submodules. A parent corpus repository might be created for nineteenth-century Bildungsromane, for instance, and that repository would contain pointers to individual text repositories. These categories would not necessarily be mutually exclusive, and would allow for arbitrary curation of custom corpora. This provides a major advantage over the traditional directory structure model, where the existence of overlapping datasets necessitates the storage and maintenance of redundant data.

- **ALTO XML is not comfortably human-readable.** ALTO XML, the OCR output format used by the British Library texts, as well as texts created by the Library of Congress, is extremely verbose. It encodes the location of each word on the page, and often gives the OCR certainty for each word. While this format is useful for archival purposes, plain text editions are more useful for reading and for most brands of computational text analysis. Git-Lit parses the British Library’s ALTO XML, and creates markdown versions of each text that are easily edited. Since markdown is readily converted to other document formats using tools such as Pandoc, this allows each text to be easily exported to PDF, EPUB, LaTeX, Docbook, and others. Additionally, Git-Lit is currently working on a system that leverages GitHub’s built-in Jekyll HTML compilers to convert each text into a web page hosted on github.io, effectively creating 50,000 readable web editions. These new editions will exist as git branches in parallel with the markdown and ALTO XML editions. Since git maintains efficient copies of every historical version of the text, no information about the text is lost in these conversions. Anyone that wishes to improve the conversion script and create newer, better editions of the
original files may freely do so by branching the text from
an earlier git commit.

Git-Lit software works by first parsing the XML meta-
data included with each text. This metadata is used to pro-
grammmatically generate a repository name and a README.
md file that describes the text, a document which GitHub
will automatically render into a web page at the repository
root. This file, along with standard CONTRIBUTING and
LICENSE files, is then committed to local git reposi-
tories, initiating version control of the texts. The resulting
local repository is then uploaded to GitHub via Python
bindings to the GitHub API. Parent repositories are then
created using git submodules for each collection of texts
based on the their associated Library of Congress subjects.
This enables a text analyst interested in 19th century po-
etry, for instance, to download all of the British Library’s
released works in this genre simply by running git clone
https://github.com/git-lit/19th-century-poetry.git && git
submodule update --init --recursive.

Since British Library texts are not the only ones being
published to git-based platforms like GitHub---notable
version-controlled corpora on GitHub include texts from
the Text Creation Partnership and the early modern corpus
Shakespeare His Contemporaries---git provides a com-
mon protocol for sharing, modifying, and distributing
texts and textual corpora. Anyone may aggregate these
corpora into parent repositories using git submodules.
The Git-Lit project will soon launch a web application
that will routinely scrape GitHub and other open reposi-
tory sites for any textual corpus, thereby automating the
process of discovering and indexing available corpora.
This mechanism will also serve to democratize the cura-
tion of corpora, since the corpus index will be sorted by
the number of GitHub “stars”, or votes, a repository has
engendered from the community.

The 50,000 British Library texts processed by Git-Lit,
as well as many of the other open corpora described here,
are currently being integrated into DHBox, the cloud-based
Digital Humanities software suite. Soon, these corpora and
many others will be available for download by selecting
them from a web-based interface, where they will then be
available for analysis using pre-installed versions of the
Python NLTK, R, and other textual analytic tools.

This paper discusses how Git-Lit’s methods might be
used by other digital humanities projects involved in the
creation or analysis of large text corpora, and how digital
humanists may contribute to the Git-Lit project. (As an
open-source project, Git-Lit welcomes contributions in the
form of bug reports, feature requests, or code.) The paper
also discusses some of the storage and computation limita-
tions of electronically publishing texts via code repositories,
and some of the technical problems encountered by the
Git-Lit project. Finally, it suggests pedagogical uses of
git-based collaborative digital editing, such as classroom
compilation of anthologies or digital scholarly editions.

The applications of these technologies are wide-ranging,
and are neither proprietary to this project nor to services
such as GitHub, but remain concepts of openness and
collaboration with powerful implications for the digital
humanities.
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Defining the “state of the art” in Digital Humanities
(DH) is a really challenging task, given the range of con-
tents that this tag covers. One of the most successful
efforts in this sense has been the international blogging
event known as “DayofDH” or “A Day in the Life of the
Digital Humanities” project, promoted and sponsored
by centerNet (http://www.dhcenternet.org/), which has
put together digital humanists from around the world.
to document once a year what they do (Rockwell et al., 2012). The websites of DayofDH were hosted in North America until 2015, when it was coordinated in Europe by LINHD (http://linhd.uned.es), the Digital Innovation Lab, at UNED in Madrid. Participants belong to several countries around the world.

The relevance of DH in non-English speaking countries has been quick and important in the last decade, and especially important in the Spanish-speaking world (Spence and González-Blanco, 2014; González-Blanco, 2013; Del Rio Riande, 2014a; Del Rio Riande, 2014b; Galina et al., 2015). Technological projects for humanities have existed in the Spanish world for many years; however, the discipline called “Digital Humanities” arose in 2011 with the first meeting that originated the Spanish Digital Humanities Association, HDH. This relevance is reflected in the creation of a parallel version of the DayofDH in Spanish, the “DíaHD”, which was hosted by the UNAM in Mexico in 2013 and 2014 and converged in the last initiative at UNED transforming both blogging events into a bilingual version of the Day.

Although there have been general studies about the information on participation in those events (Priani et al., 2014), there has not been an automated data analysis using NLP (Natural Language Processing) or Big Data tools to extract and classify the relevant information gathered in blogs (Webb et al., 2004). More technical details about these aspects can be found in (Tobarra et al., 2014b).

According to this, the main goal of this paper is to develop a dashboard that allows us to get more insight about interest topics and leaderships of this community during the period of time in which this event has been developed. With the “dashboard” word, we mean the analysis and presentation of results, not a tool. In this sense, the topic characterization process deals with the detection of the most relevant topics which are employed in the publication tools of these kinds of virtual communities (Tobarra et al., 2014a).

In order to achieve our aforementioned objectives, this work is focused on the datasets corresponding to four years of DayofDH (2012, 2013, 2014 and 2015 editions), and the Spanish version of the event in DíaHD 2013. This work strives at showing the evolution and trends in the last four years in order to give account of the presence of the Hispanic communities in the field. The information of the Spanish 2014 edition has been discarded, as it is not any more available online due to technical problems at the organizing institution. All editions of DayofDH employ WordPress, which has an associated SQL database, including several general tables and a specific set of tables per blog, defined in the project and common to all editions. The CMS is combined with the Buddypress social plugin, which lets users register, create communities and forums and interact among them. For the last edition of the Day, LINHD included also the bilingual plugin WPML to make it available the possibility of including translation in Spanish and English. This feature was, however, just used for the general website and its blog entries.

The data employed in this proposal has been obtained by using web scraping techniques (Fredheim, 2014) in the DayofDH websites for the previously mentioned editions. In particular, humanists’ blog data, and their associated posts in the website have been gathered in this phase. All information scrapped from blogs is public and accessible from the Internet and, also, they have been anonymized for ethical issues. For validation purposes, the conceptual information about the database schemas have been compared with the extracted dataset, concluding the extraction process has been satisfactory.

Since the data obtained are huge enough to be efficiently processed, the use of big data techniques have been considered for this work (http://social-metrics.org/analyzing-big-data-with-python-pandas/). In order to achieve the main goals of the project, all the information related to the textual content in DayofDH have been processed, so that the most significant tokens are selected. Then, these tokens have been characterized by two parameters; first, it has been used the direct frequency which characterize if a token is used regularly in all DayofDH blogs. Secondly, the inverse frequency of the token that give information of how significant the token is in the context of digital humanities in a semantic way.
the humanist community. Finally, the leadership relations have also been explored by using disease propagation techniques in the generated social network, taken into account the different editions of the DayofDH. For instance, Fig. 1 shows the social network according to the amount of authors’ participations. 

The resulting graphics and visualizations (Tobarra et al., 2014b) let users make a quick idea of how the DH focus has been moving and distributing across the time through the different Academies in the different countries, but also how topics and interests change from one country to another and it is strongly related to their perspectives and disciplines, which are not independent from their origin (as an example, see Figs. 2 and 3). This approach will enlighten future studies on DH perspectives with real and precise data on the current state-of-the-art on DH perception and its evolution. Data of the years 2009, 2010 and 2011 are not used at the moment, as the same information is not available through web scraping. They will be incorporated to this study as a future work.

Fig. 2. Interest topics for 2012-2015 editions of DayofDH

Fig. 3. Interest topics for 2013 edition of DiaHD
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In recent decades European libraries have taken a giant step towards the mass digitization of their historical collections and the opening of their contents for the use of the global digital society. However, researchers and teachers experience great difficulties using, enriching or sharing that content. Our project aims to explore the new needs of the users of European digital libraries, databases and repositories in order to evolve the “traditional digital model” towards the SmartLibrary model, which proposes the compilation, integration and downloading of contents according to the needs of users and in order to enrich the European uses of the history.

Mnemosyne, for the ancient Greeks, was the personification of Memory. In our project the concept of memory comprises two uses:

1. The recovery of historical memory through European texts we consider rare and forgotten. We will analyse these concepts as conceptual categories in cultural studies (Alonso, 2008; Romero Lopez, 2014). This new paradigm will cover the analysis of a large and complex network of literary manifestations. We aim to record the history of the losers, looking for it in popular and mass culture texts that have been marginalized until now (Labanyi, 2003). This recovery requires making those digitized texts accessible and bringing together their interpretations so that the axes that have governed their oblivion within European cultures can be underlined.

2. The rewriting of historical memory. Once we have compared texts digitized in the Scriptorium, researchers and teachers will begin an enrichment of these texts through their collaborative annotation. This reinterpretation will allow historical memory to be restored by setting new categories of knowledge for the understanding of European cultures under common tendencies.

The prefix SMART- has been used as synonymous to agility, safety, ecology and sharing (Doran, 1981). It is a prefix that has been applied to phones, cars, houses and cities. So far, it has not been applied to libraries. The creation of a European SmartLibrary implies:

- Simple access to integrated European databases on contemporary and alternative European literatures
- Motivational search based on specific research content or didactic objects
- Appropriate results based on the semantic Web search
- Results discharged in a personal Scriptorium to be enriched with the specific tools
- Transference of new digital objects to be shared with the global community

As a “smart digital model”, exportable to other areas of the digital humanities, we have been developing Mnemosyne: A SmartLibrary for Rare and Forgotten Texts, based on the research that the LEETHI, LOEP and ILSA (see below) research groups in the Faculties of Philology and Information Technology of the Complutense University of Madrid (Spain) are jointly developing. Thanks to the collaboration of specialists in different European literatures and computer experts in the course of several national research projects, we have designed a new model of Scriptorium which allows for the integration of metadata and the enrichment of digital objects with new tools such as Clavy – an import/export tool for metadata- and @Note – a collaborative annotation tool.

About Mnemosyne. Digital Library of the Other Silver Age (Beta version):

1. Mnemosyne. Digital Library of the Other Age of Silver is already accessible on the Internet (http://repositorios.fdi.ucm.es/mnemosine/). As you can see Mnemosyne contains authors’ data, access to digitized works and research collections. The field of study is rare and forgotten Spanish literary texts (1868-1939). The work is still in progress. Our current project ends by 06/31/2016.

2. Mnemosyne records show the metadata imported by our tool Clavy from Biblioteca Digital Hispánica and from HathiTrust with the support of the Complutense Library.

3. The Mnemosyne database works as a laboratory in which we experiment with Clavy the importation/exportation of metadata, and the tool @Note and practise collaborative annotation. @Note promotes the collaborative creation of free-text and semantic annotation schemas on literary works by communities of researchers, teachers and students and the use of these schemas in a very flexible and adaptive model for the definition of annotation activities.

4. As SmartLibrary, Mnemosyne will integrate @Note and other digital tools (forthcoming). Of course we are very much interested in DARIAH tools and its research infrastructure and we would like to collaborate with this European consortium. Besides, our SmartLibrary could be an extraordinary field of study in which to experience the development and integration of new digital tools. Mnemosyne, as a SmartLibrary, could become a field of international experimentation for the practice of tools with semantic interoperable networks.

5. The Spanish Mnemosyne is the first example of what we would like to build. We would like to regrow our smart model in the international environment with the support of other European projects, interested, like the authors, in rare and forgotten texts and the uses of the past.
Mnemosyne: SmartLibrary for Rare and Forgotten Texts needs transnational collaboration. This project involves the integration of specialists in different European literatures and researchers in computer science to develop new research and resources for the common use of European citizens.


Bibliography


Some Problems in the Non-Traditional Authorship Attribution Studies of the Dramatic Canon of William Shakespeare: Are they Insurmountable

Joseph Rudman
jr20@heps.phys.cmu.edu
Department of English, Carnegie Mellon University, United States of America

William Shakespeare is arguably the greatest dramatist of all time. Yet, the man and his works are shrouded in mystery and uncertainty. This paper posits that a man named Shakespeare wrote the First Folio. It is this First Folio that provides the “most certain” body of Shakespeare’s plays.

The makeup of the Shakespeare dramatic canon has prompted more attribution studies (traditional and non-traditional) and caused more controversies than any other canon – by far. This paper looks at the several hundred non-traditional studies (and concomitant “flame wars”) and points out some of the more serious problems. There is no doubt that it is a canon in disarray. Most of the scholars involved in the controversies are the “heavyweights” of Shakespearean studies – e.g.:

• Rasmussen (1977) vs. Hope (1994)
• Craig vs. Vickers and Jackson (Hirsch and Craig, 2014)

But the most famous controversies involve (1) Donald Foster vs. Ward Elliott and (2) Robert Valenza and Donald Foster vs. the world.

In a recent article (Rudman, 2016) I pointed out many caveats to scholars working on authorship attribution on the canon of William Shakespeare. Among these are:

• Reproducibility
• Input Texts
• Genre
• Editing
• Controls
• Isolation of Variables
• Choice of Style Markers
• Statistical Tests
• Sample Selection and Size
• Treatment of Errors
• Collaboration

In this paper, I expand on one of these caveats (Genre), look at and cite examples from many of the non-traditional studies of the Shakespeare canon in order to highlight these problems, and suggest solutions.

• Each genre is governed by different linguistic rules and rhetorical purpose – a practitioner should not mix genre.
• Drama – Comedy, History, Tragedy, Romance – how far down should these be categorized
• Verse within the drama – rhymed verse within the verse – how far down should this be broken
• Music
• Dialogue vs Dramatic Monologue

Also in this paper, I address the conundrum of using what I deem as seriously flawed studies to show problems with other studies – e.g. if a practitioner mixes genres (history and tragedy) but shows that Shakespeare’s style changes over time, I cite this change as evidence that chronological constraints must be employed.

No matter how flawed I consider a study, there are parts of that study that are correct – there is no non-traditional study (of the hundreds conducted) that is completely without merit. By invoking the *etiam si non est verum* paradigm, I show how almost all of the necessary steps in a valid study exist in the literature. We can look at all of the links in he chain (even the broken ones) and try to piece together what we should do to move the field forward. The evidence in this paper reinforces my conclusion from the JEMS article that any attribution results are problematic at best.

The Conclusion reached (and I believe supported by very strong evidence) is that all of the non-traditional studies are seriously flawed and that as of today we do not have a valid Shakespeare text to conduct non-traditional attribution studies.

The following bibliography is only representative. There are more than 200 non-traditional studies on the Shakespeare canon. My working bibliography for this study is well over 1,000 entries.
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Introduction

Text analysis methods based on word co-occurrence have yielded useful results in humanities and social sciences research. For instance, Venturini et al., (2012) describe the use of concept co-occurrence networks in social sciences. Grimmer and Stewart (2013) survey clustering and topic modeling applied to political science corpora. Whereas these methods provide a useful overview of a corpus, they cannot determine the predicates relating co-occurring elements with each other. For instance, if *France* and the phrase *binding commitments* co-occur within a sentence, how are both elements related? Is France in favour of, or against *binding commitments*?

Different natural language processing (NLP) technologies can identify related elements in text, and the predicates relating them. A recent approach is *open relation extraction* (Mausam et al., 2012, among others), where relations are derived from the corpus in a data-driven manner, without having to pre-specify a vocabulary of predicates.
or actors. We are developing a workflow to analyze the Earth Negotiations Bulletin (vol. 12)\(^2\), which summarizes international climate negotiations. A sentence in this corpus can contain several verbal or nominal predicates indicating support and opposition (see Table 1). Results were uneven when applying open relation extraction tools to this corpus. To address these challenges, we developed a workflow with a domain model, and analysis rules that exploit annotations for semantic roles and pronominal anaphora, provided by an NLP pipeline.

Our system identifies points supported and opposed by negotiating actors and extracts keyphrases and DBpedia\(^3\) concepts from those points. The results are displayed on an interface, allowing for a comparison of different actors’ positions. The system helps address a current need in digital humanities: tools for the quantitative analysis of textual structures beyond word co-occurrence.

The abstract is structured as follows. First, related work and the corpus are presented. Then, our system is described. Finally, evaluation is discussed.

Material supplementing the paper and access information to the system will be available on the project’s website.\(^4\)

<table>
<thead>
<tr>
<th></th>
<th>Multiple verbal predicates</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Propositions</td>
<td>Predicate Type</td>
</tr>
<tr>
<td>1</td>
<td>European Union supported including the promotion of natural regeneration within the definitions of “afforestation” and “reafforestation.”</td>
<td>support</td>
</tr>
<tr>
<td>2</td>
<td>New Zealand opposed</td>
<td>opposition</td>
</tr>
<tr>
<td>3</td>
<td>China supported including the promotion of natural regeneration within the definitions of “afforestation” and “reafforestation.”</td>
<td>support</td>
</tr>
<tr>
<td>4</td>
<td>Malaysia supported</td>
<td>support</td>
</tr>
<tr>
<td>5</td>
<td>Bhutan opposed</td>
<td>opposition</td>
</tr>
</tbody>
</table>

Table 1: Typical corpus sentences. Sentence 1 has predicates supported and opposed, with several actors each. Example 2 shows a nominal predicate (proposal). For Sentence 1, five actor, predicate, negotiation point propositions are extracted by the system, and the opposing actors (China, Malaysia, Bhutan) are assigned a proposition which is a negated version (with –supported as the predicate) of the proposition for the main verb supported.

Related work

Venturini et al., (2014) created concept co-occurrence networks for the ENB corpus, using Cortex Manager\(^5\), a corpus cartography tool. This analysis does not cover which predicates relate concepts and actors. Salway et al., (2014) used grammar induction on ENB to identify recurrent actor/predicate patterns; it could be tested whether results with that approach complement ours.

Some studies have used syntactic and semantic parsing for text-analysis of social sciences and humanities corpora. Diesner (2012, 2014) examines the contribution of NLP to the construction of text-based networks. Van Atteveldt (2015) used dependency parsing to apply co-occurrence based methods within sentence elements related to an actor or a predicate. These studies rely mostly on syntactic dependencies and verbal predicates. We are using semantic role labeling as the basis for relation extraction, and treating nominal predicates besides verbal ones. We also developed an interface to navigate the results.

Finally, a relevant resource for text-mining on climate corpora is climateTagger API\(^6\), which links concepts against a domain-specific thesaurus (Bauer et al., 2011). This thesaurus could complement our concept-linking results (based on DBpedia, a general ontology).

Corpus

Each ENB issue is a 2000 word summary for one day of negotiations. The issues are written by domain experts, who strive for an objective tone and, to avoid biases, use similar expressions when reporting about all participants’ interventions (Venturini et al., 2014). The COP meetings are covered in 255 ENB issues, with ca. 35,000 sentences. The original corpus format is HTML, which we preprocessed into clean text. We dated each issue based on ENB’s table of contents.

System description

The system helps analyze patterns of support and opposition between negotiating parties, and the issues about which parties agree or disagree. To achieve this, the system extracts propositions of shape actor, predicate, negotiation point,\(^7\) based on a domain model containing actors and predicates, and applying analysis rules on the outputs of an NLP toolkit. Keyphrases and DBpedia concepts are also extracted from the negotiation points. All extractions, and the corpus itself, are made navigable on a user interface (UI).

NLP toolkit

We used the IXA Pipes library\(^8\) (Agerri et al., 2014), with default models for tokenization and part-of-speech tagging. We resolved some types of pronominal anaphora based on CorefGraph\(^9\) coreference chains.

Semantic Role Labeling (SRL) (Surdeanu et al., 2008) identifies a predicate’s arguments and their semantic functions or roles (e.g. agent). SRL was performed with ixapipe-srl\(^10\), which tags against the PropBank database (Palmer et al., 2005) for verbal predicates and against Nombank (Meyers et al., 2004) for nominal ones.

Keyphrase Extraction: YaTeA\(^11\) was used (Aubin and Hamon, 2006). This library performs unsupervised term extraction using syntactic and statistical criteria.

Entity Linking (EL): The tool from (Ruiz and Poibeau, 2015) was used. It combines outputs from several public EL services, selecting the best outputs with a weighted vote.
Domain-specific components

The domain model contains actors (negotiating countries and groups) and verbal or nominal predicates. Verbal predicates (from PropBank) can be neutral reporting verbs (e.g. stated), or verbs related to support and opposition (recommended, criticized). The nominal predicates (from NomBank) express similar notions to the verbs (e.g. proposal, objection). The model also specifies a predicate type: report, support, or oppose.

Analysis rules were implemented to identify propositions based on the semantic roles of predicates’ arguments, previously obtained with SRL. Most domain predicates involve an agent and a message expressed by the agent (who agrees with the message, objects to it, or just reports it). Thus, actor mentions in a predicate’s A0 argument represent the actor who expresses the message, and the predicate’s A1 argument often represents the negotiation point addressed by the actor. The generic rule to identify propositions is in Figure 1.

![Figure 1: General rule to create a proposition](image)

Sentences with opposed by constructions require a different analysis (e.g. China, opposed by the EU, recommended...). In such sentences, a different rule creates, for the opposing actors, propositions where the predicate contradicts the main clause’s predicate (see Table 1 for an example). Proposition-creation rules for more specific cases have also been implemented.

![Figure 2: Main view of the interface](image)

The treatment of negation relies on finding AM-NEG roles (see footnote 12) attached to a predicate, or negative items (not, lack) in a window of two tokens preceding a predicate.

Pronominal anaphora was treated via custom rules operating on the output of a coreference resolver (see footnote 9). We created custom rules since, in the corpus, he and she (besides it) can refer back to a country (pronoun gender depends on the country’s delegate).

To facilitate searches by date-range, propositions are assigned their documents’ date.

User interface

The UI (Figure 2) helps analyze actors’ negotiation positions. It allows searching for documents matching a text query (Text search box), and for propositions matching a given actor (Actors box) or a given predicate (Actions box). Propositions matching a query are displayed on the left panel, documents for a query on the right. Aggregated keyphrases and DBpedia concepts for the content matching a query (documents or propositions) are displayed in tabs on the right panel. The AgreeDisagree view provides an overview of keyphrases and concepts from propositions where selected actors agree or disagree. Simultaneous access on the UI to the corpus and the annotations helps researchers validate results.

The implementation framework is Django, with Solr search. We’re working on allowing the user export results and edit the model’s actors and predicates.

![Figure 3: AgreeDisagree View](image)

Evaluation

It is important to assess whether the system can help domain-experts gain insights they would not have otherwise obtained, e.g. detect previously unnoticed generalizations (see e.g. Berry, 2012). This type of evaluation is ongoing; we are collaborating with political scientists, whose initial feedback on the tool has been positive. User validation of the interface is also ongoing.

The system’s NLP components were evaluated in literature cited above. Results are state-of-the-art or competitive, and available on our project’s website (sites.google.com/site/nlp4climate).
To evaluate the model and analysis rules that create domain-relevant propositions, we have manually annotated a set of corpus sentences with propositions. Details about the test-set, evaluation metrics and results are on the website. We consider the results satisfactory.

Outlook

A useful feature would be an annotation confidence score, that users could employ to establish priorities in manual result revision. A useful application of the propositions extracted would be creating network graphs with different types of edges representing support and opposition among parties, and between parties and issues.
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Notes

1 Predicate in the sense of an expression relating a set of arguments.
2 http://www.iiisd.ca/vol12
3 wiki.dbpedia.org (Auer et al., 2007)
4 https://sites.google.com/site/nlp4climate
5 http://docs.cortext.net
6 API: http://api.climatetagger.net ; Thesaurus: http://www.climatetagger.net/glossary/
7 Terminology adopted: «Norway, preferred, legally-binding commitments» is a proposition, with actor Norway, predicate preferred and legally-binding commitments as the negotiation point.
8 http://ixa2.si.ehu.es/ixa-pipes/
9 https://bitbucket.org/Josu/corefgraph
10 https://github.com/newsreader/ixa-pipe-srl ; it provides a wrapper to mate-tools (Björkelund et al., 2010)
11 http://search.cpan.org/~thhamon/Lingua-YaTeA/lib/Lingua/YaTeA.pm
12 In SRL, A0 corresponds to a predicate’s agent. A1 is the patient or theme. AM roles represent adjuncts (time, location etc.) or negation. See Palmer et al., 2005.
13 https://www.djangoproject.com/
14 https://lucene.apache.org/solr/
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Introduction

In 2004, Willard McCarty characterized the Digital Humanities as “an experimental practice”, with modeling at its core: “the way to a computing that is of as well as in the humanities: a continual process of coming to know by manipulating representations” (McCarty, 2004). McCarty’s proposition embraced the open-endedness of models, yet this quality tends to be forgotten in the face of 3D’s sensory immediacy, with the result that such models tend to be perceived as static. Diane Favro, a longtime proponent of 3D modeling for architectural historical research, has acknowledged that “while observers intellectually acknowledge that the virtual re-creation is an approximation, not a doppelgänger for a past reality, this concept is almost immediately subsumed by the experiential power of the presentation” (Favro, 2006). This seems to hold true regardless of the model’s realism. Recent attempts to mitigate this effect emphasize the metadata and decision making processes behind 3D models, whose claim to scholarship is substantiated by virtue of their being supported by a database of textual, graphic, and quantitative sources (Saldaña, 2015). Anyone who has worked on 3D historical models, however, can attest that the act of compiling and layering of source data only reinforces the ultimate inability of such multiplicitous archives to present a coherent picture of the past on their own terms, let alone generate a truly representational or mimetic 3D model. Despite this, it is difficult to prevent even the database-driven 3D model from slipping back to the mode of uncritical simulation.

Simulation intentionally obscures the digital means of production in order to present a more convincing version of reality, in the service of a predetermined purpose. The origins of virtual reality simulation are coincident with the post-WWII military-industrial complex, with military training schemes being some of the primary instigators and funders of computer graphics simulation research (Penny, 2004). The anti-discursive nature of simulations is embedded in their interfaces, which invite the observer to experience the space in as natural a manner as possible, whether through embodied movement or the abstracted kinesis of mouse clicks. The pedagogical implications for academia are clear. VR training programs used in medicine, aviation, and the military rely on the repetitive, unthinking response of users to train them in a particular behavior (Penny, 2004). But what of the open-endedness of the humanistic modeling project? The automatic assumption that 3D space maps real space obscures the relationship of 3D modeling with critical theories of modeling practice in the humanities. Can 3D models be recouped from the totalizing logic of simulation?

This paper attempts to access this underexplored theoretical potential of 3D by proposing a reconceptualization of 3D modeling in the Foucauldian sense of discourse, rather than representation. Foucault’s idea of discourse was not meant to uncover an underlying definitive meaning of a given text or object, that elusive “knowledge” to which so many scholarly 3D models aspire. Rather, discourse is meant to uncover the “rules that are revealed when an object of discourse is modified and transformed”, which often involve implicit power structures (Philp, 2013). 3D digital models, which embed and incorporate many types of information, have the capacity to bring these layers of knowledge into dialogue with each other so that the underlying assumptions inscribed in them are revealed.

Fig. 1 3D procedural model of the Hellenistic city of Magnesia on the Maeander

Case Studies

This paper will examine two of the author’s projects as ongoing attempts to mine the discursive power of 3D modeling in different ways. The first case study is an exploration of the vocabularies of ancient Roman architecture at Magnesia on the Maeander. The project directly engages with the concept of ‘rules’ that allow the formation of discourse as a “system of possibility for knowledge” (Philp, 2013). In the context of procedural modeling, the methodology used here, rule is a technical term denoting the scripts that generate 3D visualizations, and it also accurately describes the heuristic process of modeling. In writing the procedural rules, the modeler seeks to match a proleptic model with a mimetic one, continually negotiating the gaps between conjecture and representation. This process becomes discourse when the rules that result begin to delineate the shape of knowledge formation itself. Procedural modeling goes part of the way towards formulating a discursive approach to the process of
modeling. As a finished product, however, 3D procedural models are indistinguishable from their non-discursive counterparts (Fig.1). Another possible answer involves dissolving the link between 3D space and representational space. The second case study is an application built in the Processing development environment that takes as its object of study the Manhattan Transcripts by Bernard Tschumi (Tschumi, 1981). Like the archaeological data behind the 3D city model of Magnesia, the Manhattan Transcripts comprises different representational modes to form a narrative that leaves many gaps open to interpretation. Originally displayed as an exhibition and later published as a book, Tschumi’s work contains 24 sets of 3 images for the same event, expressed as plan, diagram, and rendering. The digital application attempts to bring these images into dialogue with each other through the medium of 3D space by separating them and recombin- ing them in various ways (Fig.2). 3D space here serves the discursive function of exposing the images’ areas of overlap and discordance in combinations and sequences not possible on the printed page or gallery wall. The sets of photographs, drawings, and movement diagrams can be viewed side-by-side or as semi-transparent layers thus making it easier to investigate the correspondences and differences between each representational mode. In addition, the images can be viewed all together or sorted by medium. Using the keyboard, the images can be cycled like frames in a film, highlighting Tschumi’s own references to the medium of cinema.

Conclusions

The use of 3D media in the humanities has come of age in the last 15 years and its function as a critical apparatus is still in the process of development. Projects that treat 3D models as more than representational tools have the capacity to expand and illuminate this increasingly widespread form of digital culture. Particularly important is the need for theoretical discourse that resists the intentional- ity of 3D simulations and provides alternative modes of generative, non-determinant modeling. The case studies mentioned in this paper are but two partial answers to this challenge, part of a growing effort by a contingent of artists and researchers interested in the critical potential of 3D models.
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Agents of Change: Women Editors and Socio-Cultural Transformation in Europe, 1710–1920 is a five-year humanities research project funded by a European Research Council (ERC) Starting Grant (2015–2020), directed by Marianne Van Remoortel from the Department of Literary Studies at Ghent University, Belgium. It examines a neglected aspect of the social and cultural life in Europe in the modern period: the impact of women editors on public debate. From the 1700s on, European women actively participated in the cultural arena through the journals that they edited. Agents of Change advances the hypothesis that periodical editorship enabled women editors to take a prominent role in public life and as a result influence public opinion and shape transnational processes of socio-cultural change. By examining how these processes unfolded in the press through practices of textual transfer both among women and in the larger publishing landscape, Agents of Change will not only initiate a shift in our thinking about the participation of women in society and print culture, but also pave the way for pan-European research on the periodical press.

In order to trace these networks of intellectual exchange, Agents of Change is using NodeGoat, a web-based integrated data management, network analysis, and visualisation platform, developed by Lab1100, a research and development company, based in The Netherlands. NodeGoat allows us to collaboratively gather our research data about women editors and their periodicals, and enables us to visualise and analyse the linkages (both biographical and bibliographical) between them. By gathering evidence to prove connections between people and publications across languages and state borders, we will be able to identify the dynamics of cultural prestige at work in Europe. For example, how knowledge and fashion radiated outward from a few trendsetting periodicals across the pages of myriad publications which translated, adapted, or reprinted them either in part or in their entirety. The data that we collect in NodeGoat will also be invaluable as a descriptive index of periodical editors, a role which traditional print culture studies has tended to overlook, especially when it comes to women periodical editors. For this reason, we are developing a web front-end that will act as a catalogue interface to make this descriptive index freely available online.

In order to fully capture these transnational networks of intellectual exchange it is important to strive for the most comprehensive coverage possible of the period and region at hand. Our multilingual and multidisciplinary team of six researchers will pay particular attention to practices of textual transfer (including translation, adaptation, reprinting and reviewing) across language boundaries and historical periods. However, six researchers cannot cover every language across the 1710–1920 period. In order to make our data as rich as possible, we will be inviting researchers from outside our research team to contribute missing data. We will develop an online workflow, based as far as possible on existing crowd-sourcing initiatives, for managing this community-sourced content. The workflow will enable the community-sourced data to be reviewed by the research team before it is added to the Agents of Change dataset. An important aspect of the workflow will be to ensure that such contributors are properly credited for their work.

Alongside the collection of our research data, we are also requesting retrospective assignment of International Standard Serial Numbers (ISSN), a unique identification code for serial publications, for the periodicals which do not currently have one. These ISSNs will be used as stable identifiers for the periodicals we store within our database. Similarly, we are working on establishing authority records via the Virtual International Authority File (VIAF) for those women editors that do not have one yet. We will use their VIAF IDs as stable identifiers within our NodeGoat dataset.

Our ultimate goal is to create a Virtual Research Environment (VRE), as an essential tool for establishing the research field of European Periodical Studies. The VRE will bring together primary sources and secondary literature, as well as the original scholarship that is produced as a result of the research data that we collect. Additionally, we would like the VRE to enable researchers outside the project team to contribute to the field, which we hope, step-by-step, will become a research community for European Periodical Studies.

We want to ensure that Agents of Change becomes a sustainable research tool beyond the end of the project funding by working closely with the local digital humanities centre. The Ghent Centre for Digital Humanities (GhentCDH) is an interdisciplinary centre facilitating digitally-enabled research in the arts, humanities and social sciences at Ghent University and beyond. GhentCDH also plays an active role in the coordination of Belgium’s participation in DARIAH, the Digital Research Infrastructure for the Arts and Humanities. Within the framework of DARIAH, Ghent University, along with the universities of Antwerp and Leuven, has received startup funding from the Research Foundation Flanders, to develop a Virtual Research Environment Service Infrastructure (VRE-SI).

The VRE-SI is being developed by focussing on the infrastructural needs of existing humanities research projects in Flanders and Belgium that have a ‘digital focus’. Now that the first year of the DARIAH-Flanders project has drawn to an end, the project team have gained a better understanding of how DARIAH Partner Institutions can sustainably support digital scholarship in the humanities. For example, at Ghent University, it has been identified that the establishment of a digital humanities expert team including humanities researchers, library staff, IT professionals and digital humanities experts would help to institutionally embed digital humanities research support.
The role of this interdisciplinary team is to both support the realisation of the digital humanities aspects of existing humanities research projects as well as providing advice and guidance in the development of new project proposals. To date, it has been identified that a missing element in the existing service provision is a digital humanities scientific programmer, whose role is to combine an understanding of the humanities research questions with the skills of an IT professional to realise the tools and services needed. It is possible to use the DARIAH funding to temporarily recruit such a member of staff and to demonstrate the value of such a post to the Faculty Management Team, with the view to, such a position being structurally funded by the university, in the medium to long-term.

Considering the curation and management of the research data both during the project funding and beyond, is a further crucial aspect of the project. As it is intended that Agents of Change will become a sustainable digital humanities research tool thriving beyond the fixed-term project funding, the establishment and implementation of a Data Management Plan (DMP) has been anticipated from the start of the project. The Faculty Library of Arts and Philosophy, as a result of their Arts and Humanities Research Data project, coordinated by their LibraryLab, is providing support to researchers in the faculty in the development of DMPs. Within DARIAH-BE, the intention is that every ‘DARIAH pilot project’, is strongly recommended to consider research data management from the outset. Finally, the GhentCDH is working closely with Lab1100 to explore how NodeGoat could be offered as a DARIAH-service. In the medium to long-term, the possibility of facilitating the development of an open source community around NodeGoat to further extend the environment for the needs of the digital humanities research, is being investigated.

The aim of this short paper is to firstly, to present some initial research results, based on the analysis of the data gathered by the Agents of Change on tracing the networks of intellectual exchange across temporal, geographic and linguistic borders through women editors and their periodicals. Secondly, this paper will demonstrate how working together with the local digital humanities centre and participating in DARIAH is helping to facilitate Agents of Change in becoming a sustainable digital humanities research tool that will thrive beyond the end of the fixed-term project funding.

Erlebter Raum im Rom der späten Republik - eine digitale Forschungsumgebung

Leif Scheuermann
leif.scheuermann@uni-graz.at
Alte Geschichte und Altertumskunde, Karl-Franzens Universität Graz, Austria

Klaus P. Jantke
klaus.jantke@idmt.fraunhofer.de
Fraunhofer-Institut für Digitale Medientechnologie Ilmenau, Erfurt, Germany

Walter Scheuermann
scheuermann@ike.uni-stuttgart.de
Institut für Kernenergetik und Energiesysteme, Universität Stuttgart, Germany

Theme of this contribution is the establishment and use of a digital research environment for the analysis and visualisation of textual, individual and group-based space perception and spatial organisation of the city of Rome in the first post-Christian century. In the early and medium-term, the possibility of facilitating the development of an open source community around NodeGoat to further extend the environment for the needs of the digital humanities research, is being investigated.

Theoretical Background

In the last years, there are new research disciplines emerging for the modern age, which were developed by the historical and spatial sciences. The development of a historical place, as a functional field, is the result of a process of appropriation by the historical agents. Space cannot be separated from its content, but functions as its order structure [PARNREITER 2013 S. 46].

Ernst Cassirer already in his 1930 lecture “Mythischer, ästhetischer und theoretischer Raum” on the one hand, has shown how the function of the “What” through the “How” has been substituted in the object space and relation of objects, whereby space can also exist without the object space. Raum also determines the place of history and space in the relationship between their features, and in particular, it determines the space of the absolute and the object of space.

**Historisches Szenario**


In einem zweiten Schritt muss ferner die Frage gestellt werden, welche individuellen Aneignungen und welche kollektiven Vorstellungen der Räume durch diese vermittelten Räume zutage treten und welchen Charakter diese besitzen. Handelt es sich um staatlich bzw. durch zentrale Akteure geplante, um alltägliche oder auch um symbolische Räume? Können diese klar voneinander getrennt werden oder überlagern bzw. bedingen sie sich und, sollte letzteres der Fall sein, auf welche Weise?

Die Quellenbasis für diese Analyse besteht in 1300 Nennungen von insg. 255 Raumobjekten der Stadt Rom in den Werken Ciceros, welche in einer relationalen Datenbank gesammelt und georeferenziert wurden. Ein zentrales Problem hierbei bestand in der Unscharfe der genannten Räume, da a) nicht alle Orte, die Cicero nennt, heute genau zu lokalisieren sind, b) die Nennungen, die der Autor macht, nicht immer exakt sind und c) manche Verortungen in der Zeit der Entstehung der Werke nicht mehr oder nur sehr vage bekannt waren (z.B. wenn sie sich auf die Zeit der Gründung Roms beziehen). Als Referenzdaten für eine räumliche Analyse wurden der ar cháologische Befund zur Stadt Rom in der späten Republik kartographisch aufgenommen sowie Nennungen bei für Cicero zeitgenössischen Autoren (Varro, Caesar, Sallust) und die historischen Daten zur Stadt Rom in der späten Republik.

**Technische Umsetzung**

Zentral für die Umsetzung eines solchen Ansatzes ist es, ein dynamisches kartographisches System aufzubauen, indem unterschiedlichste archäologische, philologische und historische Daten zusammengeführt und unter Nutzung verschiedenster Analyse- und Visualisierungswerkzeuge (kartographisch, netzwerkanalytisch, word-Clouds …) dynamisch miteinander in Beziehung gesetzt werden können. Es bedarf hierfür einer digitalen Forschungsumbgebung, in der unterschiedliche Medieninhalte miteinander über streng definierte Programmierschnittstellen kombiniert werden.
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Introduction

The use of Semantic Web Technologies in Digital Humanities projects has increased over the years, but only recently annotation tools and research environments have started to create and use semantic graphs (e.g. Pundit1, Grassi et al. 2013, or CWRC2, Rockwell et al., 2012). While the sharing of annotations and data into a formalized Web of Data is a central part of these projects, in this paper we would like to focus on capacities for qualitative research by using semantic graphs and linking these with quantitative data. Qualitative research approaches have thus far not been positioned at the core of Digital Humanities (Drucker, 2012). However, recent discussions about close and distant reading e.g., (Moretti, 2013) point out a manifestation of a strict opposition between qualitative and quantitative research on the level of data. We would like to reconfigure this separation between qualitative and quantitative data by taking into account its epistemological practices and apparatuses. Qualitative and quantitative data can be regarded as “thin descriptions”. Both need an interpretative act to become “thick descriptions” (Love, 2013). This involves a broad range of research capacities, whereby a semantic graph addresses parts of it and creates a link between both paradigms by connecting the different data. This main argument of the paper will be demonstrated through examples from ongoing Digital Humanities research projects based on the semantic research environment Semantic CorA3, where we experimented with epistemological apparatuses which were developed through participatory design approaches and collaborative ontology engineering.

Re-Configuring the apparatus of qualitative and quantitative research

The recent focus in Digital Humanities on epistemological apparatuses, including their materiality, performativity and relation to theory, offers the possibility to sharpen the respective analytical concepts for data and research apparatuses. Ramsey and Rockwell (2012) describe tools as a “telescope for the mind” and offer a materialistic epistemology. Concerning the opposition of qualitative and quantitative research, Manovich (2011) describes the potentials of big data by contrasting quantitative methods (i.e., statistical, mathematical, computational) with qualitative methods (i.e., as used in History, Literature Studies, Anthropology, qualitative Social Sciences and Psychology) and the different kinds of underlying data. While quantitative approaches commonly rely on surface data, qualitative data are described as deep data. Manovich posits equivalent epistemological depth of both kinds of data but hints to the different scale of contact points with the object of interest.

Venturini and Latour (2010) point to the micro/macro distinction in Social Sciences, which corresponds to the qualitative/quantitative separation at the methodological level. The new capacity of digital, computerized methods, they point out, are quali-quantitative methods, which do not rely on the opposition of statistical analysis and ethnographic observation. Love (2013) concretizes this link between qualitative and quantitative approaches as well and takes into account the epistemological apparatus by comparing Literature Studies and ethnographic research. Instead of placing thin description in opposition to “thick description” (Geertz, 1973), Love (2013: 403) argues for the significance of thin description, which she considers as an integral part of thick description, and demands for a reflective engagement with the full range of empirical methods. In this sense the epistemological apparatuses are per se boundary-making practices, which “enact what matters and what is excluded from mattering” (Barad, 2007: 148) and demand an accountability of this material-discursive practice of epistemological apparatus design.

Designing Semantic CorA

The realization of Semantic CorA was driven by a participatory design and agile development approach of both the software components as well as the ontology. A main goal was to enable classical qualitative researchers to realize their research by using the potentials of a semantic graph. The design followed the research practice though an evolutionary process, which was initiated by an analysis of needs and requirements (i.e., site visit, artefact analysis, interviews) and was followed by nearly weekly meetings with requirement articulations and prototype testings. Semantic MediaWiki4 was used as a technological platform, which was extended with newly developed tools (extensions) to address the needed research capacities.

Linking qualitative and quantitative Research with Semantic CorA

Openness and flexibility: In qualitative research, the openness of the research object and the flexibility to adjust the knowledge base play a central role in grasping the
complexity of the phenomenon of interest (Bauer, Aarts, 2007). Using a semantic graph as an epistemological tool offers the possibility to create new entities, add properties or relate these to other entities. In this way, a network is created step by step based on the research material, which can be extended and re-arranged in the research process. So an all-encompassing fixed schema is not a precondition when starting a research project. The semantic graph consists of pages (representing entities), which are described by properties or links. Figure 1 demonstrates the schema of the semantic graph for exploring historical educational lexica (ranging from 1774 to 1945). Integrated bibliographic data (e.g., lexicon, article, author) and digital images of the lexica from a digital library build the data basis for the graph, whereby the syntax supported by the SMW platform and data edit forms offer to enrich the graph. For example, a researcher establishes the relation `Is About´ between the article and a person and adds further properties (date of birth/death, gender, nationality, domain of mattering). In this respect, a thin description has been created, indicating a network of the phenomenon with more than 6 million values and 100,000 pages.

Balancing particularities and formalizations: In qualitative research it is necessary to balance formalization with respect to the particularities of the phenomenon of interest and the research material. Star describes this balance as achieved through faceted classifications in the methodological approach of the grounded theory (Star, 1998: 227). As previously described, a semantic graph offers the possibility to create a network, which calls for formalization and sets the boundaries of the phenomenon. To enable a more ‘fuzzy’ or qualitative thin description, each node and property of the graph can be described in an unformalized way using the classical text tools of a wiki. Additionally, an open approach for qualitative content analysis is followed to enable annotations of the text (Figure 2). In this way, the annotation is connected to the article on the basis of the semantic graph (Figure 1), providing links between the annotations of the qualitative content analysis and the further network of the semantic graph. This constitutes a thin description based on qualitative data (e.g., through close reading and annotations) and quantitative data (e.g., bibliographic data), where an interpretative act is needed for the description to become a thick description.

Ongoing data analysis and graph creation: Another main aspect of qualitative research is the ongoing iteration between grasping the research material and creating new connections or qualities. This intensive work with research data can be done by comparing, following associations, close reading, or – as previously described – by distant reading of aggregated or related elements. While using a semantic graph as a network of the phenomenon, two different examples can be demonstrated which use the linkage between qualitative and quantitative data: Semantic browsing and querying the network. To represent relevant parts of the graph, aggregations and inferences are created for main entities (e.g. 1,200 aggregated descriptions of persons) to thickening the research data and browsing through the network (Figure 3, i). Additionally, a query tool enables to query and aggregate the semantic graph (Figure 3, ii).

Discussion and outlook

This paper demonstrates the possibility of linking qualitative and quantitative data by using semantic graph technologies to create thin descriptions. Therefore, the advantages of the interpretative act of thick descriptions
are considered by allowing for ongoing iterations of analyzing the research material and creating the semantic graph in a formalized and unformalized way (enrichments, annotations, text descriptions). With semantic browsing, aggregations of information, annotation and querying the semantic graph, aspects of close and distant reading are addressed, thus offering new techniques for grasping the research material for qualitative research.

For the Digital Humanities, the focus on mattering of apparatuses offers the possibility to open the design space for digital tools to the diversity of epistemological practices in Humanities. Thereby, an engagement with the diversity of the Humanities comes to the front, enhancing the accountability of boundaries and possibilities of epistemological apparatuses in Digital Humanities.
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The MONK system uses shape-based feature vector methods that have very few assumptions concerning the content or style of the material. It avoids the traditional OCR approach (optical character recognition) which assumes that individual characters are essentially legible. That assumption only holds for a tiny fraction of handwritten material and a limited number of scripts. The only assumptions MONK makes are that pictorial and textual segments are separated by white spaces; and that the layout, of underlining, etc. in a specific document, is consistent throughout the document. In MONK, classification methods are used that allow for a fast bootstrap from single example instances (nearest-neighbor search) (Gast et al., 2013). With larger numbers of labeled examples, models can be computed, varying from nearest-centroids to support-vector machines and neural networks in a continuous learning process (Krizhevsky et al., 2012; Liu et al., 2015; Guo, in press). A challenging topic from the technical point of view is the relation between existing semantic knowledge (ontologies) and the statistically inferred semantics using Google’s word2vec and current deep-learning neural networks. Can the underlying structure and style in a collection of a common and realistic size be detected by such algorithms? Can the proposed enrichment system profit from generally available text corpora? The processing power required by the proposed architecture is substantial. For this project, algorithmic optimization of the image processing and recognition system is necessary in order to create the necessary speed and flexibility of the system for use by non-technical end users. In order to tackle this challenge the consortium will make use of the combined knowledge and expertise of ALICE in Groningen, and the Leiden Institute of Advanced Computer Science (LIACS), where multiple supercomputers and high performance computing experts are present.

Because of its visual approach, MONK can handle the diversity of material that we encounter in our use case and in historical collections in general: text, drawings, and images. MONK also does not require a language model nor fully transcribed samples to quickly assess the contents of an archive page. The human-in-the-loop approach of MONK is currently ‘label’ oriented, but will be enhanced by providing the user and the system with ontologies for bootstrapping the learning process. The system will understand handwritten corpora to such an extent that the visual and textual content on individual pages is categorized, determined and networked to other pages in the archive and external sources. To construct training examples for MONK, biologists and historians of science will manually label documents to the machine learning software by means of a human in the loop approach. In addition, a crowdsourcing approach will be used to further expand this corpus of examples. Our consortium will here build on the expertise of ALICE and Naturalis Biodiversity Center, the Leiden-based National Museum of Natural History. Eventually, the computer-assisted recognition of words and visual information on a page will thus allow users to search, filter and group arbitrary archive items and enables
connections with external databases. Last but not least, MONK lays the groundwork for full transcription of any handwritten-illustrated archival collection.

The central use case of our research project is the collection of the Natuurkundige Commissie voor Nederlandsch-Indië (hereinafter NC). It is one of the top-collections of Naturalis. From 1820 to 1850, the NC charted the natural and economic state of the Dutch East Indies and returned a wealth of scientific data and specimens which are now stored in archives in the Netherlands and Indonesia. The collection comprises thousands of handwritten notes and drawings and tens of thousands biological and geological specimens. While these archival items have all been digitized, the individual pages in the notebooks, diaries and reports are not catalogued nor labeled separately. Many of the field notes combine different textual and visual elements on one page. Our short paper presentation is based on the processing of an initial set of understudied handwritten field notes which we carried out in early 2016. By doing so, we will demonstrate the efficiency of the MONK system and our approach.

Owing to the different ‘hands’ and languages used in the documents, links across handwritten field records and notes, drawings and specimens cannot be made in an efficient way. Our corpus contains material from at least seventeen different writers and the used languages range from German (Kurrentschrift) to Latin, French, and Dutch. The labels of related historic specimens only provide very general information on collection localities and collectors. Hence, the typical use case of a scholar wishing to retrieve information on a certain species, person, drawing, or collecting locality is limited. Owing to its sheer dimension and its weak structure, it is impractical to disclose and network this archive manually. Its current inaccessibility hampers research into Southeast Asian natural history and the history of (scientific) knowledge production. Knowledge extracted from the documents will be structured and served as Linked Open Data. This will allow interlinking of content and also enable interoperability with other cultural heritage resources, for example, the physical specimens obtained during expeditions, or other historically significant data collections from the same area.

The multi-layered character of the material makes it a perfect use case for developing a technologically advanced and usability engineered digital environment for interpreting and connecting illustrated-handwritten collections. In our consortium data scientists from the Universities in Leiden and Groningen work closely together historians of science from the University of Twente and taxonomy experts from Naturalis. Fueled by an investment from BRILL publishers in a national funding scheme, this project will not only result in the disclosure of the NC archive, but will also enable the integrated study of underexplored scientific manuscript collections and archives in general.
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Humanists – inclusive of digital humanists – are preoccupied with telling stories. Some of our most interesting subjects, however, have left only the barest of marks on historical records. Their stories are among the most captivating, but also some of the most difficult to access. This paper knits together recent trends in digital humanities practices that have helped us to elevate unrepresented voices with a discussion of how to elevate the marginalized within the DH community. It showcases select projects that undermine archival silences. It then argues that digital humanities practitioners should add these theories to the collection of tools currently used to forward social justice projects in DH spaces.

Elevating the Archivally Silenced

Various methodologies have been adopted to address the problem of how to tell stories about people who left behind few records. In the 1970s and 1980s, practitioners of “history from below” worked to elevate narratives about “people with no history,” by chronicling the everyday lives of peasants and non–elites. At the same time, practitioners of the “new social history” turned to cliometrics – and adopted methods that would be familiar to those who work with “big data” today – to highlight trends about marginalized peoples from historical data like censuses, probate records and financial documents.

There have been various resurgences and developments in these methods in the intervening four decades. These include practices of reading archives “against the grain” to get at the unstated assumptions that historical actors made about those they held power over. They also include theoretical approaches that advocate the reading of silences to understand those whose voices were intentionally obscured by official recorders and gatekeepers.

Marginalizations Within DH

Questions about whose voices are elevated and whose are silenced have also long been a theme in DH scholarship and discourse. These questions seek to unpack the ways in which DH as a field is exclusionary. This former is a much (though still not enough) referenced problem in panels at former DH conferences, which have asked how DH research can address (and remedy) social problems.

Digital humanities scholarship has also begun to address problems of access within the broader DH community, and the barriers erected to women and people of color in particular. For example, Adeline Koh has argued that we need to examine the ways in which DH publics are constituted, in order to better understand the creation of “limits of the discourse that defines the idea of a digital humanities ‘citizen.’” Similarly, Tara McPherson has argued that we must see the evolution of DH as a field shaped by structural inequalities – of race, class and gender – which accompanied the rise of computation technologies.

A Knitted View

These are much needed interventions, and help us to understand the evolution of our field as one in which certain groups have been marginalized and others have been centered. These conversations also mirror methodological debates within history about whose voices to elevate, and under what circumstances. This paper complements extant work by arguing that theoretical interventions concerning current structural inequalities must be brought to bear on the past, and that digital methodologies are ideally suited to elevating subsumed voices in the present. It further demonstrates that these projects, the theories that underlie them, and current work to make DH more equable should be read together to further the practice of digital history and humanities “from below.
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Digital Humanities (DH) is becoming increasingly a collaborative community of practice, a move encouraged both by the scale, scope and complexity of projects (L. Siemens and Burr, 2013) and by granting agencies with programs such as Digging into Data (2013), the new Bilateral Digital Humanities Program between the National Endowment for the Humanities’ Office of Digital Humanities and the Deutsche Forschungsgemeinschaft, Germany’s research office (2014), Canada’s Social Sciences and Humanities Research Council’s Partnership Grants (2013), and many others. This trend is further supported through efforts such as Fair Cite (2012) and the Collaborators’ Bill of Rights (Off the Tracks, 2011) to more fully recognize project contributions through multi-authorship citation practices, University of Virginia’s Praxis Program which provides collaborative project experience for graduate students (The Praxis Program at the Scholars’ Lab, 2011a, 2011b, 2012, nd), and individual DH project charters outlining guidelines for team work (Hjartarson, Fast, and Hasenbank, 2011; Ruecker and Radzikowska, 2007).

These are all exciting developments that will reap long-term contributions at the individual, project, and DH as a community of practice levels and beyond. At the same, more work is needed to understand how these teams function and the types of supports which are needed to coordinate the research, people and tasks to ensure successful outcomes at these levels (Dombrowski, 2013; Lyall, Bruce, Marsden, and Meagher, 2013). With this knowledge, DH teams will be better able to anticipate benefits and challenges associated with collaborations and develop processes to maximize benefits while minimizing associated challenges.

At present, much of the body of knowledge about academic team functioning and best practice guidelines has been developed through a reflection process at a project’s completion (For example, see Bracken and Oughton, 2006; Bryan, Negretti, Christensen, and Stokes, 2002; Kishchuk, 2005; Lawrence, 2006; National Endowment for the Humanities Office of Digital Humanities, 2010). These reviews often focus on the actual research work accomplished with little discussion of associated processes that supported the work, communication patterns, and other factors that supported (or not) successful outcomes. As a result, some hard-earned lessons are forgotten or minimized through the passage of time, but might be captured if this type of reflection occurs during a project’s life.

As a large project in terms of team membership, budget, scope, disciplinary perspectives, and project length and research integration, Implementing New Knowledge Environments (INKE) provides a unique perspective to explore the nature of collaboration (INKE, 2012a). INKE’s primary research focus is the exploration of e-books and their potential from a variety of perspectives, including interface design, modeling and prototyping, user studies, and textual studies (INKE, 2012b). Further, this collaboration is examining the “understanding, creating, and evaluating research structures that will allow academic and non-academic (including industry partner) members of our research team to work together in ways that meet the needs of the research and development cycles of the entire INKE group” (R. G. Siemens, Siemens, Cunningham, Galey, Ruecker, and Warwick, 2012, p. 7). To that end, INKE has undergone yearly reflections on the nature of collaboration within the project with an objective to better understand the ways to support large-scale research collaborations as they unfold and communicate these lessons to other projects for consideration.

This paper contributes to our understanding of how research teams function by reviewing INKE’s six years of experience in collaboration and with a view to articulate best practice guidelines (L. Siemens and INKE Research Group, 2010, 2012b, 2012c, 2012d, 2012e, 2013).

Members of the administrative team, researchers, graduate research assistants and others are asked about their experiences collaborating within INKE on an annual basis in order to understand the nature of collaboration and ways that it may change over a grant’s long-term life. The interview questions focus on understanding the nature of collaboration, advantages and challenges associated with it within INKE’s context. These interviews allow the researcher to explore topics more fully and deeply with probing and follow up questions while participants reflect on their own experiences and emphasis those issues which are important to them (Marshall and Rossman, 1999; McCracken, 1988; Newell and Swan, 2000; Rubin and Rubin, 1995). This paper focuses on a summary of the first 5 years of the grant-funded work.

At the time of writing this proposal, final data analysis is being completed, but clear patterns are emerging and, after final analysis, these will form the basis of my presentation.

While the grant application suggested a stable team of active researchers and partners, the reality has been very different. Due to a variety of reasons (L. Siemens and
INKE Research Group, 2012a, 2013), change and transition have been constant within INKE, which has led to sub-research group re-organizations and the creation of new ones. Concurrently, new researchers, administrative leads and partners joined the team. And as is always the case when working with student research assistants and post-doctoral fellows, sub-research areas were continually recruiting and training new ones as others moved on to other opportunities.

Grounding this change has been several constants that have ensured the research has been able to continue effectively and efficiently despite the transitions. First, the governance documents outlined clear articulation of roles and responsibilities which became especially important for ensuring that new researchers, partners, and administrative understood and enacted the nature of collaboration and accountability within INKE. At the same time, these documents provided guidance for ensuring that processes for change, transition, planning and reporting, and decision making were considered and thoughtful while remaining responsive to changing circumstances (L. Siemens and INKE Research Group, 2012a, 2013). The use of basecamp, an online project space, and an updated project website further reinforced these processes by providing an ongoing repository for messages, documents, data, and publications, all important knowledge for current and new researchers and partners. Second, multiple communication channels, such as annual birds-of-a-feather gatherings, attendance at other conferences, both formal and in-formal face-to-face administrative and sub-research area group meetings, conference calls, and online project spaces, ensured that team members met on a regular basis to exchange information about and participate in research projects with the other sub-research areas, ensuring highly collaborative work.

As INKE nears the end of its 7 years of funded research, the team is anticipating both winding down this focused work on e-books and exploring next research steps, building from its successes (INKE, 2014). While the research has been intellectually challenging and not without its administrative issues, INKE team members report positive experiences in terms of the collaboration, associated outcomes, and connections to the DH and traditional humanities communities. As measures of this positive spirit and connections, they are extending their collaboration into associated research areas as well as contemplating another large-scale research project.

This research will make several contributions to the knowledge base about the nature of collaboration within the DH community of practice. First, this research contributes to efforts to make work patterns and relationships more explicit and understand those factors that tend to predispose them to success, and perhaps, more importantly, to avoid those which may lead to problematic interactions. Already, lessons from INKE are informing other projects’ collaborations (Nowviskie, 2011; The Praxis Program at the Scholars’ Lab, nd). Second, INKE’s experience demonstrates that these types of team research projects require skills not typically taught in graduate school, including project management and collaboration within a targeted and integrative research environment, which differs from that of curiosity-based one. This reinforces the call to enlarge graduate training beyond purely disciplinary to these larger collaborative skills to ensure that students are prepared for both academic and alternative academic posts (Berman, 2011; Carr, 2012; Leon, 2011; Nowviskie, 2010; Powell, Bouchard, Dalgliesh, Keenan, McLeod, and Thomson, 2013; L. Siemens, 2013; Spiro, 2010).
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Introduction

One of the key problems in historical political research is that many relevant research questions can only be answered by means of a prolonged and painstaking analysis of large archival series. Questions like: “How did the relationship between the government, the parliament and the political elites change over time?”, “What role did political traditions and rituals play?”, and “In what ways did the information economy influence the political process?”, still require scholars to systematically work through vast bodies of archival material. Only a few scholars, who appeared not to be intimidated by such a daunting task, have come up with long-term analyses of political patterns. This paper proposes a new, digital approach to avoid these time-consuming activities and to open up major archival series for automated text analysis, by applying various tools for text recognition and automated structuring, as well as by using reference data and re-using metadata.

The case study selected to demonstrate the potential of this approach is the opening up of the Resolutions of the Dutch States-General from 1576 to 1795. This archival series of the central assembly of the seven Provinces forming the Dutch Republic is an excellent example of the type of source suitable to answer the above mentioned research questions. Editing the Resolutions has been a task of the Huygens Institute for the History of the Netherlands and its predecessors since 1915 (Japikse and Rijperman, 1915-1970, Van Deursen et al., 1971-1994). This task is hindered, though, by the vast size of the resolutions, which approximately consists of 200,000 pages. The classic edition process, not even aimed at providing a full transcription of the resolutions but only abstracts, reached the year 1625 in 1994. After that, a project was carried out to edit the resolutions from 1626 to 1630 only in digital form, with the help of xml-coding (Nijenhuis, 2006; Nijenhuis et al., 2007). This project ended in 2007 and was not pursued further, because it was clear that this method also was too time and money consuming.

In 2015 we started a totally different approach as an alternative to editing this vast collection of documents. Our goal is to make this important collection accessible, searchable, and analyzable for historical research by applying various advanced digital humanities tools. We will do this by using the metadata of the already printed edited Resolutions, and by enriching and linking the data to other relevant research data. The advantage of this approach is that the Resolutions will be made accessible for researchers in a far quicker way in comparison to the classic way of editing. Also, this approach is to provide insights which will be useful for comparable projects dealing with important archival series in the future, and may provide an alternative to full scale editing of large historical sources in the digital era.

Reusing metadata

On the basis of experience with digital editing, we know that performing a small scale experiment is the best way of establishing best practices and avoiding huge costs. Therefore, we have chosen to apply a multilevel approach with several pilot projects, using various tools which may be applicable for exploring the content of some 200,000 pages of resolutions for historical research. These projects depart from the principle of using what is already there. This means, in practice, that we will construct a framework consisting of the metadata added by the previous editors, like indexes; mark-ups of names, places and institutions; and classification of subjects, as well as contemporary indexes and marginal subject-notes in the resolutions. This framework will serve as a reference to make the resolutions corpus accessible.

Automated Handwritten Text Recognition

Secondly, we experiment with tools for Handwritten Text Recognition (HTR). The software developed by researchers from the Universitat Politècnica de València, which is integrated in the Transkribus platform, offers the most valuable results (Sanchez et al., 2013). For the HTR-experiment we manually transcribed 40 pages of handwritten resolutions. Of these pages, 30 were used for training and 10 for testing. The resulting Word Error Rate for this experiment was 40%. We realize that using an only partly correct transcription does not deliver the results one can expect from a traditional edition. The automated transcriptions generated by the HTR-tool should be seen as an alternative that enables researchers to search the text. Of course with a Word Error Rate of 40% this will not deliver perfect results. The HTR may be improved by expanding the training set and by the use of reference data, which is discussed below. In case our approach will be financed for the whole series of resolutions, we intend to use crowdsourcing to improve the HTR results on the handwritten resolutions via the Transkribus platform. As
has been demonstrated by the developers from Valencia, manual correction of incorrect transcriptions of the HTR-software leads to a recalculus diminishes the mistakes the software made in the rest of the text. This will speed up the work towards an accurate transcription for the whole series. Nevertheless, with the limited number of people able to read 17th-century Dutch handwriting taken into account, we cannot expect crowdsourcing to provide us with a perfect transcription of the whole series of resolutions within a few years.

Automated annotation

Finally, we investigated the use of tools for enriching the resolutions with annotations that will improve exploring the digitized material. For this purpose we used contemporary printed resolutions, of which a series exists from 1703 to 1796. We selected a set of 100 pages from the year 1725, containing 366 resolutions. The text of the resolutions was transcribed and marked up manually using TEI. The printed material consists of blocks of text that can be categorized as follows: “session”, consisting of the date of the meeting, the name of the chairman, and the attendees representing each of the seven provinces; “resumption”, the summary of the previous meeting; “resolution”, the body of the resolutions themselves; and “insertion”, mostly incoming letters. We used a standard machine learning approach. The text blocks were marked up with their type manually. Part of the material was used for training the automated categorizer, the other part for testing. The categorizer was trained using as features fixed expressions the successive clerks of the States-General used in their account of the meetings. The comparison of the results with the manual categorization turned out to be promising. We were able to categorize the different types of text blocks with a 98,6% precision.

The next step was to extract information from the text blocks. Building on software of the Stanford Natural Language Processing Group we developed a rule-based tool for recognizing dates with a 99,1% precision. The dates in the “session” text blocks could be identified easily, for they have a fixed structure; this allows us to annotate each resolution with its date. Software for identifying more complex dates in the text blocks (for example “the resolution taken yesterday”) is yet to be written; it will be used to annotate resolutions with references to other resolutions.

Furthermore, we developed a tool using a Naïve Bayes Classifier for categorizing the attendance list. The manuscript and printed resolutions list the attendants according to the province they represented; the provinces were mentioned in a fixed order. However, at some meetings a province was not represented. With the tool we are able to identify the provinces the attendants as well as the chairman represented in these cases also.

Finally, we took some steps in interpreting the content of the resolutions. Again using fixed phrases and a Naïve Bayes Classifier, it turns out to be possible to recognize in most cases whether or not a decision was taken in a resolution (96,9% precision) and whether the States-General asked a person or a body for advice (99,3%). The results for analyzing to whom the States-General asked advice; and whether and to whom they asked for a report, are yet inconclusive because of the limited amount of training material.

Apart from improving the results for this last mentioned analysis, our future work will be dedicated to several issues. Firstly, applying Named Entity Recognition to the resolutions in combination with the use of reference data. The Huygens ING owns and hosts several relevant data collections, for instance the Biography Portal of the Netherlands1 and the Compendium of Office-Holders and Civil Servants 1428-18614 with which we will be able to identify persons and institutions mentioned in the resolutions. Secondly, we aim at improving the OCR for the printed resolutions, for the benefit of the automated annotation. Thirdly, we will investigate whether the tools for automated structuring can be applied also to the automated transcription of the handwritten resolutions.
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Introduction

This paper addresses how text-mining, machine-learning and information retrieval algorithms from the field of artificial intelligence can be used to analyze Art-Research archives and conduct (art-) historical research. To gain quick insight into the archive, two aspects are focused on: relations between groups of people using community detection, and global content changes over time using topic modeling. For such archives pre-tagged ground-truth collections are generally not available, and the archives are often too large, geographically distributed, and not always available in digital formats to build such a ground-truth at reasonable costs. To develop and test the validity and relevance of existing tools, close collaboration was established between the AI researchers, museum staff, and researchers in CREATE, a digital humanities project that investigates the development of cultural industries in Amsterdam over the course of the last five centuries.

Data

The research draws on two datasets. The principal dataset is the digitized archive of the Stedelijk Museum Amsterdam, a renowned international museum dedicated to modern and contemporary art and design. The archive of the Stedelijk Museum Amsterdam contains documents from the period 1930-1980. The corpus is a static collection of approximately 160,000 text documents that were digitized using OCR. The second dataset is drawn from Delpher, developed by (Koninklijke Bibliotheek Nederland, 2015). Delpher provides a collection of digitized newspapers, books and magazines that is available for research. A selection of newspapers was made that is used as an additional dataset for this project. Only articles from 1930-1980 that resulted from the query "Stedelijk Museum" AND "Amsterdam" were used, forming a set of 18,290 articles.

Methodology

The following methodology uses two approaches to obtain a quick and detailed overview of the content of a digitized archive that contains unstructured information. The first one focuses on the relations between named entities and aims at finding communities in the relation network. The second approach uses time based topic modeling to get an overview of content changes over time. Finally, a name extraction method is presented that is able to handle multiple causes of name variations.

Relation networks and community detection

In its most basic form, a relation between two named entities can be said to exist when they occur together in the same document. The strength of a relation can be characterized by the number of documents in which both named entities occur. When all the co-occurrences are found, a relation network can be constructed.

In addition, sentiment analysis can be done to further characterize a relation. A sentiment score is assigned to each document, indicating the sentiment content of the document. No distinction is made between positive and negative sentiment polarity. The hypothesis is that relations between individuals with a high sentiment are more interesting than relations with a low sentiment. This is because sentiments around trigger-events are often higher than around common-day events. A lexicon based approach is used with lists of language specific sentiment words. The sentiment score of a document is then given by the sigmoid of the count of the sentiment words in the document, normalized by the number of words in the document.

Finally, community detection algorithms can be applied to the relation network. These types of algorithms aim at finding clusters of groups of entities that have dense connections between members of the clusters and sparse connections with members of other clusters (Fortunato, 2010). The relation weight measure that is used to calculate the communities, is taken as the product of the strength of the relation, i.e. the number of documents where both entities occur in, and the average sentiment score of the documents of a relation. It was found that combining these two measures, resulted in more meaningful communities.

Time based Topic Modeling

In the next approach, topic modeling algorithms are applied to analyze the information content and their evolution over time. Topic modeling tries to discover the underlying thematic structure in a collection of documents. Non-Negative Matrix Factorization (NMF) is being used...
as a tool for topic modeling (Arora et al., 2012). NMF is an unsupervised method where a matrix is approximated by two low rank non-negative matrices. The extracted semantic feature vectors have only non-negative values and are sparse so they are easily interpretable. Furthermore, NMF is shown to generate more consistent results over multiple runs (Choo et al., 2013), compared to other tools used for topic modeling such as LDA (Blei et al., 2003).

The approach suggested in (Vaca et al., 2014) uses a time-based collective matrix factorization based on NMF and is used in this project. It extends NMF by introducing a topic transition matrix that allows to track topics as they emerge, evolve and fade over time.

**Name Extraction**

The following method was used to extract named entities from a collection of documents in order to build the relation network. It handles different causes of name variations such as OCR induced errors commonly found in digitized document collections, spelling mistakes, name abbreviations and first and last name combinations.

The method makes use of lists of name variations. Starting from a set of names extracted from a name database, such as RKDArtists and (RKD, 2015), the document collection is searched for possible name variations. These variations are found by searching for the last name using a fuzzy search. The similarity between the group of tokens around the found last name, and the original name is then calculated as a similarity score. The similarity score calculation is based on the idea described in (Song and Chen, 2007), which uses a n-gram set matching technique. The lists of name variations can then be evaluated manually or a threshold on the similarity score can be used to identify name variations that correspond to the original name. The method using a threshold of 0.9 on the similarity score was tested on 50 randomly chosen names. The average precision was found to be 81 percent.

**Results**

A relation network was constructed for the document collection of the archive of the Stedelijk Museum Amsterdam. Only artists with the graphic artist qualification in the RKDArtists and database were used. The methods were implemented using available open source software libraries such as the Apache Lucene text search engine library (The Apache Software Foundation, 2015) and the Gephi platform (Bastian et al., 2009). The standard community detection feature in Gephi was used, which is based on the Louvain method (Blondel et al., 2008). The result is shown in Figure 1. The color of the relation between the nodes indicates the average sentiment score of the relation, starting from blue (neutral) to red (high sentiment content). Communities such as group exhibitions, art movements or a group of artists closely related to the museum director, could be identified with the help of a museum expert.

Figure 1: Found communities for graphic artists in the archive of the Stedelijk Museum

The time based topic modeling algorithm suggested in (Vaca et al., 2014) was implemented in MATLAB and Java. The algorithm was applied to both the archive of the Stedelijk Museum Amsterdam and newspaper articles.
from the Delpher database. The results are visualized over time in the form of stacked topic rivers (Wei et al., 2010), shown in Figure 2 and Figure 3. Several exhibitions and events could be identified and are annotated on the chart.

Conclusion

This paper discusses two approaches to gain insight into a digitized archive. Relation networks of persons with community detection are considered, relying on a robust name extraction method. Furthermore, the evolution of content over time can be explored using time based topic modeling.

For the humanities researchers in this project, the main aim was to assess the research potential of computational analysis of digitized art archives in general, and the Stedelijk Museum in particular. Two types of preliminary research questions were developed to do so. The first type had to do with identifying patterns of change and continuity, across time and place. These include for instance tracing the position of the Stedelijk Museum as an intermediary in Dutch design industries, or the development of the Stedelijk Museum as an increasingly international player. The second type of question is less concerned with general historical patterns, and more with specific art-historical research questions, regarding for instance (networks of) particular artists, artworks or exhibitions. But before we could start asking such questions to digitized art-historical archives, the quality and accessibility of the texts needed to be established. Secondly, specific methods needed to be explored and adapted in order to clean, identify, retrieve, extract, and structure the texts. The first results presented in this paper demonstrate that even though they may not be clean at the first try or capture all historical nuance, they do help archives to open up and show unexpected relationships and patterns, to answer specific questions, and to get connected with other relevant sources, such RKDartists and Delpher. The community detection in relation with sentiment mining, the topic modeling and name extraction method developed in this project therefore provide a solid basis for the next step in assessing the research potential of art-historical archives: developing in-depth case studies, again in close collaboration with art-historians and historians, allowing the archive to speak up in unprecedented ways, offering access to hidden story lines that subvert and augment prevailing historical narratives.
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Citing and comparing texts

Explicit and tacit assumptions of traditional text criticism have been questioned for decades,1 but the creation of digital scholarly editions has provoked discussion ranging from practical questions of method, to theoretical debate about what constitutes the nature of an edition in an electronic environment.2 In this paper, we address questions of what it means to compare two scholarly editions, and demonstrate applications of our approach to compare manuscripts of the Iliad.

One characteristic of a scholarly edition in any medium is that it makes a text canonically citable. Canonical citation is an essential prerequisite: in order to compare more meaningful units than streams of characters, we must be able to identify and align passages in different versions of a text. We use the technology-independent CTS URN notation3 to identify books and lines of the Iliad. CTS URNs could be applied to any citation scheme, but logical schemes (such as those typically used to cite biblical passage by chapter and verse, or legal document by numbered section and subsection) are superior to arbitrary schemes based on physical artifacts (such as citing Plato by Stephanus page, or referring to the physical page of a specific edition of the works of Jane Austen) since they ensure that our comparison is organized in chunks of texts meaningful for scholarly analysis.

A model for text comparison

Traditional Homeric scholarship offers a useful model for comparing aligned citable texts. Homerists use the terms “vertical difference” and “horizontal difference” to describe two kinds of variety: “vertical difference” refers to entire lines that are present in one text but absent in the other, or that occur in a different sequence in the two texts. “Horizontal difference” refers to lexical differences within a single line. We can generalize the two dimensions of this approach, and understand our comparison of texts as determining the structural and lexical variation between texts.

Structural differences are simply differences in citation structure. For texts cited by CTS URNs, then, we can reduce the determination of structural differences to a comparison of ordered lists of each document’s CTS URNs.

Lexical differences are differences in the readings within a single citation unit (line of the Iliad, subsection of a legal text, etc.) The crucial question is: what produces a “reading”? Simply comparing streams of characters, or assuming that a stream of characters can be parsed into tokens based on some criterion such as splitting word tokens by white space or punctuation is dangerously underconceptualized. Instead, we recognize that any analysis that tokenizes a citable unit of text for a specified purpose produces an ordered list of tokens that we can compare in order to determine lexical differences between two texts. The lexical type of the token will depend on the goal of the comparison. As we subsequently illustrate, for example, we could analyze literal textual tokens, orthographically normalized tokens, or even morphologically or metrically analyzed tokens.

Implementing the model

When we determine structural (“vertical”) variation by comparing ordered lists of URNs and lexical (“horizontal”) variation by comparing ordered lists of tokens for each citable unit of text, we are performing exactly the same operation: comparison of ordered lists. This is one of the most studied and best understood problems in computer science, and a typical exercise in first-year programming courses. We have implemented the standard algorithm for Longest Common Subsequence (or LCS)4 in a library freely available in source code or binary .jar for JVM languages. In addition to solving the LCS, the library determines what items appear in one list but not the other, and what items appear in both lists but in a different order.

Applying the model to the Iliad

We illustrate the possibilities of this approach by repeatedly comparing incompletely published manuscripts of the Iliad, focusing especially on Iliad 8 in two manuscripts, in the Biblioteca Marciana in Venice and in the Escorial monastery near Madrid. All of our comparisons find the same structural differences. (The run of lines from Iliad 8.466–8.468 is present in some manuscripts, for example, but absent from others.) The lexical comparisons, on the other hand, vary depending on the features we analyze.

We begin with a simple tokenization of the literal diplomatic text split on white space. Inventorying the tokens in each manuscript is essentially the collation phase of a traditional edition, but when we fully account for differences in punctuation, accent, abbreviation and spelling, the vast quantities of differences between manuscripts informs us about aspects of Byzantine orthographic practice that are normally suppressed in critical editions.

We next tokenize the same text to a normalized orthography eliminating punctuation, and adapting both accents and spelling to modern conventions. This comparison most closely approaches what we find in a typical critical
examinatio locorum
selectio

We next tokenize the text not to representations of the
9.3, metrically distinct passages with identical vocabulary
In this tokenization, the same lexical entity is given for
while in the minority manuscripts with
β
ε
καταλήσατο (σιγαλόντα) or “red-purple” (φοινικόντα).

This comparison also reports differences in passages like iliad 9.3, where a few manuscripts have βεβολημένο against the majority with βεβολήματα. The “differences” are actually equivalent forms of the same verb (an epic pluperfect of βάλλω). Depending on our interests, we might prefer to view these two literal variants as identical.

We next tokenize the text not to representations of the specific form found in the text, but instead to the lexical entity (“dictionary form”) from which the word derives. In this tokenization, the same lexical entity is given for each of the two variant forms, and the lines are, by this reading, equivalent.

Since the formulaic variation illustrated by different readings for the same passage is metrically conditioned, we might also want to tokenize the text to metrical units. Like the preceding tokenizing to an abstract lexical entity, this is often considered beyond the scope of a critical edition, but we do not need to make any procedural distinction in our digital comparison. Reading the same line 9.3 metrically, for example, we next tokenize the dactylic hexameter into six metrical feet. In the majority manuscripts with βεβολήματα, we “read” the text with a dactyl in the third foot,

—UUU—UU

while in the minority manuscripts with βεβολημένο we read a spondee

—U—UU

Each of these comparisons captures a distinct feature of the text. In every case, the analyses are keyed to the CTS URN of the text they analyze, so we can readily combine and compare the results of distinct analyses. In the Iliadic examples, we could equally easily identify passages that are metrically identical with either different vocabulary items or different forms of the same vocabulary item; or, as in 9.3, metrically distinct passages with identical vocabulary in different forms.

Rethinking digital editions

We recognize, as others have before, that many assumptions in the traditional practice of critical editing are self-contradictory and unnecessary in a digital environment. Digital editors are not constrained to eliminate the evidence of manuscripts judged not valuable (eliminatio codicum descriptorum); they do not have to select only significant variants (selectio) based on the evaluation of a limited set of crucial passages (examinatio locorum criticorum); they do not have to present material support-

ing their editorial choices in a critical apparatus that is flawed both by its circular logic of selectively publishing evidence and by its notational deficiency (a deficiency that has been clearly recognized only when the apparatus is computationally processed). One of the most significant consequences of working with scholarly editions in a digital environment is the potential to automate systematic and comprehensive comparisons of various classes of features across a set of full diplomatic editions.

The comparisons of Iliadic manuscripts presented here further show that the analysis underlying a traditional critical edition is functionally no different than any other kind of analytical comparison: critical editing is one approach to analyzing a comparable set of texts. Our model of textual comparison compels us to specify unambiguously the process that generates our sequence of lexical tokens. This permits us to apply completely generic tools for comparing ordered lists, and to construct increasingly complex cascades of aligned analyses.
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Among the most popular platforms for digital humanities development projects is GitHub. GitHub provides web-based hosting for coding and other collaborative projects, building on the Git version control system. Founded in 2008, GitHub now hosts approximately 31 million repositories and 12 million users, making it “the largest online storage space of collaborative works that exists in the world” (GitHub, 2016; Orsini, 2013). Using GitHub, developers can fork (copy) a public repository to their own account, change the code, and submit a pull request to share the modifications with the repository owner, who can then “merge” the code with the original. GitHub also enables users to create profiles, “follow” others, “star” projects and “watch” them evolve, serving as a social network for developers (Brown, 2014).

Digital humanities (DH) researchers are drawn by GitHub’s support for version control and collaboration, as well as by its free hosting for publicly available projects. A range of digital humanities projects use GitHub, including:

- Writing projects
- Taxonomies and community documentation
- Websites
- Datasets
- Course materials
- Syllabi
- Research notes

What digital humanities researchers are adopting GitHub, and why? What are the benefits and risks of employing GitHub for digital humanities work?

Academia’s growing reliance on GitHub requires careful consideration. As a for-profit company, GitHub does not necessarily operate with the interests of academics at heart. Yet it provides services that would be difficult for scholars to secure themselves, and it enables collaboration. To develop an informed view of GitHub and similar services, we need to establish clear criteria for evaluating platforms. In choosing a platform for a web project, Quinn Dombrowski recommends considering functionality, familiarity, community, support and cost (Dombrowski, 2013). We would add support for openness and sustainability as core criteria for digital humanities platforms.

Through an initial case study of GitHub, we will examine these criteria for evaluating DH platforms:

- **Functionality:** GitHub offers several features that make it attractive to researchers, particularly open science advocates. Karthik Ram suggests that Git (and by extension GitHub) supports open science by providing decentralized version control; attributing changes to authors; supporting distributed backup of data; enabling projects to branch in new directions; collecting feedback through issue trackers; and facilitating reuse through forking (Ram, 2013). Likewise, Konrad Lawson touts the power of GitHub in facilitating “collaboration without collaboration” (easily modifying someone else’s code through forking, and contributing that code back through a pull request) and detailed credit for contributions (Lawson, 2013c; Lawson, 2013a). While GitHub can be used for a range of texts, from syllabi to code, it’s not necessarily well suited for all uses. For example, Mark Sample notes the significant labor and potentially low rewards in putting syllabi into GitHub (Sample, 2012a). Lawson observes that using GitHub for writing projects requires overcoming a fairly steep learning curve, using plain text (or a converter), creating short documents, and dealing with limited support for non-textual files (Lawson, 2013d).

- **Familiarity/ease of use:** As Lincoln Mullen points out, GitHub’s learning curve poses a barrier to entry for some potential collaborators (Mullen, 2012). Indeed, participants discussing how to make it easier for women to contribute to Programming Historian identified the publication’s reliance on GitHub as an obstacle (Crymble et al., 2015). To what extent do the challenges of using GitHub limit its adoption in the humanities?

- **Community:** As more digital humanists adopt GitHub, it becomes even more attractive, since you are more likely to find collaborators and to gain recognition for your work. Yet the wide adoption of GitHub may reduce diversity and increase dependency on a commercial platform. Not everyone wants to participate in this community. Lawson points to several social and cultural obstacles to GitHub enabling richer academic collaboration, including reluctance to embrace “forking” as means of building on another’s work; fears of plagiarism; concerns that the original voice of the author will be lost; anxiety that transparency will reveal one’s scholarly flaws; and worry that ideas will be stolen or misused (Lawson, 2013b).

- **Support:** With such a large community, new users can turn to a number of resources to learn how to use GitHub. Some university IT groups offer limited support for GitHub, but in general users are left to secure their own support.

- **Cost/business model:** GitHub uses a “Freemium” business model in which it hosts public repositories for free and charges companies for private repositories (Brown, 2014). It also offers up to five free private repositories to academic researchers and twenty to research groups. While free holds appeal, should the digital humanities community be concerned about becoming dependent on a platform developed by a for-profit company? As Sample warns, “History suggests that relying too much on a commercial service with interests that do not neces-
sarily align with our own is no way to sustain the work of the humanities” (Sample, 2012b). GitHub has attracted $350 million in venture capital and is now valued at about $2 billion, so it faces pressure to generate a profit (Gage, 2015). Klint Finley argues that GitHub’s business interests may work against its open source mission, pointing to SourceForge as an example of an open source software site that went astray (Finley, 2015). When SourceForge was acquired, it began to display junky third-party ads that misled people into downloading malicious software, prompting projects such as GIMP and VLC to leave. While GitHub is not funded through ad revenue, its business model could change under pressure from investors.

- **Support for openness:** Compared to some web platforms that claim user-produced content as their own, GitHub articulates an open approach to intellectual property: “Your profile and materials uploaded remain yours” (GitHub, 2015). But should we be concerned about clauses reserving the right to remove content and requiring users to defend and indemnify GitHub against suits alleging that their content violates the law? Does GitHub’s model of providing free public repositories lead some users to share work that they otherwise would keep private?

- **Sustainability:** GitHub is not meant to be a preservation repository, and it is easy to delete a public repository (Bergman, 2012). However, Git’s distributed, decentralized approach to versioning provides protection against data loss, since everyone who contributes to a GitHub project has a local copy of the code (Finley, 2015).

In addition to these criteria, we will also consider the significance of factors such as accessibility and multilingualism.

In performing this research, we are first identifying digital humanities users by 1) searching for publicly available GitHub accounts associated with presenters at the last three Digital Humanities conferences and 2) searching for GitHub accounts associated with Digital Humanities centers listed on CenterNet. To understand patterns of collaboration and code reuse, we will analyze publicly available statistics for selected users such as number of commits, branches, releases and contributors, as well as networks connecting users. We will survey GitHub DH users to understand how and why they use GitHub, its strengths, and its weaknesses. We will also conduct interviews with selected GitHub users. Where possible, we will use GitHub to share ongoing work about this project. By analyzing public GitHub statistics and gathering insights and information from users, we will illustrate how GitHub is being used in the digital humanities community and develop principles for evaluating platforms.
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This is an extension of our previous work in which a longitudinal (1989-2014) co-citation analysis of literature in Digital Humanities was (DH) conducted to explore the degree of interdisciplinarity in DH. The selection of the literature was based on a combination of keyword search with Scopus and articles published in the key journals in the field (i.e. journals published by members of ADHO). A dual trend of gradual increases in both topical diversity and network cohesion, two hallmarks of interdisciplinarity (Porter et.al., 2007; Rafols and Meyer 2010), were found in the co-citation network. For example, as shown in Figure 1, the average path length remained steady relative to the gradual increase of the network diameter, which suggests continuing growth of the literature and its gradual consolidation (the sharp rise at the tail being the artifact of citation window). On the other hand, the growing diversity was demonstrated by the steady increase of distinct author-assigned keywords over time.

In this article, the results of further analyses were reported that aimed to, firstly, further explore of the issue of disciplinary cohesion using co-authorship and bibliographic coupling networks; and secondly, to identify cohesive subgroups or specialties in the DH literature.

Disciplinary cohesion of DH

Based on the assumption that the knowledge integration process in research communities depends heavily on the topology of the underlying social network, Moody used the structure of collaborative (i.e. co-authorship) network to represent the integration of knowledge in Sociology over time (Moody, 2004). The concept of “structure cohesion” or “connectivity” in network analysis was used to measure the degree of social cohesion in Sociology, which is defined as “the extent to which a network will remain connected when nodes are removed from the network (Moody and White, 2003)” Moody (2004) discussed three types of network structures: star production, small world, and structurally cohesive and surmised on the corresponding collaborative practices each represents. Moody (2004) believe that a cohesive collaboration network signals the presence of “permeable theoretical boundaries and generic methods” that allows scholars specialized in particular theoretical, empirical or theoretical skills to collaborate freely. He added that, if enough scholars engage in this kind of cross-fertilization, mixing across multiple areas, there will be few clear divisions presented in the collaborative network (Moody, 2004). Similarly, Carolan (2008) used network structure of articles published by a leading journal in Education to examine how well the heterogeneous set of ideas and practices were integrated within the discipline.

As shown in Figure 2, contrary to the co-citation network, the DH co-authorship network is very sparse and highly fragmented. The percentage of the nodes in the main component hovered only below 20% even after discounting the isolates, which is extremely low compared to other...
disciplines or research areas (See Table 1). Notice the contrast is especially striking with sciences, medicine, and IT. The low percentage of nodes in main component (Figure 2), coupled with extremely high clustering coefficient and modularity (Figure 3), indicated most collaboration took place at the local level, lacking global "shortcuts" found in the small-world model to hold the network together (See Figure 4).

A closer examination of the co-authorship network shows that, beyond the two largest components, there were relatively few international collaborations (See Figure 5). The largest component was composed of scholars mainly from the U.S. (28.53%), Canada (27.12%), U.K. (26.84%), and Germany (10.45%); the second largest component was composed of scholars from the U.S. (39.71%), the Netherlands (30.88%), and Japan (5.88%); and the third component was composed of all Italian scholars.

The identification of specialties in DH

Modularity maximization graph partition was applied to both the co-citation and bibliographic coupling networks to identify subgroups or specialties in DH. Both co-citation and bibliographic coupling have been widely used to establish similarity or linkages between documents in bibliometrics (See, for example, Yan and Ding, 2012; Boyack and Klavans, 2010).

The co-citation network was construed by using Google Scholar's citation tracing function. The citations received by every article in our target set were first identified and downloaded then pair-wise matching was performed to identify shared citations. The bibliographic coupling was generated by pair-wise comparison of cited references retrieved from Scopus. A threshold of shared 3 citations in the reference lists was set to dichotomize the network. Figure 5 and 6 show the results of the modularity-based partition resulted from co-citation and bibliographic coupling networks, respectively. Due to the lack of global cohesion, only the giant component in either network was analyzed.

---

Table 1. Components and clustering coefficients across different fields  

<table>
<thead>
<tr>
<th>Field</th>
<th>DH</th>
<th>Management</th>
<th>Organization</th>
<th>Material</th>
<th>Ph.D.</th>
<th>RF</th>
<th>ET</th>
<th>Sociology</th>
<th>Evolution of co-authorship</th>
</tr>
</thead>
<tbody>
<tr>
<td># of nodes</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
<td>7,667</td>
</tr>
<tr>
<td>Average degree</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Min component (percentage)</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
</tr>
<tr>
<td>Largest component (size)</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Largest component (percentage)</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
</tr>
</tbody>
</table>

---

Figure 5. Three largest components in the co-authorship network

The co-citation network was construed by using Google Scholar's citation tracing function. The citations received by every article in our target set were first identified and downloaded then pair-wise matching was performed to identify shared citations. The bibliographic coupling was generated by pair-wise comparison of cited references retrieved from Scopus. A threshold of shared 3 citations in the reference lists was set to dichotomize the network. Figure 5 and 6 show the results of the modularity-based partition resulted from co-citation and bibliographic coupling networks, respectively. Due to the lack of global cohesion, only the giant component in either network was analyzed.
We are currently in the process of identifying the research topics represented by the clusters in either network, which will be done by examining the author-assigned keywords and authors appearing in each cluster. The labeling of the clusters by each’s prominent authors has been shown to be an effective way of visualizing a field (e.g. White and McCain, 1998). Interviews with experts who have broad knowledge in the field of DH will be done in order to help us interpret the meaning of the clusters. Efforts will also be made to explore the reasons behind the lack of cohesion in the DH co-authorship network.

Figure 7: Modularity analysis of bibliographic coupling network
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Detailed accounts have been written of mainframes and cloud computing, social media and online commerce, but there are few books about the more humble aspects of technological culture. Screensavers, bubble-jet printers, computer desks, and other physical technologies are thrown in the trash or overwritten with new versions; the way we talk about computers, the “Web,” and the ways technology shapes culture has changed considerably since the birth of the PC. This paper examines how we can find anthropological details about our relationship with technology through popular media, specifically the television program *Law and Order*.

In 2012, I was commissioned by the new media arts organization Rhizome to create a project recording every computer on *Law and Order*. After watching all 319 hours of the show (or the equivalent of about two straight months watching 40-hours a week) and extracting approximately 11,000 screenshots of computers and related technologies, it is clear that *Law and Order* forms a unique database of images and speech, and one that reflects the fascinations, fears, and biases of its time. *Law and Order*’s long run and its “ripped from the headlines” content makes it a useful lens with which to look at a period of great political and economic change in the United States. In particular, the show coincides with a major cultural shift: the rise and
eventual ubiquity of computers and networked technologies over a crucial 20-year period in technological history.

Using my Computers on Law and Order project as a case study, this paper focuses on how these kinds of details that can be unearthed from popular media, and that in fact such sources may be the only way to recover the most mundane details. Through a series of categorized screenshots and quotations, I examine several pathways through the archive of the show: the physical infrastructure of computers from shared desktop terminals to smartphones, the development of software interfaces from often-faked text-only input to interactive graphical user interfaces, and peripherals such as mice and printers.

The project can be viewed at: http://www.computerlawandorder.tumblr.com
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**Introducing thresholds**

*handwritten sticky notes, highlighted document pages, and grainy photographs rub against one another, forming dense and shifting thickets. the blank spaces between once-distinct districts become cluttered and close. geographically distant realms ache to converge. the bookcase furiously semaphores toward the far corner of the room. thin lines of colored paper arrive to splay across sections. the wall bursts at every seam.*

Whether it be real or virtual, every project has its own “wall”: the irrepressibly interdisciplinary network that inspires and propels the work. Populating this capharnaum are the ideas, images, sentences, scenes, and characters that “stick to us,” to use Lara Farina’s evocative phrase (Farina, 2014). They are the “encounters” that Deleuze describes as the impetus toward work, the things that “strike” us, as Benjamin puts it, like a hammer to unknown inner chords (Deleuze, 1988; Benjamin, 1999). This affective principle of collection (what strikes you) means that the wall is an intensely personal artifact. Its unique architecture springs from a thinker’s nomadic wanderings through and amidst a cultural and aesthetic landscape, whose dimensions are stretched beyond traditional disciplinary boundaries to include anything that clings to us, whether it be Werner Heisenberg’s letters or an episode of *Breaking Bad*.

Although instrumental to every humanities project, the wall has a brutally short lifespan. The writer strives to reassert control over its borders and boundaries by whittling down its undisciplined excesses; indeed, training to be a scholar is in large part learning to compress and contain the wall’s licentious sprawl. We shorten our focus to a single period, place, or author; excise those fragments that fall outside the increasingly narrow range of our “expertise”; and briskly sever any loose ends that refuse to be tied. These regulatory measures help align our work with the temporal, geographic, and aesthetic boundaries of our disciplinary arbiters: the journals and university presses that publish our work, the departments that hire and tenure us. In an increasingly tight academic marketplace, where the qualified scholars, articles, and projects far outnumber the available positions, deviation from the standard model can seem like risky business indeed.

Even as entrenched structures dictate compression and containment in scholarly writing, the open networks of the web have enabled a publication model based on public sharing and collaboration, spurring a turn to process across the humanities. It has become normal for scholars of all fields to share their incipient, in-progress research on blogs and wikis, and look to the comments sections for peer review. On a larger scale, these moves toward a collaborative process of knowledge-making are visible in the editing policies of Wikipedia; in Femtechnet’s Distributed Open Content Course (DOCC), an open repository for course materials; and in new open access imprints like the Dead Letter Office of Punctum Books, which publishes abandoned scholarly projects (to name just a few examples among many). This turn to process has put pressure on the gatekeeping mechanisms described above, as many scholars yearn for a less rigid publishing model that fos-

Advocating for the transformative effect of a process-oriented model of digital publication, this short paper asks: how can digital humanities not only embrace process rhetorically, but in fact accrete tangible value to the more piecemeal, contingent aspects of knowledge creation? How can we make it the wall’s scholarly sprawl “count” within systems that still rely on the trimmed and trussed-up products of research? How can we not only laud conceptually but help to build materially critical practices that eschew disciplinary (and disciplining) boundaries in favor of openings and traversals?

After a brief survey of existing digital journals and other publishing initiatives, including *HyperRhiz*, *Scalar*, and Electric Press, we turn to our own incipient venture, titled *thresholds*. *thresholds* is a web-based digital publishing platform for creative scholarship, stitched together from existing digital humanities tools. By sketching the
primary design features of thresholds – both their theoretical motivations and technical solutions, described in brief below – this short paper argues for a capacious digital publishing model that negotiates, without dissolving, the shifting edges between reading and writing, process and product, the fragment and the collective.

Design Features

The primary design feature of thresholds is the split screen. On the webpage's virtual verso are short critical essays that exceed disciplinary boundaries, whether it be in content, style, or approach. We solicit work that a traditional academic journal may deem unfinished, unseemly, or otherwise unbound, but which discovers precisely in its unboundedness new and oblique critical perspectives. Along with her essay, the author submits the textual, visual, and audible fragments that provoked and surreptitiously steered her work. These are published on the right side of the screen and scroll in tandem with the corresponding essay. These scraps are not explicitly harnessed to the work’s main body, but instead lie beside it to create provocative juxtapositions; it is left to the reader to forge lines of connection between recto and verso.

Reinforcing its commitment to process and material form, thresholds further provides a digital toolkit for readably making. These tools assign names and haptic functions to those critical traversals that a reader makes through and against a text. As the author’s fragments scroll up the right-hand side of the screen, the reader can anchor a piece, holding it in place for future reference, or join one scrap to another to generate new patterns and co-movements. She can also import new material, either by copying text over from the essay on the verso or by composing additional fragments that leak new texts, artists, or ideas into the system. At the end of any given reading session, then, the reader will have generated her own “wall,” plucking, amassing, and recomposing the author's fragments to create her own annotative assemblage.

At any time, the reader can capture and conserve the “constellation” that she has produced—that is, the current arrangement of the fragments that she has chosen to lock and join together. Although every user has access to the same firmament of texts that cycle through thresholds, each constellation will be singular; their unique spatial architecture will attest to the creative and critical value in visualizing the relations between fragments and texts, readers and authors, and readers and texts. Readers who choose to publically share their work will be able to see how their own creation fits into a galaxy of all other users’ constellations, mapping their own choices against that of a collective readership. By enabling the reader to place herself in relation to both the author's text and all other readers of the site, thresholds models criticism as an intimate yet communal activity that inheres in the delicate links we build in the spaces between each other, as much as between the texts themselves.

To ensure that this intervention is not only conceptually provocative but also formally useful, thresholds endows each fragment with a flexible markup language. Readers can download their constellations, receiving a file listing all texts, objects, and art cited therein. This file can then be imported into citation software or shared with others. This underlying information architecture, not immediately present to visitors but baked into the structure of the site, plugs the swirl of scraps that make up any given constellation into the existing citational infrastructure of the humanities. In so doing, it allows thresholds to negotiate the gap between that which is in-progress and incomplete within our reading practices—the stray underline, the forgotten marginal note—and more formalized and prescriptive methods for incorporating others’ work into our own. There is a place, thresholds implicitly argues, for the fragmentary in our collecting and collective practices; for the wall’s sprawl within the more regimented systems that order our work.
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Introduction

With over 85 million print units sold in 2014 for the top 300 comic book titles only, the comics industry is reaching a new high for the first time since 2007 (before the economical crisis). And this doesn’t include the increasingly popular graphic novels or the increasingly more accessible digital comics. The resurgence of comics and the establishment of the graphic novel as a literary genre prompted Humanities scholars to turn their attention on comics as a medium. In this paper, we address the difficulty of creating a digitized corpus by using a crowdsourced
approach for annotating comic books. The resulting XML-based encodings could assist not only researchers, but publishers and collection curators equally.

Motivation

Our approach should provide Digital Humanities (DH) scholars with a (currently missing) structured, annotated corpus; this should enable or speed up research related to the comics and sequential art theory: identifying the rhythm of the narration based on the shape, size or number of panels and its relation to the depicted action, investigations about the style of comics authors, historical periods, cultural movements etc.

Curators and collectors (professional or amateur) of physical or online comics collections would be provided with a structured content which could be more easily integrated within their collections or databases. This may assist them into enlarging public or private databases of characters or comics series and enable the creation of artefacts such as comic books dictionaries, search indices and dictionaries of onomatopoeia. A certain number of projects are already in place and could greatly benefit from the creation of comic books annotations. We mention here the Grand Comics Database1 (an online database of printed comics), Comic Book Database2, Digital Comics Museum3 (a collection of scanned public domain comics from the Golden Age) or the Catalogue of the Cité Internationale de la Bande Dessinée et de l’Image4 from Angoulême.

From a publishing perspective, current standard specifications related to digital comics, such as EPUB’s Region Based Navigation (Conboy et al., 2014) and Metadata Structural Vocabulary for Comics (Ichikawa et al., 2014) are taking care exclusively of the presentation layer (i.e. rendering a publication on a screen device). But the artistic nature of comics and the great potential digital comics have already showcased allow us to go beyond simple content presentation. We believe that the data we are collecting will allow publishers and digital comics authors to create better, enhanced content and in the end a superior reading experience.

Crowdsourcing Annotations for Comics

Participants to our crowdsourcing experiment (Azavea, 2014; Sharma, 2010) are digital comics readers. Previous research has identified expertise sharing, belonging to a community and helping with a research project as strong motivating factors for crowdsourcing participants (Dunn et al., 2012). In addition, our industrial partner will incentivize participants with product vouchers for their platform5.

The tasks we propose are organized around a set of questions regarding a series of comics-related topics (Eisner, 1985; Ichikawa et al., 2014) on which computer algorithms are not performing well enough: complex page layouts, identification of narration elements (characters, places, events, objects), stylistic elements (balloon shapes, onomatopoeia, movement lines).

We aggregate the answers (Feng et al., 2014; Snow et al., 2008) taking into account the reliability of an annotator in a given context (task difficulty, user experience with the task, type of question) and the agreement between the annotators (Nowak et al., 2010). A quality score is thus generated for each annotation, with the best of them being selected as solutions.

We subsequently are able to generate the ComicsML encodings (Walsh, 2012). This XML derived format is particularly useful since it’s based on the already widespread Text Encoding Initiative (TEI), allowing for declarations of page structure and composition, panels, characters, text (in all the varieties hosted by the comics medium: different types of balloons, diegetic text, onomatopoeia), events and even panel-to-panel transitions.

Page structure

The annotators are presented with a simple interface (Fig. 2) in which they will have to make a choice between a set of suggested grid layouts. These layouts are the output of applying the automatic frame extraction algorithm developed by (Rigaud et al., 2011). Alternatively, for complex page layouts, they will be asked to draw the page layout themselves.

Character identification

At this step, we ask the “crowd” to simply enumerate all the characters they can identify in the current page. Characters are identified by reading their names in the text, recognising them from experience or simply giving a general statement about the character (e.g., “masked man” may be referring to Batman). Using state of the art symbolic learning algorithms we fusion generic and specific information (e.g. if Batman and “masked man” both have high quality scores in the same context, they will both denote the same concept and will be considered as valid annotations).

Places identification

We ask the annotators to simply enumerate all the places they can recognise on the current page. We are particularly looking for named places (e.g., Gotham City, NY, planet Mars), but will also ask the annotator to mark
any generic place that he might consider important for the scenes in the page (e.g., “the interior of a bank” [in case of a robbery], “inside a spaceship” [in case of a battle in space]). These are exactly the kind of very specific annotation tasks for which state of the art image recognition algorithms are expected to fail.

Events identification

This is yet another highly specific recognition task. Annotators are asked to describe the most important events occurring in the page. The solutions generated at this step, together with the annotations obtained in the previous steps will be used to further build the ComicsML encoding of the page.

Comics scholar Scott McCloud stresses the role of ellipsis (“the blood in the gutters” – the space between two panels) as an artistic mean for authors to engage their readers, and describes a typology of these transition spaces (McCloud, 1993). ComicsML allows us to declare such transitions through the #ana attribute of the cbml:panel element, giving us the possibility to investigate their use and their distribution across different cultural spaces (France/Belgium, Japan/Korea, USA).

Non-visual cues

Comics are a special medium, making use of the visual to depict all other non-visual senses, with the help of different drawing “tricks”, such as:

- Smoke coming out of a cigarette may engage the reader’s smelling sense
- Onomatopoeia form a particular language of their own; comics and especially manga authors have proven great creativity when it comes to expressing different sounds via stylised text (e.g., “POW!” – punch, “BAM!” – gunshot)
- Horizontal lines around a car suggest the car is moving at high speed, while around a ball, they express the ball’s movement.

Researchers could study, for instance, the drawing style of an author and his use of non-visual cues, and go as far as creating onomatopoeia dictionaries for comics (to our knowledge, such dictionaries already exist for manga, but not for American nor European comics).

At the end of this stage, we should be able to generate a reasonably complete ComicsML encoding of the current page (see Fig. 3).

Conclusions

We have presented the outline of our crowdsourced annotation system for comics, as well as details of how we have designed our tasks, having in mind three main aspects: the limits of current digital comic book formats, the specifications behind the ComicsML metadata schema and theoretical principles of comics as a medium (Eisner, 1985). Last, we have presented the way in which the collected results are merged into the final ComicsML encoding and have briefly discussed some potential applications.
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Famine, as John Walter writes, was “...a recurring reality and ever-present fear” in the early modern period (Walter, 2015). The AHRC-funded project Famine and Dearth in India and Britain, 1550-1800: Connected Cultural Histories of Food Security (http://humanities.exeter.ac.uk/english/research/projects/famine/) examines the practices, discourses and literary modes through which societies in early modern India and Britain articulated their concerns about the availability and distribution of food (Mukherjee, 2014). A collaboration between the University of Exeter and Jadavpur University, Calcutta, the project draws upon a large body of texts written in languages including English, Latin, Persian, Bengali and Hindi for evidence about cultural responses to landscapes of famine and dearth. Its aim is to produce a digital resource that includes encoded extracts from the source materials and maps that reflect the variety and scope of identified responses to the landscapes encountered in the sources.

The application of digital methods to large corpora of thematic texts presents both opportunities and challenges, which will be examined in this work-in-progress paper. The dataset is highly diverse, not only in terms of the languages in which these texts are written but also in the types of documents that form our body of evidence. The source materials include chronicle histories, gazetteers, official correspondence, legislation, pamphlets, periodicals, plays, poetry, surveys and prose (fiction and non-fiction), and the project will publish excerpts from each of these categories. Our markup priorities (beyond the basic structure of the document) lie in how to encode the many themes surrounding famine and dearth that are present in our texts, which we need to extract in order to address the research questions of the project. We can

Notes
1 http://www.comics.org/
2 http://comicbookdb.com/
3 http://digitalcomicmuseum.com/
4 http://www.citebd.org/
5 Actialuna – Sequencity: https://www.sequencity.com

1, 2, 3, 4, 5
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use natural language processing tools to help us identify names and places, for instance (at least for some of the languages), but the range of terms used in these texts to describe the features of the landscape, the people, and the food situation are extremely varied. Inevitably there are also subtleties in the ways in which particular concepts are represented in the various languages of our source materials, as well as added complications such as variant spellings. The project uses the open source software GATE (General Architecture for Text Engineering, http://gate.ac.uk/) to identify names and places in the texts written in English, and we would like to apply a similar process to the texts written in other languages. It is likely that we will create some of the gazetteers from scratch, in which case we would aim to make these available as part of the project’s outputs.

One of the most interesting challenges is in how to map the resulting data meaningfully. Exploring responses to landscapes of scarcity is a key research question of the project, and descriptions of such responses feature very heavily in some of our texts, particularly in the travel writings (see McRae, 2009 for a discussion of some of themes in travel writing of this period). The works of Peter Mundy, for instance, are full of rich descriptions of the places he visited, including very personal observations of the circumstances in which he found himself (Carnac Temple, 1914; Pritchard, 2011). We are particularly keen to place our work in the context of some of the projects that have taken place during the last decade on mapping emotional responses to landscapes at other periods and in different geographical areas. While many of the recent projects on emotional cartography use wearable technologies to measure and record responses to the landscape, such as Christian Nold’s 2006 Greenwich Emotion Map (an art project combining annotations with measurements of skin responses at different stages of a walk through the Greenwich area of London: http://www.emotion-map.net/background.htm), we see potential in learning from, and building upon, their approaches to visualising the resulting data (Nold, 2009). Projects such as Kurt Jensen’s representation of Sterne’s *A Sentimental Journey*, built using Neatline (http://neatline.org/), have also suggested possible directions for representing some of the travel writings (http://enec3120.neatline-uva.org/neatline/show/a-sentimental-journey), and our recent workshop on food security has helped to clarify the relevant user requirements (http://foodsecurity.exeter.ac.uk/). However the question of how to integrate such a wide variety of sources and languages into useful and meaningful maps remains one of the most interesting and challenging aspects of the project. As such, it will be a key focus of our paper, and we anticipate that presenting the results of our experiments with this data could be helpful for other projects that are grappling with similar issues, potentially in very different subject areas.
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The Guidelines of the Text Encoding Initiative Consortium (TEI) have been used throughout numerous disciplines producing huge numbers of TEI collections. These digital texts are most often transformed for display as websites and camera-ready copies. TEI Simple (Rahtz et al, 2014) project was the first one to propose more prescriptive approach providing the baseline rules of processing TEI into various publication formats, while offering the possibility of building customized processing models within the same infrastructure. For the first time in history of TEI there exists a sound recommendation for default processing scheme, which significantly lowers the barriers for entry-level TEI users and enables better integration with editing and publication tools. The TEI Simple project was a Mellon-funded collaboration between the TEI Consortium, Northwestern University, the University of Nebraska at Lincoln, and the University of Oxford.

The new (on track for acceptance by early 2016) TEI method for documenting processing models gives editors and TEI customisers a method for high level recording of processing intentions in a machine-processable but implementation agnostic manner. Nevertheless, the pro-
cessing model is a new proposal and needs to be extensively tested before announcing it a success. As the TEI Technical Council works to integrate the TEI processing model extensions created by the TEI Simple project, we endeavour to employ it on real world projects, both of which have been running for a significant number of years and have already produced vast collections of material: historical documents of the US Department of State, Office of Historian (http://history.state.gov/) and the corpus of Ioannes Dantiscus’ correspondence (http://dantiscus.al.uw.edu.pl/). The Office of the Historian publishes a large collection of archival documents of state, especially those appertaining to foreign relations. The Dantiscus project spans over ten thousand original sources from the early sixteenth century including correspondence, poetry, and diplomatic documents. This makes it a good test case for implementation of the TEI Processing Model because it is far beyond the scope of the original TEI Simple sample collections. Having the material previously published with custom-built XQuery/XSLT packages means that we are in a position to compare the results of using an approach based on the processing model with the previous one in terms of the quality and consistency of final presentation but also in more quantitative ways like the size of necessary code base, development time and ease of the long-term maintenance.

The first challenge is, obviously, rephrasing the transformations previously formulated in XQuery/XSLT using ODD meta-language extensions proposed by TEI Simple project. Preliminary results are very encouraging even though, as expected, it became necessary to extend the behaviours library to accommodate some specific needs. From the developer’s perspective it is immediately clear that using the TEI processing model brings substantial advantages in development time and results in much leaner and cleaner code to maintain. For the Office of Historian project figures suggest code reduction by at least two-thirds in size. Numbers are even more impressive realizing that the resulting ODD file is not only smaller, but much less dense, consisting mostly of formulaic <model> expressions that make it easier to read, understand and maintain, even by less skilled developers.

To a lesser extent, but it is still interesting to see if, thanks to the additional layer of abstraction that processing model brings to the table, the editors can become more independent from developers in tweaking the processing rules. This heavily depends on the personal predilections of the editor, but again, in cases where editors are already deeply involved in the decisions about encoding on the level of XML markup and do have some fluency in XPath and/or CSS our results show that it is perfectly reasonable to expect them to tailor the existing high-level processing models to fit their specific needs in a majority of cases. We will also investigate the effect of incorporating the Processing Model into eXist-db native database and application framework (Meier et al., 2016) environment in terms of easing the learning curve, for the non-technical users in particular.

The processing model at the time of writing this paper proposal is not a mature technology yet, in the sense that it still lacks the critical mass of its practitioners as well as formal acceptance by the TEI Technical Council (although this will have been integrated into the TEI infrastructure by the time of DH2016). This presentation aims to present both challenges and open questions as well as already demonstrated advantages of applying this technology. It will draw on the evidence from early adopters available by the time of DH2016. It is not only the quantitative measures of improvements in technical implementations that will be reported on, but the variation in methodologies employed by the test projects and others.
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With this contribution, I would like to discuss how multi-layered visualizations of epistolary networks can contribute to a better understanding of the circulation of illegal literature and confidential ideas between Catholic Tuscany and the Calvinist Dutch Republic. It questions how intellectual exchanges between these two regions maintained a balance between, on the one hand, the necessity to distribute (prohibited) books and to express controversial ideas and, on the other, social control and the need to avoid the objections of powerful political and religious institutions and individuals. This comparative analysis allows for a sharper focus on the differences and similarities on how intellectuals capitalized on opportunities in the social and religious structures to which they...
were connected. Indeed, they had to deal with the many tensions between the oppressive catholic environment of the court of Cosimo III and the Dutch Republic, already well known for its relative tolerance and freedom of printing (e.g. Touber, 2014).

These personal and societal conflicts forced scholars and booksellers to take strategic measures of secrecy and confidentiality, which in turn depended on what Mauelshagen (2003) also called “networks of trust”. If we pose the question how epistolary networks evolved, understanding changing relationships between people, one might provide insights into aspects of confidentiality. For instance, as relationships grew friendlier, correspondence grew in confidence and trust, while on the other hand one did not correspond with adversaries (Heuvel, et al. 2014). Other examples include studies of Lux and Cook (1998), who claimed that the success of the Dutch Republic was connected. Indeed, they had to deal with the many tensions between the oppressive catholic environment of the court of Cosimo III and the Dutch Republic, already well known for its relative tolerance and freedom of printing (e.g. Touber, 2014).

These personal and societal conflicts forced scholars and booksellers to take strategic measures of secrecy and confidentiality, which in turn depended on what Mauelshagen (2003) also called “networks of trust”. If we pose the question how epistolary networks evolved, understanding changing relationships between people, one might provide insights into aspects of confidentiality. For instance, as relationships grew friendlier, correspondence grew in confidence and trust, while on the other hand one did not correspond with adversaries (Heuvel, et al. 2014). Other examples include studies of Lux and Cook (1998), who claimed that the success of the Dutch Republic depended on what Granovetter (1973) also called “weak ties” instead of central hubs. This implies the importance of intermediaries between communities for the faster distribution of ideas: if you have a particularly close friend from another community, you are more likely to introduce him to your other close friends whom you know that will trust you (Barabási, 2009: 55).

If we wish to verify these statements and to understand how intellectuals were able to overcome these confessional and social barriers, the analysis of multi-layered networks of correspondences provides a very interesting addition to archival research. Or in other words, the combination of methods for network analysis for distant reading of large sets of letters with close reading devoted to detect the role of secrecy and confidentiality in epistolary exchanges strengthens historical research. This means that qualitative analysis will uncover how social relations are represented and constructed, sometimes reinforced and sometimes transformed, which is enriched by traditional hermeneutic methods to focus on specific religious and personal features that have influenced those dynamics.

It is important to consider that full data integration, in particular when dealing with early modern letters, is impossible for reasons of incompleteness, complexity and uncertainty in data. Therefore the focus should not be on analytical and statistical methods of network representations alone, but on approaches that allows us to handle, inquire and interpret these complex historical data. We do not need just networks as static representations, but also networks as interactive interfaces (Heuvel, et al. 2016). To this end, the software tool Nodegoat is used to bring together, explore and contextualise these epistolary exchanges. Nodegoat, differently from network visual-analytical tools such as Gephi, is built around data entry, management and curation processes (http://mnn.nodegoat.net/viewer). It enables us to explore and to combine historical networks in various configurations, involving a diverse set of actors. This means that not only persons (scholars and booksellers) constitute relationships but also textual objects, like books with their dedicatees and introduction letters. For instance, the overlay of networks highlights those artefacts that played an important role in the establishment of contacts. If we look at their intersection with their function in the network, new opportunities may rise about how to link book dedications to strategies adopted by scholars. The importance of textual objects as participants in networks has also been stressed by Latour (2005). From the correspondence of the Florentine librarian Antonio Magliabechi, for example, it turned out that the Dutch microbiologist Antoni van Leeuwenhoek (1632–1723) chose to dedicate his work the Arcana Naturae Detecta to Magliabechi. By using this strategy, Leeuwenhoek was able to benefit from Magliabechi’s extensive network for the distribution of his work in Italy. Overlaying different networks sheds light on the role of the Arcana in the network of Magliabechi (fig. 1 and 2). For instance, the image illustrates those correspondences in which Magliabechi mentioned the publication of Leeuwenhoek, showing in this way the diffusion of his publication over time.

Moreover, the analysis of relationships between people can provide insight between direct and indirect transfer of confidentiality via intermediaries. In the Mapping Notes and Nodes in Networks project (Álvarez and Heuvel, 2014) it appeared that the overlay of more networks shed light on the evolution of co-citation networks and introduction networks. As correspondents entered networks of epistolary exchange, they did so not in some ideal egalitarian society, where anyone could join simply by writing a letter, but in a world regulated by social norms
and rules of etiquette. In short, letters of introduction were often necessary to be admitted into an epistolary network. Following the evolution of introduction letters alongside a citation network and determine whether a shift takes place in the number of intermediates between correspondents (revealing shrinking degrees of separation), could reveal the importance of introductions in the establishment of epistolary networks.

Fig. 2 Overview of the Arcana Naturae Detecta, linked to the Short Title Catalogue of the National Library of the Netherlands (KB)

Furthermore, Nodegoat is used to bring and contextualise epistolary networks by means of data integration from various data resources such as the Short Title Catalogue Netherlands (STCN) and archival research from archives in the Netherlands and in Italy. The STCN has been queried in order to disambiguate objects and to enhance the interoperability of my data. For example, information on books in epistolary networks can be linked directly to the STCN, which allows me to map the unstructured data in the letters (as titles are often mentioned incomplete) to structured data.
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This paper explores the relationships between countries in the exchange of movies and measures the reciprocal nature of these relationships. This investigation represents an innovative way to explore international exchanges of digital cultural content based on global cinema screenings analysed at the national level. Rather than focus on the market dominance of particular cinemas (e.g. the US or Indian cinemas) we examine the relative strength of two-way relationships in order to understand cultural reciprocity in the film industry. The dynamics of shared cultural exchange are explored in terms of the volume of transactions between ‘cinema nations’ expressed in the form of dyadic networks.
The paper is based on the premise that films can be understood as cultural goods that are distributed both between 'territories' or markets and across the globe according to industrially unique spatial patterns and temporal flows. Seeing film diffusion in this way invites us to explore the industrial aspects of movement and location but it also invites reflection on our use of these large datasets. For example, understanding the dynamics of global film exhibition and distribution demands an appreciation of scale and velocity in both the film industry and in a data-driven approach to its study. Data-driven approaches to Cinema Studies are at best an emergent aspect of the discipline (Verhoeven). This paper makes a significant contribution to the development of Cinema Studies by extending a trans-disciplinary, digital humanities approach to critically understanding the dimensions of a global creative industry at scale.

Digitisation and globalisation are full of contradictions in terms of how they impact diversity of screen culture represented by film. On one hand digitisation has facilitated an explosion in the number of films being made and that can be distributed and viewed online. This has had the effect of increasing the diversity of films available to audiences with digital access over the web. On the other hand however, only a relatively small proportion of films produced are released widely into cinemas. This paper seeks to provide insight into diversity at cinema locations that extends beyond the obvious dominance of Hollywood blockbusters. We are interested in drawing attention to equitable reciprocal exchange relationships that exist between nations, even where these may be small in scale, as evidence of alternative practices in the promotion of diversity at the cinema. This enables us to explore relational geographies using dyads in an approach similar to that of Taylor, Hoyler, Pain and Vinciguerra (2013) in their investigation of the connectivity between cities in the services sector. We use dyadic analysis to explore an equitable exchange in film that extends beyond the unilateral to ensure cultural exchange between two nations is assessed as a two-way flow where cultural content from both sides to the dyadic relationships are valued and accounted for.

The data used in this paper is drawn from the Kinematics Global Showtime dataset (Kinematics, 2015) which comprises over 330 million individual records of film screenings from across 31,500 venues covering 47 countries, including the US, India, most of Western Europe, Japan, Brazil and Australia for the years 2013 – mid-2015 (see Arrowsmith et al). For this analysis, the kinematics data is analysed using a variety of methods that draw from a range of disciplinary perspectives including the digital humanities and economics as well as geospatial and computational sciences. Our key tool is Principal Components Analysis that explores dyadic relationships as part of Social Network Analysis (see: Wasserman and Faust, 1999). We apply this approach to 'nations' as they are defined by the kinematics (cinema screening data aggregated at the national level) and imdb (film production aggregated at the national level) datasources. Further to this, in a selection of countries, we employ a Herfindahl-Hirschman Index (HHI) to consider case study analysis of cultural diversity based on cinema screen count data. We use spatio-temporal visualisations as a way to represent the results and propose insights into the relational geographies of film flow and exchange that are found to exist.

Using dyads to explore international exchanges between nations we are able to consider diversity in relation to films screened at the cinema in terms of the two key dimensions stemming from globalised relations between nations, namely in terms of intensive and extensive international exchanges. The intensive dimension aids understanding of the most important national dyads that dominate cinema screenings that can be seen as the core centres of the globalised market for film, while the extensive dimension is focused upon the multitude of links between nations in a broader globalised market for film screened at the cinema. The analysis of dyadic relationships enables us to move beyond the assumption that the flow of cinema is simply unilateral. Instead we are concerned with the relative strength of exchanges in which a strong reciprocal dyadic relationship is one that has an equal exchange between two nodes, in this case, countries.

In considering diversity using the HHI we focus on the screening of new release features within the case studies of Australia, France and the Republic of Korea in order to analyse the relationship between cinema venue location (capital cities versus regional), venue type (in terms of the number of screens) and film programming allocations between domestic, US and other imported feature films. We find that as an increasing number of films are being released, non-US derived films are struggling in a tight contest for screen time.
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Realm of Digital history

“Digital history” became a professional realm, because new ways to store, process, and study information entered the everyday historical research practices in Russia (Rosenzweig, 2010). Obviously, the “digitization” introduces new approach to the craft of the historian, when digitization became the indispensable stage of many studies (Volodin, 2015). Interdisciplinary framework of “digital history” is often placed in the context of a broader movement of the “digital humanities” (Schreibman et al., 2004; Schreibman et al., 2016). However, it should be emphasized that historical research has lots of specific features, and “digital turn” makes a significant impact on the research practices (Weller, 2013).

Historical research is a kind of reconstruction of the past on the basis of the extant monuments and documents, “remains” and “legends”. This reconstruction is based on three pillars: heuristics, criticism and interpretation. These basic practices today meet the challenges of the “digital age”. It’s important to mention that the “digital turn” in the profession of historical research was one of the four main themes of the International Congress of Historical Sciences in 2015. It seems that time has come to investigate the specificity of research practices and digital tools for professional historians.

Survey of “digital” in practice

The research is based on questionnaires and interviews of historians in Russia in 2015 and 2016 (178 respondents). In questionnaires and interviews I tried to ask not only “geeks” among historians, but also “pure” historians whom “digital turn” also touched (cf.: DARIAH Survey, 2015; Schreibman and Hanlon, 2010; Trinkle, 1999). First questions ask respondents to name main “digital practices” that they consider important. Such start helps to create “folksonomy” of practices and tools that historians define for themselves as “digital” (e.g. it’s not obvious whether text-editing is considered as digital practice, or email as research tool?). Then I started to ask questions about different fields of digital practices as we hypothetically classified in several groups: access, digitization, editing, mark-up, visualization, modeling/simulation, and others. Each group (or type of practice) includes different techniques and tools. We define techniques as more general term to call research procedure, when tools are linked to particular software or platform.

History in the “digital turn”

The instancy of the research is associated with a new stage in the development of information and digital technologies in history. “Digitizing” is not just a technical procedure now, but it becomes a preparation for further computerized analysis of historical sources, using different tools for visualization and analysis of historical information.

The “digital turn” in history requires a monographic study as well as a full systematization of historians’ research practices. We don’t know any systematic attempt to generalize the results achieved by “digital history”. This research project is designed to systematize the research practices (both visualization and analysis of historical data). This study tries to “catch” the development of contemporary digital practices, and we hope to make classification that will summarize achievement in the field of “digital history”. Summarizing the answers, it’s possible to draw several valid observations: one insight and three dichotomies.

Insight: Digital is “Invisible”

It looks that a prediction which was vividly pronounced in “A New Companion to the Digital Humanities” that “a decade or two from now, the modifier “digital” will have come to seem pleonastic when applied to the humanities” is much closer. Most of answers were concerned with some concrete experience of usage of digital tools, mentioning that they are so “natural” or “spontaneous”. The time has come when historians are really in the majority of cases are so-called “digital natives” (even if not in age, but at heart).

The usual remark on state-of-art in historical digital practices was that so-called new ICT (Information and communications technology) became usual, familiar, and mostly routine ICT. The increase of computing power broadens digital practices form tables and databases to full-text search in enormous online collections, and then to visualizations from GIS to 3D (cf.: Gregory, 2014).

Heuristics dichotomy: Analog versus Digital

Digital in Russian literally means numeric (like chiffre or numerique in French, or Ziffern in German) without any link to fingers, but strongly connected to quantitative research and computing. That’s why for main historians “digital history” strongly refers to quantitative history or cliometrics. History as one of “traditionally print-based disciplines” (Hayles, 2012, 1) is deeply connected to studies of analog primary sources. This dichotomy has two implications: on the one hand, historians usually see no principle differences between analog original and digital copy, but, on the other hands, they mainly prefer to study...
analog archives, because it shows their professional skills of access to rare documents.

**Criticism dichotomy: Capta versus Data**

The "digitization" became the usual and common practice of collecting information. But it’s important to mention that for many respondents digitization is almost the same practice as "writing out" or "making notes", not planning the future possibilities of processing this "capta". Distinction between "capta" and "data" in digital history became indicative. If capta is "taken" actively while data is assumed to be a "given" (Drucker, 2011), in digital history capta explains the "catch" of the researcher in terms of his/her sampling of primary sources as well as a critical attitude to the choice of the sources.

**Interpretation dichotomy: Close versus Distant**

The distinction between "close reading" and "distant reading" came to digital history from computer linguistics (Moretti). This dichotomy explains the conscious choice between brains or processors in solving different research problems. And main present question (or prospect) is that to what extent main practices of history can be robotized? This vision of the future is usually mixed with vague hope that at least interpretation will remain in the researchers’ hands and heads. It also brings up an issue of possibilities of digital infrastructure for analytical level.

The aim of the lasting research of digital practices is to create a list of solutions and techniques developed in real research practice, and thus to disseminate such solutions among historians and researchers of the past. The classifier of digital methods and tools will help to choose the most appropriate solution for particular research aims.
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Launched in 2013, the project The School of Salamanca. A Digital Collection of Sources and a Dictionary of its Juridical-political Language is establishing a collection of more than a hundred sources from Iberian theologians and jurists of the 16th and 17th century. These texts deal with political and juridical topics and the collection of sources is supplemented by a dictionary that comprises, next to biographical information on the authors of the sources, the development of central terms and ideas of the Western history of political and legal ideas, as it is reflected in the source texts.

Both parts, the sources and the dictionary, will be published under Open Access conditions. In the beginning of 2016, the project’s web application will be launched online with the first batch of sources and dictionary entries as TEI-XML texts plus corresponding facsimile images. At the moment, we are running a proof-of-concept mechanism and some experiments, which at the time of release will be constituting a Linked Open Data interface to our data along with a SPARQL-Endpoint.

At the beginning of the presentation the project’s rationale and web application will be introduced shortly. But the focus of the presentation will be on giving insights in the workflow, the decision making process and the implementation of the LOD mechanisms, that have been realized:
1. The first aspect accentuated in the presentation is the modeling of the information contained in our TEI-XML data within a Linked-Data-environment: Which TEI elements or attributes are assigned to which objects and predicates of which ontology? How are these assignments processed in order to offer the data as semantic data? Problems that we are dealing with are the questions of how to record the temporal dimension of much biographical information (see Ramos, 2009; Mynarz, 2013), and how to cope with alternative values like e.g. conflicting data about the date of birth of a person? Do considerations such as these affect our main objectives, e.g. the TEI-scheme or the collection of data?

Here is what has been settled up to now: We will offer semantic data about the sources and about the authors of the collection. The ontologies we use are mainly the foaf-, bio-, relationship-, and SPAR-ontologies (see, among others, Peroni, 2014). The TEI-data will be transformed into RDF by the xtriples webservice (Schrade, 2015).

2. The second highlighted aspect concerns the very networking of the data itself and its utilization in the project’s infrastructure. This concerns technical issues, such as the questions of which services and resources should be – directly or indirectly – provided in order to offer our data for external reuse? It concerns issues of academic strategies such as negotiations with favored partner projects and data providers over the data they expose and the interfaces they provide. But it also concerns scholarly questions, such as eventual opportunities to handle new research questions, or to handle questions in new ways, opened up by the integration of our data with the data of other LOD-providers. In which form could or should such expanded possibilities be provided on the publicly accessible website? What stance are we taking on rights management and quality insurance of federated queries/data?

Again, here is the current status: We have mechanisms for the resolution of resource URIs, for content negotiation and for dumping the complete triple store as well as a SPARQL endpoint in place. We are elaborating federated queries responding to specific, concrete research questions. And we are still in the process of evaluating the Linked Data Fragments (Verborgh, 2014) mechanism. We are in contact with several projects the data of which would nicely complement our own (Schmutz, 2008; Sytsma, 2010; Bullón, 2012; Mrozik, 2016). And we are probing possibilities of offering a configurable interface to (federated) querying to our users and of rendering network information visually in our web application. Except most likely for the last point (due to time constraints), the talk will present the state of affairs we will have achieved in summer 2016.

The presentation will thus point out conceptions and their implementations of linking TEI resources into the semantic web, difficulties encountered and needs still left open by scholarly research questions.
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1 Introduction

The Digital Repository of Ireland (DRI) is a national Trusted Digital Repository for Ireland’s social and cultural data, accredited by the Data Seal of Approval. The repository links together and preserves historical and contemporary data held by Irish institutions, providing a central internet access point and interactive multimedia tools. In June 2015, the Digital Repository of Ireland was publicly launched at the Digital Preservation for the Arts, Social Sciences and Humanities (DPASSH) conference. At this conference, three organisations were presented with the DRI ‘Decade of Centenaries Digital Preservation Award’, the culmination of a six month project aiming to provide support and training to owners of digital collections relating to the Irish decade of centenaries commemorations. This paper will discuss the implementation of this Irish Research Council-funded project which allowed staff from the DRI to engage with collection owners and provide digital preservation and digitisation services and training. In this paper we outline the aims of the project, the methods by which we engaged with relevant collection owners, and how our findings have helped to determine the status of digital preservation in Irish heritage organisations.

2 Background

In June 2015, the first DPASSH conference was hosted in Dublin by the DRI, to highlight the technical, cultural, and social problems, challenges, and opportunities of long-term digital preservation in the arts, social sciences and humanities. The conference theme, ‘Shaping our Legacy: Safeguarding the Social and Cultural Record’, was developed to reflect concerns within the community that digital cultural heritage is at risk of destruction. The conference’s call described the destruction of the Irish Public Records Office (IPRO) in 1922 during the Battle of Dublin. As the Irish Civil War broke out, a priceless archive containing a thousand years of Irish history was destroyed.

The destruction of the IPRO was used as an analogy to highlight the vulnerability and fragility our digital cultural heritage in the long-term. The challenge, however, is that “long-term”, in this context, comes nowhere near the thousand years of history housed in the purpose-built store of the IPRO; as Jeff Rothenberg (1999) states, ‘digital information lasts forever—or five years, whichever comes first’.

It is within this context that we sought expressions of interest from custodians of heritage material relating to the Decade of Centenaries (DC) who wished to digitally preserve their holdings. Funded by the Irish Research Council’s New Foundations Award, we aimed to assess the scale of vulnerable digitised collections related to the DC in Ireland, to provide support in digitally preserving those collections, and to create a centralised access point to encourage their wide dissemination. Importantly, we wanted to raise awareness of the issues related to digital preservation and provide resources, best practice advice and guidance to all applicants. We also planned to have an impact on the community beyond the span of the funded project, providing equipment and training to continue to support the digital preservation of Irish cultural heritage.

3 Methodology

Our call for expressions of interest was announced in December 2014 and was circulated by the DRI community. The call sought collections that were partially or fully digitised and described, and which contributed to the national narrative on the period 1912-22. The winners were offered resources to ensure the digital preservation of their collections, including staff time from professional archivists and librarians, digitisation services, metadata creation, and the ingestion of content into the DRI for long term preservation.

Interested collection owners were invited to submit a detailed application form, providing information on the types of digital assets in their collection, the volume, current storage provisions, and its connection to the DC.

Eight proposals were received, and through the collection assessment and selection phase, three were chosen: the Irish Capuchin Provincial Archives (The Capuchins and the Irish Revolution),1 the Dublin City Archives (Dublin City Electoral Lists, 1915),2 and the National Irish Visual Arts Library (Michael Healy Collection).3

Our assessment procedure enhanced our understanding of the types of relevant digital assets held nationally, and gave us insight into the challenges faced by collection owners in ensuring that their content is digitally preserved.

The second phase of implementation included a scoping exercise and requirements analysis for each collection, the creation of a project plan and allocation of resources. Requirements gathering was conducted through interviews with collection owners, undertaken by the DRI’s Requirements Manager and a Digital Archivist or Librarian in all cases. Work plans were created with tasks including digitisation, metadata creation and standardisation, ingest preparation and collection creation, review and publication. We worked closely with each collection owner to ensure that...
the processes and workflows we created could be repeated, and that these were reflected in our existing guidelines.

Following the completion of the work plans, a digital preservation workshop was held at the Royal Irish Academy to ensure that collection owners were trained in the procedures required to prepare their content for ingestion into the DRI Repository - all applicants to the original call were invited.

4 Findings

From the initial submissions to the call for expressions of interest, it was clear that there is a need in the community, not only for preservation services, support and advice, but also for digitisation support. Digitisation services were requested by nearly all of the applicants, and in some cases digital preservation was not included in the application. It appears that Irish archives lack resources (i.e. staff time and equipment) for digitising their collections. While perhaps not surprising, the technical infrastructure required to provide robust digital preservation was also not available to any of the participants. This confirms the need for shared infrastructures, or indeed shared strategies on preservation, on a national level.

Regarding the three selected collections, it was found that while metadata standards had been applied, they were in some cases customised according to the needs of the collection owner. Furthermore, although ISAD(G) compliant descriptions had been used by two collection owners, these could not be exported from the cataloguing software as EAD-XML, and needed to be manually marked up using an XML editor. These limitations create a barrier to metadata exchange and indicate that some archives are not planning for interoperability with other collections and/or repositories. While this was indicated in our 2012 report, Digital Archiving in Ireland, this project highlighted the practical difficulties involved in overcoming these barriers to interoperability.

The DRI guidelines and workflows were tested by the process of preparing content for preservation in the Repository and found to be comprehensive and robust. However, the underlying knowledge in the community regarding standardised metadata creation and the principles of digital preservation was not well developed. The preservation workshop held at the RIA was booked to capacity with a waiting list, and training in basic digital preservation and metadata preparation was identified as a requirement for our stakeholder community.

5 Conclusion

The award has allowed the DRI to engage with a number of new stakeholder organisations who had not previously undertaken any digital preservation processes for their collections. Through the award, and the subsequent preservation workshop, the team worked with seven organisations who had not previously deposited content with the Repository. As well as providing training to allow participants to deposit with DRI, advice was also provided on smaller scale, in-house preservation practice which participants could bring back to their organisations.

The DRI believe that digital heritage is at risk of destruction and loss if action is not taken. Digital decay is the gradual decay of digital content. The solution is digital preservation – active ongoing data management. Long-term digital preservation is concerned with providing sustained access to digital objects and content and requires that institutions are cognisant of the processes and procedures required to ensure the form, as well as functionality, of digital objects.

DRI actively engaged with our designated community and have sought participation throughout our phases of development - from our requirements analysis phase, through to user acceptance testing and content population. Therefore, while the DC call provided an opportunity to preserve and publish content it also provided a platform from which to engage with an important national programme of events, communicate with a wider audience and test our user guidelines and documentation. Crucially, it also emphasised the fact that long-term preservation is a socio-technical problem - the solution requires not just digital infrastructures but advocacy, industry and societal engagement, and cooperation with content owners.

In addition to the practical aspect of this work we wanted to highlight the need for the national programme of commemorations to be cognisant that digital collections or projects created now, should be considered as historical artefacts for future historians. That is, our current digital commemorations should be preserved for future use and analysis. Commemorative events (both online and offline) are performative acts of nationalism and are an integral part of how we understand both our current and future selves. Current national projects should consider how they are preserving Ireland’s digital cultural identity for 2116.
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The network graph is one of the best-known and over-determined of all data visualizations. And it suffers, more than most such modes, from the problem of fetishization. When non-specialists see network graphs, which are information-heavy, aesthetically appealing, cognitively suggestive, and yet curiously hard to read, their first reactions are often along the lines of “Oh wow!”, “Cool!”, or “Neat!”. The corollary to admiration, for members of the academy, however, is often distrust.

The problem is two-fold. Critical thinkers are justly skeptical of enthusiasm, since enthusiasm can foreclose critical engagement. But the network graph’s prominence as a mode of data visualization, as featured in new outlets like the New York Times, or in prominent projects like Mapping the Republic of Letters or Six Degrees of Francis Bacon, makes it uniquely vulnerable to the hermeneutic of suspicion (see Elijah Meeks, “The Digital Humanities as Lightning Rod”). If the digital humanities are still distrusted in some more conservative corners of the academy — such as mine, eighteenth century English literary manuscript studies — then network graphs, because they have become synecdochic for digital humanities writ large, are doubly distrusted.

This short paper addresses three states of addressing this skepticism head-on, embedding network graph literacy in the context of a larger disciplinary argument. Those three stages correspond to three key perspectives practitioners of network analysis can assume when wanting to persuade skeptics of the probative value of network graphs, to show how condign those graphs are to traditional “analogue” analysis, and to build a persuasive argument within your own field.

Those three perspectives are: targeted data gathering; graph design, and argument design.

Much of my own work centers on networks of distribution of Jacobite manuscript poetry from 1688 — 1750. Once I knew that I would be using network graphs to illustrate the richness of the social and material facts I had uncovered, I started enriching my dataset with an eye to encoding metadata to reveal those richnesses as precisely as possible. Those metadata categories include size of manuscript, number of copies of each poem in circulation, names of manuscript collectors, languages contained in each manuscript, dates of manuscript, and so on. I entered this metadata on each future node in my two sets of network graphs (one of individual poems, one of manuscripts).

Graph design, the next stage, was just as important. Having settled on a layout in Gephi that I felt reliably showed relations among objects in a way that I knew I could explain simply (such as proximity as a function of similarity; distance as an index of relative dis-similarity) I then worked to combat the visual fetish character of the network graph by partitioning the nodes multiple times while keeping them within the same layout. This meant that one my audience had had time to accustom themselves to the layout, successive graphs with differing color schemes, node sizes, and edge weights would show them the facets, the richness, of the dataset. By showing the same graph layout faceted in multiple different ways, my audience could comprehend the layout as a function of multiple and overlapping functions.

Argument design, the last stage, is a way of making the procession of network graphs an intuitive progression of visual arguments that draws the audience into, and educates them about, the rhetoric of the network graph precisely by showing its malleability and, in some ways, its very partiality. By showing the protean capacities of the network graph, by showing the extent to which each network graph is itself a reading, skeptics more at home with paleography and stemmatology are able to grasp quite intuitively the resource that is faceted network graph: a flexible and powerful tool to show the richness and inter-relatedness of large datasets based on archival discoveries very like their own.

This short paper will include slides of my own faceted network graphs to show how we can use this form of argumentation as a kind of nested pedagogy.

I enclose here a collection of faceted and mined network graphs made for a colleague’s project on Modernist journals. These bimodal graphs show the interrelation of different contributors to various roughly contemporary journals. By showing the same layout several times, but using node color, node size, edge weight and color, we are able to see:

- which nodes are journalists and which are journals;
- nodes clustered with a granularity of 1.0 (fewest communities of the largest size);
- nodes clustered with a granularity of 0.23 (many smaller communities);
- which journalists contributed the most (edge weight), which journals had the most contributors (node redness and size), and
- which journalists contributed to the most journals (by node size).

These five network graphs taken together not only supply a much richer picture of the system of writing and publication than a single graph would; by showing the range of information that can be displayed on that graph with a series of simple adjustments, the reader is shown how the graph is a product not of vulgar scientism but of intentional humanism.
Illustration 1: Lilac nodes are journalists; blue are journals

Illustration 2: Modularity at granularity 1.0; the fewest communities of the largest size.

Illustration 4: Edge weight shows number of contributions by a journalist; node redness and size indicates number of contributors.

Illustration 5: Node size indicates number of journals to which a journalist contributed.

Illustration 3: Modularity class 0.23; more communities of a smaller size.
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Tackling Terms In Furetiere’s ‘Dictionnaire Universel’
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First published posthumously in 1690, Furetière’s Dictionnaire Universel had aroused controversy well before its publication. Nevertheless, it was quickly followed by an enlarged and corrected version edited by the protestant scholar Henri Basnage de Beauval. It is this extended version of 1701, with its broad coverage of terminological language that is our subject.

The Furetière project seeks to render the entire 1701 dictionary available as an open access digital resource in an XML-TEI compliant format. Given the size of the task, and the current total lack of finding with little hope in the short term, the first stage will be an attempt to map and describe terminological coverage by reference to a small number of themes, namely architectural, legal and maritime terminology. This paper will demonstrate the mapping procedure being carried out using the Atlas Ti Computer-Assisted Qualitative Data Analysis Software (CAQDAS) and the building of a model for the TEI encoding.

Historical background

Furetière was both a member of the French Academy and participant in the dictionary building team, hence the uproar at his publishing what was seen as a rival dictionary. This explains why a Catholic priest should end up being published by the protestant publisher in the Netherlands, Arnaud Leers. The dictionary was a success, but still needed much revising. This was carried out by the French émigré and scholar, Henri Basnage de Beauval. Despite being the most complete edition, only one attempt at digitising was ever made (Wionet and Tutin, 2001). Our aim is to encode the Basnage dictionary but with cross references to the edition of 1690 and the publication of Corneille (1694) so as to see how the terminological entries evolved and to what extent complementary information can be found in the Corneille dictionary (Williams, Forthcoming).

Using CAQDAS

One important task for the Digital Humanities community will be to bring or adapt existing tools to disciplines that are often less digitally aware. Thus, in using a CAQDAS tool to explore the three dictionaries, we aim not only to use a very powerful tool to allow pre-digitising analysis and mapping of data, but also to bring this technology into the sphere of literary analysis.

CAQDAS were essentially created to meet the needs of sociologists carrying out rigorous qualitative analyses on data from multiple supports. Literary specialists also carry out qualitative analyses, but often tend to use highlighters to work on printouts of PDFs. By using a CAQDAS to work through a document as big and as complex as the Furetière’s dictionary, we aim to show how an electronic highlighter that allows coding and network analyses can be used in humanities research, and particularly in our own.

There are a number of commercial CAQDAS on the market, and only one open-source tool. Although open-source tools are important to the community, we have adopted Atlas Ti as being a very powerful tool that is evolving rapidly with new functions.

The 1701 Basnage edition is over 4000 pages of very tight text. Text quality is poor which precludes use of OCR. Whilst it is structured, we are in a period of great experimentation in dictionary compilation leading to a complex meta and microstructure. The only way forward is to read the text. Using Atlas Ti, we skim the pages so as to locate and code entries designated as terms, to find the different introductory formulae, as well as spotting potential search formulae for unmarked terms, and to list the domains and crafts to which they belong. The coding system allows us to carry out a bottom-up conceptualisation of the dictionary with the quotations allowing us to create a headword list that links directly to the entries in the PDF file. Knowing the terminological domains covered by the dictionary is interesting in itself, but it also gives further keys for reaching unmarked terms. Networks allow us to reorganise domains and crafts into groups, such as legal terminology – represented by several domain names– and maritime terminology, which is often closely linked to language of fortification, architecture and law. Atlas Ti allow to output data in a machine-readable format so that the headword list could be transformed as an organised lexicon for use in the XML encoding process.

XML TEI

Use of Atlas Ti as an electronic highlighter with all its coding and management functions does permit a full qualitative analysis of the data. However, it is still not possible to share the data itself. Digitising the entire dictionary is a mammoth task that is only feasible using crowd sourcing over a long period of time. Marking up only thematically designated terminological domains allows us to create and test a model for the data as well as making available machine readable data rapidly. The dictionary is unique in having definitions accompanied by lengthy examples and citations thus providing both technical and phraseological information that will only be retrievable using in-depth mark-up. Whereas Wionet and Tutin (op.cit) marked up one letter, our plan is to attempt to follow the terminology through the entire dictionary.

The first stage consists of marking up terms from a small number of highly productive thematic fields isolated...
using the CAQDAS analysis. The first field to be explored in depth is related to maritime activities as designated by ‘terme de marine’ (maritime term) so as to open a collaboration with French historians so as to compare an elite vision of naval terminology as compared by the situation in a major naval port, that of Lorient which founded in 1666 by the Compagnie des Indes, and then became a major naval base from 1703.

Our aim is to illustrate the decisions taken and how these affect output through visualisation, but also analysis using linguistic analysis tools as TXM and a database system as BaseX. Once more advanced, the data will be put online using a query interface. At the moment, we are sharing code on GitHub under the name Basnage.

Mark-up is being carried out using Oxygen so as to mark-up using the TEI guidelines and use XQuery to ensure consistency. Entries can be extremely complex, as will be illustrated by reference to the verb *Abatre*. This means that the TEI guidelines do not always adapt easily to what is found in the text. However, we are endeavouring not to customise the guidelines so as to retain full compatibility with other dictionaries and allow easier linking with source texts.

The dictionary tends to group words orthographically so that there is a main headword in large capitals, which also carried the grammatical information, but then a series of subentries that generally have the headword in small capitals. These subentries may include the specialised terminological usage. To complicate affairs, polysemy is illustrated within an entry with short comments and examples. To handle this, we are using `<superEntry>` to group the whole, and then `<entry>` for what might be considered as subentries. `<Sense>` is used to cover polysemy within a given entry. The main entry for ABATRE has three main senses illustrated by a series of synonyms, with each sense accompanied by numerous examples, and occasionally a citation with bibliographic reference. The examples frequently contain collocations that activate a particular synonym, it would be useful to mark-up and illustrate this. Similarly, citations generally only give a link to a person, often via an abbreviated name, as in MEN for Ménage or ABL for M. d’Ablancourt. These are generally listed at the beginning of the dictionary, but it is not always the case and sometimes the abbreviations are inconsistent. Sometimes, even if a text is not named, it is possible to link to a source document. Given that Basnage was a prolific letter writer at the centre of network of European scholars, and the author of the *Histoire des Ouvrages des Savants*, a major task will be to cross link to this valuable source of information.

Collocation mark-up means that we can link dictionary analysis to words in a wider context as fund in Frantext or, when a text has already been digitising by using a language analytical tool as TXM. Mark-up also aims to make an onomasiological analysis possible using BaseX rather than simply presenting the data in a linear semasiological format.

**Conclusion**

This is a mammoth mark-up task which we believe is rendered easier by mixing tools so as to permit on-going analysis whilst gradually digitising the whole into XML compliant TEI. This strategy means that other scholars can use data without having to wait for the entire digitalisation process to be completed. In so doing, we seek to explore data whilst collaborating in the dissemination and improvement of digital tools and also a contribution to the art of digital mark-up of early dictionaries.
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Aufgrund der technischen Entwicklungen in den letzten Jahrzehnten sind GeisteswissenschaftlerInnen in ihrem Forschungsalltag vor neue Herausforderungen gestellt. Während es für den wissenschaftlichen Nachwuchs in Österreich eine Reihe von curricularen Angeboten sowie Summer Schools im Bereich der Digitalen Geisteswissenschaften gibt¹, sind erfahrene Forschende meist auf sich gestellt, wenn es darum geht, sich forschungsrelevante ICT-Kompetenzen für individuelle Fragestellungen anzueignen: Gemäß der von DARIAH²

¹
initiierten Umfrage (Schneider / Scholger in Druck) im Jahr 2014/2015 gaben mehr als 50 Prozent der befragten Forschenden in Österreich an, dass Weiterbildungsangebote zum Thema DH-Methoden und Werkzeuge und wie diese ihre eigene Forschung verbessern könnten und tendenziell wichtig oder sehr wichtig für ihre Arbeit wären.

Das Austrian Centre of Digital Humanities (ACDH) an der Österreichischen Akademie der Wissenschaften sieht es als eine seiner Aufgaben, DH-Inhalte und -kompetenzen zu vermitteln und die Forschenden dabei zu unterstützen, das Potenzial digitaler Methoden und Werkzeuge für ihre konkreten Forschungsprojekte zu nützen. Aus diesem Grund werden am ACDH unterschiedliche Formate der Wissensweitergabe erprobt und evaluiert. In unserem Kurzvortrag stellen wir eines dieser Formate, die ACDH Tool Gallery, als Fallstudie vor und berichten über deren Konzeption und Etablierung als außeruniversitäres Weiterbildungsangebot.

Anders als in herkömmlichen Vortragsreihen, in denen praktischen Aspekten weniger Bedeutung zugemessen wird, stellt die ACDH Tool Gallery das Experimentieren mit eigenen Daten in den Mittelpunkt. Das Konzept der ACDH Tool Gallery besteht darin, zwei Gruppen von ExpertInnen und Experten zusammenzubringen: einerseits jene, die sich mit der Entwicklung von Tools beschäftigen und diese bereitstellen, und andererseits jene, die in ihrer geisteswissenschaftlichen Fachdisziplin ausgewiesen sind, und diese Tools in Zukunft verwenden möchten. Bei der Auswahl der Kurzreferate am Vormittag wird diesem Konzept insofern Rechnung getragen, als dass sowohl IT-ExpertInnen als auch GeisteswissenschaftlerInnen, die diese Tools bereits für ihre Forschung einsetzen, als Vortragende eingeladen werden. Die eintägigen Veranstaltungen sind jeweils einem Themenkomplex gewidmet: die Tools, die am Vormittag in Einführungsvorträgen und Präsentationen vorgestellt werden, können nachmittags von den TeilnehmerInnen erprobt werden, indem sie dieses neue Format einschätzen, mit welchem Vorwissen sie daran teilgenommen haben, was sich verbessern ließe und welche weiteren Tools relevant für ihre Forschungen wären, um künftig im Rahmen der Tool Gallery vorgestellt zu werden. Im Fragebogen wurden außerdem anonyme personenbezogene Daten (z.B. Alter, Geschlecht, Beruf, Herkunftsinstination) erfasst.

Die Ergebnisse dieser Fallstudie werden im Kurzvortrag präsentiert. Vor dem Hintergrund dieser Erfahrungen möchten die Autorinnen diskutieren, was daraus abgeleitet werden kann und Empfehlungen geben, wie ein attraktives, außeruniversitäres Weiterbildungsangebot, das den disziplinären Anforderungen unterschiedlicher Forschenden gerecht wird, gestaltet werden könnte.
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This paper adopts a social-deterministic view of intellectual history in order to link changes in social and professional interactions to the intellectual character of a community. The formation of Australia’s economic history community between 1950 and 1970 is used to illuminate the link between these social and intellectual forces. The economic history field globally has experienced a number of changes over the twentieth century, and although some of these aspects are understood for the larger communities in the US and the UK (see Hudson, 2001; Lyons et al., 2008 for recent examples), Australia’s economic history field remains neglected. Social connections within the community were driven by contextual factors such as the post-WWII expansion of higher education, the growing emphasis on research output and the development of domestic PhD programs. These connections then developed in a multi-dimensional way throughout the 1950s and 1960s, with co-location and collaborative relationships emerging simultaneously between individuals. It is found that the increased density and multiplexity of ties in the community contributed to the development of a distinctive intellectual approach.

This project combines the quantitative analysis of social and intellectual relationships between members of the field with the qualitative analysis of published works of economic history in this period. Though there is a long tradition of emphasising the importance of social interactions for the development of ideas (Kuhn, [1962] 1970; Mulkay et al., 1975; Whitley, 1984), there have been only limited attempts to visualise social relationships in intellectual history (for some examples, see Harvard University, 2015; Shakeosphere, 2015; Six Degrees of Francis Bacon, 2015), and even fewer attempts to relate changes in the social structure to changes in the intellectual character of the group.

Methodology

This project links the social and knowledge networks for this community. The social network has been visualised through co-location and collaboration networks. The knowledge network has been visualised through citation analysis and is discussed further through the qualitative analysis of texts. The collaboration and citation analyses are based on a selection of key texts of Australian economic history for the period 1950 to 1970. Texts have been selected from prior wide reading of the subject, with further guidance from secondary analyses that focus on the literary aspects of the field. This has determined the key ideas, approaches and debates for this community, which has informed the selection of texts.

Based on these texts, collaboration for this community has been recorded in three ways: co-authorship, contributions to edited works, and sub-authorship (acknowledgments). These networks are bonded-tie and valued, based on the number of separate texts that each pair of individuals collaborated on. Collaboration in this context represents ongoing, two-way interaction and the trading of theoretical insights and ideas (Laudel, 2002; Wang et al., 2014). Co-location has been used to map geographic proximity between two individuals, assuming that if they worked within the same university or faculty, they were more likely to have contact than those who were geographically disparate (Jaffe et al., 1993; Ponds et al., 2007). This network is also bonded-tie and valued: if two people were
both employed by the same university for 2 years, their relationship is given a score of 2, and so on.

From the raw collaboration and co-location data, a network of key actors in the community has been determined to allow the combination of the different social networks. All authors of key texts and key collaborative works are included. Otherwise actors are included if they were involved in more than one type of social interaction in this community, for example if an individual was appointed to one of the key universities in this period, as well as involved in the sub-authorship network. From this, each social network map has been weighted based on the strength of that particular relationship. Co-location has been weighted by 0.5, because although geographic proximity may induce interaction between scholars, there is no guarantee. Sub-authorship and contributions to edited works are weighted by 2, and co-authorship is weighted by 4.

The knowledge network has been partially analysed through citations, as these represent the ideas that are shared between different authors and the place of a text in the wider context of the field (Leydesdorff and Amsterdamska, 1990; Newman, 2010; Siler, 2013). The citation network for this project has been coded manually, as texts are generally non-digitised books and articles – features that make the use of the Social Sciences Citation Index (SSCI) inappropriate here. This network is directed, indicating the one-way transfer of ideas, and is valued for the number of times in each text that the citation is made.

Supplementing the quantitative analysis of social and intellectual relationships is a qualitative component. The key texts in this community, as identified above, have been analysed using Lloyd’s (1995) framework, which classifies works of economic history based upon the author’s assumptions about how the economy operates (ontology) and the author’s methodology for gaining knowledge about the economy (epistemology). By analysing both qualitative and quantitative aspects, this methodology is able to link social and intellectual interactions with the ideas that emerge in the author’s texts.

**Preliminary results**

The data has been visualised with NetDraw. Although the community had some mobility between different locations, the co-location map shows that interactions were primarily between those in the same city. This includes those appointed to the Australian National University (ANU) (located in Canberra, and visualised as the large cluster on the right in figure 1), the University of Melbourne and Monash University (both located in Melbourne, and visualised as the cluster at the bottom of figure 1), or the University of Sydney and the University of New South Wales (both located in Sydney, and visualised as the cluster on the left of figure 1).

![Figure 1: Co-location, 1950–1970](image1)

Collaboration was less geographically determined, though there was still greater interaction between those working at the same site. All co-authors were those who also had co-location ties (see figure 2). Contributors to edited works were also generally those that were geographically proximate to the editors in this period (see figure 3). Sub-authorship was the least geographically determined social network, responsible for most of the interactions between those in different cities (see figure 4). Having said that, the sub-authorship network was still clustered around the main institutions, with the ANU group experiencing the greatest frequency of sub-authorship in this period. Figure 5 shows that when each of these measures are combined, social interactions between members of the community in this period broadly followed co-location trends.

![Figure 2: Co-authorship, 1950–1970](image2)

![Figure 3: Contributors to edited works, 1950-1970](image3)

Figure 6 shows the citation network for this community, with authors of those texts included in the citation analysis.
highlighted. There was a broad tendency for those that had strong interactions in the social network to have similar citation patterns. A good example of this is NG Butlin, WA Sinclair, N Cain and AR Hall, located together towards the centre of figure 6. In the social network, these individuals were part of the large ANU cluster, with co-location and collaboration interactions throughout this period. There is evidence to support the counterfactual as well: that a lack of social interactions with the core of the community led to distinctive citation patterns. BR Davidson and E Dunsdorfs are good examples here, located on the fringes of figure 6 below, and also with limited interaction in the social networks above. However, this is a loose relationship, with non-social factors such as choice of research topic and approach to the subject also converging citation patterns.

The networks above show that there was a range of social and intellectual interactions in Australia’s economic history field between 1950 and 1970, particularly structured around key institutions and prominent figures. This was accompanied by the development of a distinctive intellectual approach for the community. The orthodox approach to economic history in this period focussed on national income accounting, domestic determinants of growth, urbanisation, and the treatment of economic agents in an abstract and aggregate way. Core proponents of this approach had multidimensional interactions in the social network, mostly centred on NG Butlin and his colleagues at the ANU. A number of alternative approaches existed in smaller ‘pockets’ in the community, which were also structured by social interactions.

By combining the quantitative analysis of various social and intellectual relationships with the qualitative analysis of texts and ideas, this project links the social network and the knowledge network for Australia’s economic history community. Not only does this provide a pioneering attempt to combine SNA with the more traditional methods for intellectual history, it analyses the Australian economic history field in a dynamic and multi-dimensional way. Key results suggest an association between social interactions and the citation patterns adopted by members of the community in this period. Key social and intellectual relationships between members of the field also led to the development of a distinctive intellectual approach for this interdisciplinary field.
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1. Introduction

The basis of historical study or historical understanding consists of collecting historical materials (mainly literature materials such as old documents, old diaries, …), precise reading of the materials, and source criticism. In order to perform them, an identification of a personal name is one of important methods or works, and the researchers of history cannot avoid it. The personal name identification is not simple issue, because there is a diversity in the name representations in the materials. The main representing patterns of the diversity are the follows:

- Written real or original name
- Written first name only
- Written nickname, epithet, or alias
- Written omitted name
- Written role name
- Written using different characters
- Described Kao (which is a stylized signature or a mark.)

Examples of the representations of “伊集院忠棟 (Ijuin Tadamune)”, who is a senior statesman of “島津家 (Shimazu family)” and the relatives of the family and is in the 15th century in Japan, there are “伊集院” (which is his family name), “忠棟” (which is his first name), “幸侃” (which is a nick name, is often appeared in the old documents), “伊右衛門大夫” (which is a nick name), “伊右”, “右衛門”, “伊大夫” (which are his nick names called by familiar persons), “忠金” (which is his original name). Here is a difficult problem that the various represented names should be identified. In the above example, if you understand the various alternate names can be identified with “伊集院忠棟”, the problem is not hard. However, in practice, there are no persons (including researchers of the history) who know and understand all historical persons. For the solution of the problem, we consider that the results of personal name identifications which can be performed by researchers of history should be managed. Furthermore, in the search against historical materials, if the results can be available, the performance of the search can be surely improved compared to simply full-text search.

In the paper we introduce a management method of personal names and the alternate names of the persons and a search method using the managed names. In (Ho, 2015) and (Bol et al., 2015), personal names can be extracted and tagged automated against target documents based on China Biographical Database (CBCB; http://isites.harvard.edu/icb/icb.do?keyword=k16229) as a biographical dictionary. Unfortunately, there are no exhaustive the encyclopedias or dictionaries for the names of Japanese historical persons. Moreover, methods introduced in (Ho, 2015) and (Bol et al., 2015) can be performed better if you can treat a document which is a secondary source like a “地方志 (difangzhi)” in which almost personal names indicates its real name. Most of documents which we treated in the work is primary source and hardly have real names of the person.

2. Extraction of personal names and alternate names

At first, in order to collecting personal names, we used “上井覚兼日記 (Uwaikakken nikki)” which is a diary of Japanese medieval period (from 1574 until 1586) written by “上井覚兼 (Uwai kakken)” who is a senior statesman of “島津家” of Japan. For the historical study in Kyushu (which is a local area of Japan) or “島津家” in medieval period, the diary is one of important historical materials and Japanese national treasure. The text of the diary has been stored in “The Full-text Database of the Old Japanese Diaries” which has been published by Historiographical Institute, The University of Tokyo. In the text the number of characters is about 1.4 million (for 1777 days; note that there are days which he was not written in the diary). The format of the text is very simply, because the text is just plain text and does not have tags such as XML, TEI. The sample is as follows:

…一、此朝、入来院(重豊)殿太刀を、東郷(重尚)殿次に拳可有之由被申候、御老中よりハ、東郷・祁答院・入来之事ハ同家にて候間、東郷之次に者根殿(禰寝重長)太刀を可被召成之由、…
This is a part of the text in the diary of “天正2年8月1日” (which indicates A.D. 1574-08-17). There are three persons (“入来院 (Irikiin), “東郷 (Togo), “根占 (Nejime)”) in the part. If an alternate name against written name could be solved, the alternate name was added using parenthesis.

The representation can be understood by human (who can read and understand the sentence), but machine can not be solved if the machine doesn’t know or understand the pattern. Due to machine usable, we extracted a written name, an alternate name of the name and the date and we managed the result as a set. As shown in the example, a real name or well-known name is hardly written in the Japanese historical materials, and alternate name added by researcher what indicates real name in most cases. The added name can be used for personal name identification, because this is controlled by the researchers who added the alternate names, and the notation is consistent if the same person. We performed the identification method and could obtain a name pair of 520 sets. In the process of the method, a method of a personal name extraction was needed. We could extract personal names using Machine Learning method (which consists of an appearance patterns of the names and SVM (Support Vector Machine)). Figure 1 shows examples of the appearance pattern, which an expression of a sequence, an extraction pattern and an extracted result. We used SVM to judge whether the extracted results indicate personal name or not. The SVM results were fed back to the appearance patterns, and we performed the extraction based on appearance patterns and judgment with SVN again. The feedback was performed several time in the work.

Figure 1 Name extraction patterns

We prototyped text search system which supports alternate names using the above constructed personal pairs rather than simple text matching. In the search, for example you queries “忠棟”, then you can obtain the results including “忠棟” as a string, “伊集院忠棟” which is controlled name (well-known name or real name), and alternate names such as “幸侃”, “伊右衛門大夫”, “伊右”, “右衛門”, “伊大夫”, “忠金” (which are mentioned above).

3. Conclusion

Personal name extraction method which we introduced above is useful only target document is “上井覚兼日記 (Uwaikakken nikki)”. In order to extract more generalization, preparing a pattern suitable to each historical material is necessary. We constructed a database which can be stored the personal name pairs. Currently we also have been collecting personal names from other texts and databases, and storing it in the database. The data in the database indicates the results as an identification of personal name. The data can assist to identify personal names in a material which reading comprehension has been not yet done. We expect that the method can be useful to progress of the study of Japanese history.
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Introduction

This project is centrally concerned with using digital computation to analyze historical and comparative data of film credits in order to study the evolution of film production. Our hypothesis is that the elements of film production, as credited by the film itself, have a direct correlation with the historical and cultural background of film production. We want to identify the specific connection with each query, hence contributing to the understanding of the culture of film production in general.

In the introduction to The Production of Culture and the Cultures of Production, Paul du Gay points out that culture and economy are mutually constitutive in the present day. Not only are most of popular cultural products manufactured by organized industries, but the production activities themselves also manifest cultural values (Gay, 1997). Our project is theoretically oriented toward the latter, the cultures of production. Although relatively less studied
than the production of culture led by the theories of the Culture Industry (Horkheimer & Adorno, 1997), significant scholarship has been conducted to discern the cultural patterns of the film and television productions, such as John Thornton Caldwell’s book, *Production Culture: Industrial Reflexivity and Critical Practice in Film and Television* (Caldwell, 2008). The primary data Caldwell and other researchers used are trade publications, interviews, and field observations. Sharing the same theoretical inclination of Caldwell, our research breaks the methodological new ground by analyzing the most conspicuous records of film production—the credits shown on film itself.

Influenced by fiction publication and theater programs in earlier years, film crediting convention has evolved throughout the history of cinema. Today, it is typical for an American film to open with a title sequence and end with a longer rolling credit crawl. The end credits for big production blockbusters are relatively lengthy, featuring both above-the-line categories such as director, producer, and cast, and below-the-line categories such as production assistants, camera operators, electricians, special effects specialists, sound editors, etc. As records of film production, film credits contain a plethora of vital information, disclosing not only involved labor (personnel), and corporations (financiers, production companies, and distribution companies), but also procedures (e.g. special effects units and location shootings), and technologies (e.g. Panavision cameras and Chapman camera cranes).

The scholarly attention to film credits has steadily increased in recent years. Many focus on the credits’ aesthetic and philosophical values (de Mourguès, 1993; Moineran, 2009; Tylski, 2009). Some use film credits as an evidence to study the Hollywood star system and labor hierarchy (Clark, 1995; Chisholm, 2000; Carman, 2008). Will Straw’s article “Letter of Introduction: Film Credits and Cityscapes” represents a significant contribution by linking the design of the title credit sequence to the socio-historical condition of film viewing – the development of city life after World War II (Straw, 2010). Two recent dissertations also offer interesting insights (Allison, 2001; Crawford, 2013). Allison’s research is statistical in nature but only confined to opening title sequences. Crawford’s dissertation presents multiple perspectives (aesthetic, legal, and industrial), convincingly justifying the importance of film credits.

This project focuses on actually accessing and analyzing film credits to generate insights into the evolution of film production. More specifically, we propose to employ large-scale computation to perform comparative analysis on film credits. Digital computation is necessary to carry the study of film credits to another level since physically examining the credits even for one film is a daunting task. The final crawl of *Dark Knight* (2008), for example, runs for 7.5 minutes and contains hundreds of names and entities. The listed order and naming of some categories also differ from film to film. Besides increasing efficiency by substituting for human labor, digital computation also invites a large quantity of research subjects. These methods will potentially discover patterns across an extended period of time as well as across national and genre boundaries. We are confident that the potential of film credits as written records will be fully tapped with the aid of digital computation, and our research project will represent a major contribution to film studies.

Our project is mapped into two stages. For the first stage, we will pull available digital records of American films on the Internet to perform some statistical analysis. The second stage will see the expansion of selected works from American films to Chinese films. The Chinese film industry is chosen because of its dramatic development trajectory in the last 30 years. The industry was resuscitated in the 1980s from its near death in the Cultural Revolution (1966–1976) (zero output for three years), and only found itself slipping into financial crises throughout the 1990s in its attempt to balance political and commercial imperatives. Just when the industry was on the brink of collapse at the dawn of the new millennium, it picked itself up with full-scale capitalization while still maintaining substantial degree of governmental control. Charting an extraordinary growth curve to the present day, the Chinese film market has become the second largest in the world since 2012, and is on track to overtake the United States in 2017 or 2018 if the current growing pattern sustains. Tracing the information listed as credits over time and comparing to that of Hollywood will demonstrate the trajectory of both local changes and external influences in the development of Chinese commercial cinema. Because the digital records of Chinese film credits are not as readily available as their American counterparts, we will employ video-capture as well as optical character recognition technology to establish source data sets.

**Preliminary Findings**

In this conference paper we will present some of our preliminary findings from the first stage. We have developed a software tool to aggregate and analyze records from International Movie Database (IMDB) for analysis. The application is implemented in Java and can parse IMDB records, extract named entities, conduct statistical and association analysis. One of our queries is the number of people listed under major credit categories as documented by the IMDB. We selected 20,690 titles since 1900 with at least one director and at least 10 cast members (actors and actresses). The average number of crew per film over years is shown in Table-1. For 1900 to 2010, the film statistics are aggregated every 10 years. For example, “1900 to 1910” refers to films released between Jan. 01, 1900 and Jan. 01, 1910. Figure 1 shows the growth of cinematographer, composer, costume-designer, director, editor, miscellaneous workers, producer, production-designer, and writer categories. And Figure 2 shows growth in the number of actors and actresses.
Figure 1 Average number of crews excluding actors and actress per film from 1900 to 2015

From Figure 1, we can see the dramatic increase in the number of credited producers and miscellaneous workers (below-the-line film crew) over time. After years of steady increase, the number of producers took off around 1975, the same year that saw the release of modern blockbuster prototype *Jaws*. Our findings put a direct link between the spreading of the blockbuster business model and the number of producers on board. The miscellaneous worker category displays an even steeper rise. Interestingly, the time of dramatic increase coincides with that of producers – around 1975, but its down size in the early 1990s has no parallels. This graph pinpoints key historical moments for further investigation in the area of union activities, film labor division and representation. Finally from Figure 2 we can see that the gap between male and female cast has remained steady over a century. The biggest gap, however, does not appear in recent years when superhero films reign at the box office – probably thanks to an increased awareness of gender equality – but in the period of 1925 to 1945. Our findings invite further scrutiny into the pre-Paramount Decree (1948) years to study gender dynamics in Hollywood. From this perspective, the conventionally-defined golden age of Hollywood studio era (1927–1960) (Bordwell et al., 1985) may not be as seamlessly continuous as once conceived.

Table 1 Average number of crew per film from 1900 to 2015
Summary

In summary, these preliminary findings illustrate the mechanism of using computation to analyze the credits of a large number of films across historical periods. The inquiries described above all fall into the category of the “personnel.” There are three other categories for future considerations: companies, procedures, and technologies. We believe that the computation-aided study of film credits will detect patterns or gaps, which will serve as important clues and evidences to analyze the cultural dynamics of film production.
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In his insightful book The Language of the Third Reich, Jewish linguist Victor Klemperer pointed out, “One tends to understand Schiller’s distich on a ‘cultivated language which writes and thinks for you’ in purely aesthetic and, as it were, harmless terms [...] But language does not simply write and think for me, it also increasingly dictates my feelings and governs my entire spiritual being the more unquestioningly and unconsciously I abandon myself to it.” Thus he observed and detailed the language change during and after the rise of Hitler and Nazism, kept an invaluable record for study of the impact of language on the mind.

Klemperer was by no means the only scholar who was alert to the influence of language. In Chinese context, when May Fourth intellectuals followed the flow of turning the classical Chinese into something more colloquial in late Qing period and advocated a new literature/cultural movement, which was at its heart a language revolution, the idea under the action was that one cannot separate the language habits from the operation of mind. They started the vernacular movement in magazines like the New Youth, and hoped by modernizing language, they would empower the mind of the nation, modernize the culture, and eventually really modernize China, a task that 1911 revolution apparently did not fully succeed. The language revolution in early Republic was closely studied by many scholars. Our team also contributed by bringing in digital humanity methods, finding effective ways to tell the classical Chinese from modern Chinese by com-
puter. It was when we analyzed the data of *The New Youth Magazine* that we noticed something rarely discussed by modern scholars: the language changed significantly in Volume 8 of the magazine, published on the eve of the rise of Chinese Communist Party.

According to our study, by the end of Volume 7 (published in 1920), modern vernacular Chinese had almost completely replaced classical Chinese as the main written language. However, the language of Volume 8 seems to be a new breed, deeply influenced by the translation of Soviet language and full of political jargons. It seems that right after success of language revolution, *The New Youth Magazine* immediately change the language again and promote a new kind of “revolutionary language” to advocate the Communism before the Chinese Communist Party was founded. Was there someone like Klemperer to observe the language change before the political turmoil? It called for further study. What we are doing here is to analyze the language turn in the late period of *The New Youth Magazine*. For comparison, we draw in two other materials. First, the editorials of *United Daily News* from 1951 to 1960, inherited the May Forth legacy and published in Taiwan before Taiwanese Modernist movement in 60s and Indigenized movement in 80s changing the written language violently. Second, the essays from the Chinese Communist Party’s *People’s Daily* from 1971 to 1989, published in mainland China before the Chinese economic reform.

There are two types of data: one is structured data (with a high degree of organization) and the other is unstructured data. Most of the textual data are unstructured and quantifying them often requires certain knowledge about the application domain. We need to create a relational structure for the textual data before plugging classification methods. In particular, we use the notion of Exploratory Data Analysis (or EDA, proposed by famous statistician J.W. Tukey in 1977) to evaluate potential variables which can differentiate the language styles of Volume 7 and Volumes 8~11 in *New Youth Magazine*. According to our previous study of writing style for Volumes 1~7, we found that the number of words, the number of different words (or vocabularies) and their distribution, in addition to function words in classical and modern Chinese, can be used to distinguish Chinese writing styles. We also include species diversity indices, such as Simpson index and entropy (or Shannon index).

Since there are more than 30 variables, we also consider data reduction methods, such as principle component analysis, to include fewer variables. Then, we apply classification methods (logistic regression) to judge the style of an article is close to Volume 7 or Volumes 8~11. Also, to avoid over parameterization (i.e., using too many unnecessary variables), we use cross validation to check whether the model is stable. The regression model is first built based on training data and then applied to the testing data. The fitting accuracies of training data and testing data are recorded separately, and these two numbers of accuracy should be close if the model is stable. For every simulation run, we randomly separate the training data and testing data into proportions of 90% and 10%, respectively. Based on 100 simulation runs, the regression model is fairly stable since it has very similar fitting accuracy (and small standard errors) for training and testing data.

Next step, we apply the constructed regression model to the articles from two newspapers, *United Daily News* and *People’s Daily*. Both newspapers have about 500 articles and Table 1 shows their classification results. The *United Daily News* is published in Taiwan and the Soviet Union should have little influence on this newspapers. As expected, only 10% articles are classified to the group of “Revolutionary Language.” On the other hand, more than 50% of articles from *People’s Daily* are classified to “Revolutionary Language.” This matches to our anticipation, since the articles from *People’s Daily* are published in 1971~1989, in which period China had close link with the Soviet Union.

<table>
<thead>
<tr>
<th>No. of Article</th>
<th>Classified to “Revolutionary Language”</th>
<th>No. of Article</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>United Daily News</td>
<td>550</td>
<td>57</td>
<td>10.36%</td>
</tr>
<tr>
<td>People’s Daily</td>
<td>534</td>
<td>308</td>
<td>58.68%</td>
</tr>
</tbody>
</table>

Table 1. Classifications of United Daily News and People’s Daily

Similar to the cross-validation for the articles from the *New Youth magazine*, we can fit the regression model to the articles from two newspapers year by year. Figure 1 shows the yearly classification results. It seems that the results of *United Daily News* are fairly stable and the yearly results lie around the average (red dotted line). The fitting results of *People’s Daily* somehow show an inconsistence pattern. The average proportion of “Revolutionary Language” is 76.3% for the articles in 1971~1977 and is 39.2% in 1978~1989 (the overall average is the red dotted line).

![Figure 1. Yearly Classifications of United Daily News and People’s Daily](Image)
The yearly classification results of People’s Daily are interesting and very encouraging. The first stage of China’s reform and opening is between 1978~1989, under the formal leader Deng Xiaoping. China started to open to the outside world gradually since 1978, and it also triggers the economic blooming of China at the end of 20th century. Figure 1 suggests a similar story. The proportion of “Revolutionary Language” (under the influence of Soviet Union) articles is larger before 1978 and has a radical change ever since 1978 until 1989, coincide with the years of reform and opening in modern China.

2015 marks the 100th anniversary of The New Youth Magazine. By employing the digital humanity methods and focusing on the language change of the latest few volumes that so far rarely discussed by scholars, we hope to make some new contribution to the study of both The New Youth Magazine and the writing style of modern Chinese language. Our study shows that the styles of articles from United Daily News are close to that of Volume 7 in New Youth Magazine, while those from People’s Daily have about equal probability for being classified to Volume 7 or to Volumes 8~11. This implies that the Chinese writing styles of Taiwan and mainland China are different and the writing style of mainland China is likely to be influenced by the Soviet language.

Also, the change of “Revolutionary Language” in 1978 seems to indicate a new possible writing style. Judging from the proportion of “Revolutionary Language,” those of 1978~1989 lie between “Revolutionary Language” and United Daily News, and it seems that the writing style of China turned into a new direction in 1978~1989 (namely, Reform China). Figure 2 shows the predicted results (after kernel smoothing) of all articles, with a value near 1 indicating style closer to “Revolutionary Language” and vice versa. If we treat United Daily News and 1971~1977 People’s Daily as two extremes, then 1978~1989 People’s Daily is somewhat in between (or a mixture of) these two extremes. It would be interesting to explore the writing style in China since 1978. For example, we can further compare the writing styles of China according to the following three periods, 1978~1989 (first stage), 1989~2002 (economic blooming), and 2002~today (modern China).
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Reşat Nuri Güntekin is one of the most important authors in Turkish literature, who gave a direction to the Turkish literature with his many novels and essays. He also conducted significant bureaucratic tasks in the early years of the Turkish Republic. He left substantive materials which have historical and literary value, considering his lifetime. The letters he wrote to his wife give us important information about this period. In addition, these letters are also of capital significance in terms of their evincing the historical events and social life of early period of Turkish Republic through the eyes of an author and statesman. The letters also constitute alternative historical as well as official information resources.

The letters began to be written to his wife, Hadiye in 1927. Although 62 letters were written with their dates affixed, there are 22 letters without dates. The letters were written in Ottoman Turkish. They were transcribed into the Latin characters and published. In order to discover the relationships between events and people in the text, we visualize the letters by using social network analysis and content analysis methods.

Social network analysis method is used to visualize the connections between communities whose existing connections are not easy to be perceived and modelled, through describing the network structures. Social network analyses are important in terms of visualizing the complexity in a simpler way. The fact that the letters Reşat Nuri Güntekin sent to his wife were from different cities and about important people of the period makes them suitable for a social network analysis. With the social networks obtained from the archive of letters, the closeness between the historical figures and the indirect effects to each other can be detected and the historical inferences can be made by examining these connections.

Content analysis method is the process of summarizing the content of the written information and the messages contained in them. This method has been used frequently in social sciences and typically preferred for the analysis of written texts such as books, letters, newspapers etc.

Primarily the descriptive statistics about the content of the letters are presented and then the findings from the content analysis on the messages are revealed. In this paper, the big picture and the details are explained through social network analysis method and the connections and relationships which are indirect, are made apparent.

Relationship between people and the citations etc. are mostly suggested clearly in social network analysis studies. However the relationship between the people in the mentioned letters is not clear. Therefore it is determined in the study based on the proximity and frequency of the names in the text. Proximity-based method is based on the names similar to each other in the letters. Within the scope of the study, CiteSpace software was used for visualization.
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This poster showcases a digital teaching application that approaches the study of language and literary texts from a social semiotic perspective and represents an innovative pedagogical model for world language and literature classes. The Golden Age Literature Glossary Online, known by the acronym GALGO, consists of an online glossary of select keywords, from canonical texts of Golden Age Spanish literature, whose multiple connotations illuminate important linguistic and social concepts of the 16th and 17th centuries. GALGO incorporates British cultural historian Raymond Williams’ methodology in his Keywords: A Vocabulary of Culture and Society: namely, identifying problem-laden words or “keywords,” charting their distinct usages across texts, and reflecting critically on clusters of associated words. Implicit in Williams’ keyword analysis is a social semiotic theory of language that takes as its starting point the observation that meanings “are created by the social system and are exchanged by the members in the form of text” (Halliday, 1978, p.141) and find in literary texts their fullest creative expression (Lotman, 1990). Contextualizing poetic language in its particular space-time, therefore, reveals the linguistic codes derived from the culture in which the work has been produced.
GALGO seeks to instantiate the theoretical construction that embeds the semantic configurations of a literary text simultaneously in the cultural environment, the linguistic system, and the social system. The computer is an ideal semiotic machine to expose these multiple interwoven strands of meaning at once. Applying the structure of M.A.K. Halliday’s theoretical model in *Language as social semiotic*, GALGO’s interpretive apparatus allows the user to identify the field of discourse or social function of each instance of a specific keyword and determine its distributional profile\(^1\) (DP) with respect to underlying semantic relationships. The platform is capable of presenting a list of clusters, word groupings based on semiotic affinity, along with their fuller contexts in the works. Simultaneously, within the cluster analysis, GALGO also prompts an interpretation of the tenor of discourse, highlighting sociological variables connected to class status, gender role and racial category that refine the text’s meaning from an interpersonal perspective.

We envision the architecture of the platform to not only be suitable for our corpus of 16th and 17th century Spanish works, but rather potentially abstracted in such a way that any set of words could be glossed from any collection of works. GALGO offers students the opportunity to explore a wide variety of views and re-combinations of words and definitions in order to engage more effectively with primary sources that are written in a language, discipline, or time period that is “foreign” to an undergraduate. In this, its third prototype, GALGO suggests untapped potential for computer-assisted textual analysis and would now benefit from additional critical feedback offered by the larger digital humanities community.

Participants will have the chance to engage with the platform during the poster session and share their feedback and experiences with the authors:

- How user-friendly is GALGO’s interface?
- How successful is GALGO in performing its intended tasks (cultural semiotic analysis, sociolinguistic research, student engagement in reading)?
- How can GALGO be improved?
- How do others engage students with new media methods?
- How suitable is GALGO for texts from other disciplines?
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**Notes**

\(^1\) According to the Distributional Hypothesis, the distributional profile (DP) of a word is determined by the strength of association of the word with co-occurring words in the text (Rubenstein & Goodenough, 1965, Schütze, 1992)
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**Starting Point**

The project objective of Digitizing Early Farming Cultures (DEFC) is the standardization and integration of research data from sites and finds from the Neolithic and Copper Age (7000–3000 BC) located in Greece and Western Anatolia. These datasets are based on digital and analog resources of research projects of the research group Anatolian Aegean Prehistoric Phenomena (AAPP) at the Institute for Oriental and European Archaeology (OREA) of the Austrian Academy of Sciences.

Greece and Western Anatolia are two neighbouring and archaeologically closely related regions. They are, however, usually studied in isolation from each other.
and have therefore developed different terminologies and chronologies. Direct results of this de facto separation are not only huge amounts of fragmented research data but also several different models and standards for ordering and describing more or less the same kind of data. To pose and answer archaeological research questions concerning the whole territory, the information must be harmonized.

The aim of the DEFC project is now to harmonize the existing data, to digitize analog resources and make metadata available to facilitate access and reuse this data. To achieve those goals an archaeological data management system is needed.

Data model and Application

The particular requirements to the data model are to reflect the high granularity of the archaeological data structure which correlates on different levels to the excavation process workflow, geographical location, chronological periodization and at the same time to keep the complex relationships between the data objects. After an evaluation of already existing solutions for managing (archaeological) data (e.g. Microsoft Access, Arches Project) it turned out that those were not comprehensive enough for modeling and capturing the very heterogeneous datasets the DEFC project is confronted with. Therefore the development of a more customizable application to collect, standardize, analyze and visualize archaeological data was necessary.

Each of those classes is defined through several properties, most of them linked to a carefully curated set of controlled vocabulary. The DEFC-App is based on the Python web framework Django. As one of the application’s design principles is to keep things as simple as possible, the application tries to leverage Django’s built-in generic functionality as far as possible. The application’s web interface is based on Bootstrap. Client-side scripting, which is needed for a better user guidance and enabling a more responsive data querying and presentation, is implemented with JavaScript, jQuery, Tablesorter and Leaflet.
Development and Upcoming tasks

The project aims to integrate open access resources by using Web APIs and Linked Data practices. At the time being Geonames referencing is implemented for the archaeological locations and provided via a user interface. Hence the fetched Geonames IDs are stored within the database to later be linked to the Pelagios project.

The bibliographic data formerly stored in proprietary formats MS-Access and AskSam was imported to a Zotero library and linked to the DEFC-Database so that every reference record in DEFC redirects to a Zotero library record, where the entire bibliography can also be explored.

To make the published data available ‘open access’ for further reuse in research, a REST-API (Django REST framework) was implemented along with the web user interface for querying and exporting data.

The outlook of the project is to turn the data into Linked Open Data and make it available via a SPARQL endpoint. Moreover, the thesaurus consisting of hierarchically structured archaeological data units (respectively the aforementioned controlled vocabulary) has been partially mapped to the CIDOC CRM ontology and will later be mapped to the SKOS schema. This will, overall, enhance the quality of the RDF data in the future.

Conclusion

The development of the DEFC-App and its underlying data model could be understood as a very common use case in the broad field of digital humanities as it involves a tight cooperation between archaeologists, data analysts and developers.
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Students and researchers are used to study on books and printed articles, underlining and taking notes on the text itself in the meantime.

Pundit (http://thepund.it/) allows to perform the same actions on any web page, being it an online magazine, a blog or a digital library. In fact, Pundit (Morbidoni et al., 2015) is an open source suite of applications that allows users to build semantic annotations with different levels of expressivity on web pages, collaborating in the meantime with others. The knowledge base created by annotations can be reused inside the Pundit applications or by external third party projects.

Pundit implements a client-server architecture and is made up of several components which interact with each other, but, if needed, are able to work independently:
- **Pundit Annotator**: a simple and lightweight annotator tool that allows to highlight and comment text in web pages with ease. This tool is intended for general users, students and journalists.

- **Pundit Annotator Pro**: an advanced tool for web annotation that allows to create semantic annotations (built by one or more triples) using text fragments, web pages, Cultural Heritage Objects or Linked Data entities. This tool is intended for scholars and researchers.

- **Pundit Annotations Manager**: the Annotation Manager is a web application that allows users to review and manage their annotations as well as to export them in different formats.

- **Pundit Server**: it is where all annotations are stored in a graph format. The data model of annotations is an extension of the Web Annotation Data Model standard (http://www.w3.org/TR/2014/WD-annotation-model-20141211/), defined by the Web Annotation Working Group of W3C.

By using Pundit, users contribute to create a new knowledge layer on top of web pages, thus enriching the web of data.

Thanks to the possibility of sharing public annotations, adding comments to or evaluating existing annotations, Pundit can be portrayed as a collaborative platform, allowing the users to cooperate and share their results with workgroups, thus enabling revisions and a form of peer reviewing. Saved annotations are collected in notebooks that can be made public or private.

Users are able to visualize and manage their annotations in the so-called ‘Annotations Manager’. Besides browsing their notebooks and performing advanced research, there users can export their collected data in various standard formats. In this way, it is possible to save copies of collected data, to be potentially exported in different systems, compliant with the Web Annotation standard.

The Annotation Server implements a set of REST APIs, which allow to expose public resources through content negotiation. The knowledge base can be integrated in third party projects such as Digital Libraries and be used to build advanced research systems or advanced semantic data visualizations.

The first version of Pundit was developed from 2010 within the EU Semlib project (http://cordis.europa.eu/result/rcn/57391_en.html). Then in 2012 the development continued in the context of the EU DM2E project (http://dm2e.eu/). In 2014 the StoM project (http://www.stom-project.eu) started with the aim of bringing Pundit in the market as a software-as-a-service platform. Specific features of Pundit are also under development within EU Europeana Sounds (http://www.europeanasounds.eu/) project.

Pundit is used for semantic annotations in research projects such as the ERC AdG LOOKINGATWORDS (http://cordis.europa.eu/project/rcn/102545_en.html) and ERC AdG EUROCORR (http://www.burckhardtsource.org) funded projects. In both applications it is used by teams of researchers to semantically enrich the corpus of text of their digital library.
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1 In particular, we integrated Pundit with Muruca, the open source Digital Library Framework developed by Net7 (http://muruca.org/en/).
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In this poster we illustrate the impact of digital technology applications in the field of the contemporary museum and cultural heritage practice using data from workshops held at the 3D laboratory in Trondheim, Norway as well as in the Digital Curation Unit, ATHENA R.C. in Athens, Greece.

Significant transformations have taken place in the field of digital heritage due to the large extent of digitization of cultural heritage collections, the development of gaming and the application of more interactive use of cultural information on the Web. Going digital in the cultural heritage sector has created another space of interaction for users who seem to be increasingly involved in this digital landscape. Apart from that, digital applications have wore different disguises employed in different kinds of devices used effectively in the GLAM sector. Whether this wide adoption of technology suggests the wider engagement of the public with cultural heritage awaits interpretations.

Does a digital visit realize itself differently in an immersive cultural landscape where the person visiting a site or an exhibition is active in seeking knowledge? Does this innovation really transforms the relation between user and cultural object? These are some of the main questions the project ARK4 has been dealing with since 2014. Experimenting with content, appearance and user design, our aim was to create a new virtual space of dialogue between the person asking the question and the organisation holding the answer and to explore different methods of technology in disseminating knowledge from the past to a young audience. To this purpose, we have experimented with different kinds of content from botany to archaeology and with different types of technology applications, from digital games on touch screens to online questionnaires. By following user centric methods, this varied interplay of content, digital applications and audience has presented interesting findings in terms of user satisfaction, evaluation of the content and the digital means.

As the project enters its second phase, it also aims to create engagement and educational activities in the immediate community in order to engage school-children, university students and local enterprises in the seek of knowledge of the past. Each individual can be allowed in the frame of our project to deliver their own experiential perception on the story/game he/she chooses to interact with according to their own individualized level of pre-understanding and motivation. That is the visitor’s background, nationality and identity may influence and vary the outcome of the experience to be expected. Thus the visit becomes a complex process of interpretation and our inquiry might add a new dimension to the debate of creating a dialogue between European shared memory institutions and the individual visitor which can then manifest itself in experiencing diversity. Using the interaction between the participants and the objects as an observation field one allows the outcome to be varied and justified by the visitors’ personal intention. Our poster will present findings of three workshops organized in collaboration with museums and schools in Norway and Greece between 2014 and 2015. In our study we analyze data on how school children interact, work and learn in the context of educational workshops, through observation, discussions, and direct surveys, interviews of the students, system log-files and performance tests. Focusing on archaeological context, the project ARK4 in its new phase will further explore user interactivity with digital technologies and gaming. The broader impact of the study contributes to the discussions on issues pertaining to educational activities from the users’ perspective.
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Established in 1568 to crush a rebellion triggered by religious strife, which through the years turned into a conflict of empires, the Spanish Army of Flanders rose to the challenge, becoming Europe’s largest standing army since Roman times. An army in which troops from all corners of the Spanish empire (and beyond) were called to serve, from Portugal to the Balkans, from Scotland to Sicily. Between 1568 and 1713 – when the Treaty of Münster put an end to the existence of the Spanish Netherlands – more than forty infantry regiments, dozens of companies
of light cavalry, several thousands of gentlemen adventurers, sailors, artillerymen, administrators, ecclesiastics and architects from all corners of Spanish Italy ‘passed to Flanders’ (as the saying went) to help restore the authority of their king. And that without mentioning the numerous unaccounted-for women and children that followed them.

In the course of a century and a half of almost uninterrupted conflicts, the Italian military ‘nation’ of the Army of Flanders existed as a protean, complex and extended network, created through a largely unplanned and spontaneous process of social and cultural sedimentation by wave after wave of soldiers and officers that spent an important part of their active lives in the Low Countries. Still, owing the heavy historiographical stigma that accompanied for a long time the memory of ‘Spanish Italy’, the Italian military ‘nation’ in the Army of Flanders has gradually slipped into oblivion, and is nowadays largely forgotten.

ITAF (Italian Troops of the Army of Flanders), is an application tailored to ‘rewire’ the tangled web of military and social hierarchies which sustained the life of the Italian military ‘nation’ in the Low Countries through the effective integration of data extracted from a variety of archival and bibliographic sources. I intend to present at DH Krakow 2016 the trial version of this application/database, with which I am conducting a pilot study on the history of the longest-lived Italian infantry terzo (the Italianization of the Spanish word tercio) of the Army of Flanders – a unit that served the Spanish monarchy in the Low Countries from 1597 to 1713. The final version of this application is meant to be applied to the study of the entire Italian ‘nation’, and, with a few adaptations, its use could be extended to that of each of the other ‘nations’ (Spanish, Walloon, British, German etc.) of the Army of Flanders – or to the Army as a whole. ITAF is developed open source and relies on a NoSQL Database for data management.
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This poster explores the application of laser scanning and photogrammetric recording methods to archaeological ceramics excavated from a former pottery factory in Lincoln, Nebraska, USA. As 3D modeling methods continue to become more user-friendly and affordable, they offer an attractive alternative for artifact documentation, analysis and sharing of data, compared to the traditional methods of photography and profile drawings. Several studies have utilized 3D scanning for accurate data acquisition, including 2D profiling, and the calculation of attributes that are harder to measure by traditional means, e.g. volume, surface area, and symmetry. Furthermore, the 3D models can become part of digital publications and form the basis for the creation of new digital resources.

Here we are presenting 3D models created with two different methods: laser scanning and photogrammetry. We used a Next Engine 3D laser scanner, a portable scanner, suitable for small to medium-sized artifacts. The scanner generates 3D point clouds and also records texture. The texture is not high resolution, so it is not as sharp as high quality digital photographs. Multiple views are needed to create a complete model. The model requires editing (trimming, aligning, fusing) and, depending on the complexity of the object, it can take from one to two hours for a complete edited model. The 3D laser scanner models are very accurate; they include any surface lines, indentations, breaks, imperfections, etc. We also use photogrammetry in order to improve upon texture and to compare the accuracy of the photogrammetric models with the 3D laser scanner models. All photographs are taken with a Nikon D3300 DSLR camera. Agisoft Photoscan Pro is used for the alignment, dense cloud, mesh, and texture for each model. Additional trimming and modifications are completed with CloudCompare (an open source 3D point cloud processing software). The combination of both methods allows for precise replication and creation of high resolution models. It also facilitates multiple types of analysis.

The case study is the Lincoln Pottery Works (LPW), in Lincoln, NE, USA, which operated from 1880 until around 1903. The inventory of the LPW centered on utilitarian,
domestic wares. It produced crocks, jugs, bowls, jars, lids, flower pots, planters, architectural terra cotta and other types of ceramics. Ceramic technology developed rapidly during this period to include semi-mechanized means of forming pots, known as “jigging” or “jollying,” which allowed for mass production of vessels. LPW also exhibits the latest innovations in nineteenth-century kiln design in the form of downdraft kilns. When the LPW was founded, Lincoln was a prosperous and rapidly growing city with a population of c. 13,000 in 1880 which had increased to 55,000 in 1890 (Bleed and Schoen, 1990: 34). After the factory closed, most of the property became part of a housing development. The site was excavated by Peter Bleed in 1986-1987, and the results were published in 1993. The LPW collections are currently in the Nebraska State Historical Society.

This is a pilot project and a work in progress. The digital recording of representative types of LPW ceramics through 3D interactive models is the first step in the creation of an online exhibit and digital resource. Currently, we are documenting the most common types of ceramics produced by LPW. The LPW collection is extremely large. For example, the estimated number of bowls is 5,633 vessels and represent 38.45% of the assemblage. Thus, our goal is to document a representative sample of the collection, we do not plan to document the collection fully. Once the pilot phase is completed, we will make the 3D models, along with other content, available on a website (in collaboration with the Nebraska State Historical Society).

The digitization project will facilitate different kinds of analysis that build on the original publication of the results; for example, the distribution of LPW products in other Midwestern states (the records of the business have not been preserved), socioeconomic aspects, food ways, a gendered perspective, etc. The first step, however, is to create a digital resource that will draw attention to this collection and engage other researchers and the public. By utilizing the latest technology to create and present accurate models of LPW representative products, we hope to bring wider attention to this important assemblage, which is an integral part of the history of nineteenth century Nebraska and the industrial archaeology of the Great Plains region.
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**Introduction**

This paper focuses on the extraction of German and Austrian place names in historical texts. It is part of a cooperation between the Berlin-Brandenburg and the Austrian Academies of Sciences. The latter is the holder of the text basis for this investigation, the digitized version of the satirical literary magazine "Die Fackel" ("The Torch"). It has been originally published and almost entirely written by the satirist and language critic Karl Kraus in Vienna from 1899 until 1936, and contains a considerable variety of toponyms (Biber, 2001).

**Gazetteers and lists**

Toponym resolution often relies on named-entity recognition and artificial intelligence (Leidner and Lieberman, 2011). However, knowledge-based methods using fine-grained data – for example from Wikipedia – have already been used with encouraging results (Hu et al., 2014). During the 20th century there have been significant political changes in Central Europe that have severely affected toponyms, so that geographical databases lack coverage and detail. Consequently, the database we develop follows from a combination of approaches: gazetteers are curated in a supervised way to account for historical differences, and current geographical information is used as a fallback.

First, a cascade of filters is used: (1) current and historical states (e.g. Austria-Hungary); (2) regions, important subparts of states, and regional landscapes (e.g. Swabia); (3) populated places; (4) geographical features (e.g. valleys). Wikipedia’s API is used to navigate in categories and to retrieve coordinates, which are completed by hand for states and regions. Second, current information is also compiled from the Geonames database: data for European countries are retrieved and preprocessed (variants and place types).

In order to exclude common and proper nouns, the German version of the Wiktionary serves as a reference, and registers of frequent surnames and family names, as well as well-known persons (especially writers) are built using Wikipedia and Wikidata.
Extraction

The texts were digitized, manually corrected as well as manually annotated with respect to the names of persons and institutions, so that most proper nouns which are not place names can be excluded from the study.

The tokenized files of works to be analyzed (Jurish and Würzner, 2013) are filtered and matched with the database by finite-state automata: toponyms are extracted using a sliding window (for multi-word names up to three components). Disambiguation being a critical component (Leetaru, 2012), an algorithm similar to Pouliquen et al. (2006), who demonstrated that an acceptable precision can be reached that way, guesses the most probable entry based on distance to Vienna (Sinnott, 1984), contextual information (closest-country, last names resolved), and importance (place type, population count).

Visualization

The results are projected on a map of Europe with boundaries of 1914 using TileMill. They are customized with CartoCSS: multiple trial-and-error iterations are performed concerning both data quality and graphical output. The two experimental maps belowground on the same data, they result from different settings.

Discussion

Potential conceptual caveats include previous times as well as fictitious places, especially names which can refer to mythological and actual places of Ancient Greece or Rome. Practical caveats are for instance false localizations due to disambiguation errors (e.g. Brünn/Brno on map 2). We plan to bypass the disambiguation for a hand-picked list of places. As big data is an entanglement of implicit theoretical assumptions (Crawford et al., 2014), the difference between a mere data collection project and a digital humanities study resides precisely in the number and diversity of filters used. The code and listings produced for this study are available online. We plan to integrate corpora of greater variety and scope and to include more specific metadata in order to design versatile visualizations.

Conclusion

A map is a discrimination, a marking of difference (Wulfman, 2014): our maps highlight the linguistic and cultural ties of Kraus and his contemporaries with Bohemia and Northern Italy, where there are more numerous toponyms to be found than in Hungary. Beyond that, "Die Fackel" is (at least) a European phenomenon; Kraus’ vision of Europe is more inclined towards cultural centers (Prague, Munich, Paris, Berlin).

It is our hope that visualization studies based upon mixed methods contribute to a greater awareness of the potential of digital heritage as well as literary studies in the digital age. Although the maps seem immediately interpretable, they are not an objective result but a construct (Juvan, 2015), the result of a filtering. The "human" interventions on the map as well as the technical competence to do so replace this study in the hermeneutic circle of the philological tradition.
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In this paper, we demonstrate a named entity extraction method for digitized ancient Mongolian documents by using features of traditional Mongolian script. In the field of humanities, getting knowledge by analyzing various historical documents is an important task. There are increasing demands from Mongolian humanities researchers to perform text analysis at massive scale with prompt and accurate results. A few ancient Mongolian historical manuscripts including 1) the “Qad-un ündüsün-ü quriyangyui altan tobči neretü sudur (The Altan Tobchi or the Golden Summary: Short history of the Origins of the Khans)” a.k.a “Little” Altan Tobchi, and 2) the “Asaracip neretü-yin teüke or Asragch nėrtiin tüükh (The Story of Asragch)”, which were written in traditional Mongolian script have been converted to digital texts and made publicly available through the traditional Mongolian script digital library (TMSDL) (Batjargal et al., 2013). Figure 1 shows a page of the “Little” Altan Tobchi in the TMSDL. The demands from Mongolian humanities researchers, as well as the lessons learned from the TMSDL have encouraged us to conduct further research in developing a new method for extracting named entities from ancient Mongolian historical documents. However, there has been little research on text mining or named entity extraction for Mongolian language and none of the research has considered text mining on ancient Mongolian historical documents due to the lack of research in those areas. Thus, we want to propose a named entity extraction method for ancient historical documents in traditional Mongolian script by employing machine learning techniques for aiming to reduce the labor-intensive analysis on historical text.

Figure 1. Screenshot of the TMSDL

In the proposed approach, an ancient Mongolian corpus gets tokenized, each token gets annotated and gold standard annotations are prepared for inputting into computer system for learning. The proposed method learns the extraction rules of personal names and place names from annotated training corpora, and then extracts named entities from ancient Mongolian texts by employing machine learning techniques (Batjargal et al., 2015).

We use the IOB2 (Ramshaw and Marcus, 1995) format for tagging tokens. Because of some unique features of

---

**Notes**

2. Thanks to Kay-Michael Würzner (BBAW) for his extraction script.
5. https://github.com/adbar/toponyms
traditional Mongolian script, we also use “Start/End” (SE) chunk tag set (Asahara and Matsumoto, 2003). “S” tag is attached to the first character of each word including the named entities and “E” tag to the last character. Thus, each token will include the 1) IOB2 tag and 2) SE tag.

We also consider the following features of traditional Mongolian script for differentiating personal names and place names.

- **Information of the preceding and following tokens:** Features are extracted by looking the context of the current, preceding, and succeeding tokens. If the preceding token is generational or dynastic information, an inherited or life-time title of nobility, or a traditional descriptive phrase, it could indicate the current token is a personal name.

- **Suffix:** Many living being and humankind proper names take only certain plural suffixes such as ‘ж’ (nar/ner) and possessive suffixes (Chinggaltai, 1963). Some suffixes are visually separated from the stem of a word or other suffixes, but any attached suffixes are considered to be an integral part of the word.

- **Beginning of a sentence:** Subjects or personal names often appear at the beginning of a sentence.

- **End of a token:** Words with a final vowel letter ‘а’ or ‘е’ are separated visually from the preceding consonant by a narrow gap. However, the ‘а’ or ‘е’ is an integral part of the word stem.

For evaluation, we calculated precision, recall, and F-measure by the 5-fold cross-validation. To prepare the gold standard annotations, we annotated all the personal names and place names in the “Little” Altan Tobchi using the manually compiled personal and place names’ indices obtained from the “Qad-un індүсун quriyangγui аltan тобчі –Textological Study” (Choimaa, 2002). For the experimental corpus, we utilized digitized text of chronological manuscripts “Little” Altan Tobchi. We utilized the LIBLINEAR with the L2-regularized L2-loss support vector classification (dual) solver (Rong-En Fan et al., 2008).

We will further improve the proposed method by considering more features by conducting various experiments with different combinations of features for checking whether the particular feature set will improve the preliminary results of 0.70 of precision, 0.57 of recall and 0.63 of F-measure or not.
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In the field of Humanities and Social Sciences, the production of digital or scanned data has increased considerably in recent years. These data, which are usually very expensive to produce, are often lost at the end of the project. They are therefore rarely reused, due to a lack of financial, human and technical resources of the communities that produced them.
The TGIR Huma-Num, whose mission is to facilitate the digital turn in Humanities and Social Sciences research, offers services dedicated to the production and reuse of data. These services aim at avoiding loss and facilitating the re-use of scientific data. To do this, Huma-Num supports research teams throughout their digital projects to allow the sharing, reuse and preservation of data thanks to a chain of devices focused on interoperability.

The aim is to foster the exchange and dissemination of metadata, but also of data itself via standardized tools and lasting, open formats. These tools developed by Huma-Num are all based on Semantic Web technologies, mainly for their auto-descriptive features and for the enrichment opportunities they enable. Other interoperability technologies complement them, such as the OAI-PMH. Interoperability is used internally to allow Huma-Num services to communicate with one another and externally to let users plug their tools into Huma-Num services.

Another important point is to make the storage of data independent of the device used to disseminate the data.

This poster will present three services designed and developed by Huma-Num to process, store and display research data while preparing them for re-use and long-term preservation.

These services embrace the research data life cycle and are designed to meet the needs arising therefrom: - SHARE data and metadata, using interoperable technologies, with NAKALA. Another feature is the possibility to make DATA CITEABLE with PIDs; - SHOW and DISPLAY the data with NAKALONA, using the CMS Omeka allowing customised editorialization of data stored in Nakala (e.g. virtual exhibitions) benefiting from the features of this CMS such as its search engine and extended OAI-PMH feeds which facilitate interoperability; - TAG and PUSH data through ISIDORE, enriching and interconnecting them to ensure better visibility.

These three complementary services thus constitute a coherent chain of research data tools. While they interact smoothly with each other, they are also open to external tools using the same technologies. In fact each tool, considered individually, is not ground-breaking, but we consider that the combination of these tools is the key to address needs and to prepare the long term preservation of scientific data.

The scientific objective is to promote data sharing so that other researchers, communities, or disciplines, can reuse them, including from an interdisciplinary perspective and in different ways. A map, for example, may become a scientific object that reflects both the point of view of a geographer and that of a historian. More generally, the principles and methods of the Semantic Web (RDF, SPARQL, SKOS, OWL) on which these services rely enable data to be documented or re-documented for various uses without confining them to inaccessible silos.

The second objective is to prevent the loss of data by preparing their long-term preservation. Documenting the use of appropriate formats, which are the basis of data interoperability, greatly facilitates the archiving process.

Through these services, the TGIR Huma-Num is developing solutions based on digital technologies and, in particular, those of the Semantic Web, to meet the needs of researchers and scientific communities, and make new research in the field of Humanities and Social Sciences possible.
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Data modeling is a subject of study within digital humanities (Flanders and Jannidis, 2015) with special emphasis on the creative, scholarly, and normative aspects of data modeling in database design (Verhoeven, 2014; Bauer, 2015). By imagining our sources as data, and then abstracting these data to the point where quantitative methods gain purchase but still retain their original context, digital humanists are reimagining what it means to study the human record. While the study of data modeling is crucial to digital humanities, it is complicated by database schema conventions. Whether expressed in technical diagrams or computer code, database schemas initially present as confusing to anyone not trained to read them. Yet, schemas contain crucial information about how humanities data are translated to the computer, creating affordances for querying, browsing, and display – making direct access to schemas valuable to researchers, users, and peer reviewers.

DAVILA is an open source relational database schema annotation and visualization tool created to help bridge this gap. While there are other database schema visualization tools (ex. MySQL Workbench, DbVisualizer, and DbSchema) available, DAVILA was specifically designed to function within digital humanities project teams and to document digital humanities projects for the non-technical audiences that use and review them. Drawing on the scholarly practice of annotation as well as the principles of Information Design (Tufte, 2006a; Tufte, 1997; Tufte, 2006b; Tufte, 2006c) and Computational Information Design (Fry, 2004), DAVILA creates a modified Entity-Relationship diagram (see Ramsay, 2004) for a more detailed description of E-R diagrams that can be used by both technical and content experts.
DAVILA takes two files as inputs: a database schema and an optional plain text customization file. Examples of both files are included with the software. When a schema is processed without a customization file, DAVILA will create a blue box for each entity, and connect the entities based on their relationships (if specified in the schema). So, if a user is given someone else’s database without documentation, she can use DAVILA to create a technical diagram from the schema. The user can then explore the entities in the interface and get a better sense of a new system. The customization file can be completed in an iterative process until the entire system has been documented.

The customization file is the heart of DAVILA, and what separates it from other database schema visualization software packages. The plain text file allows scholars to annotate the resulting diagram. These annotations begin with basic project metadata, crucial to data curation (Flanders and Muñoz, 2014): project name, URL, developer names, and the copyright license applied to the diagrams. The customization file allows users to group entities into modules, color code those modules, indicate which entity is central to each module, and provide annotation text for every entity in the database. The annotated text is particularly crucial, describing in a sentence or two the essence of a particular entity and its relationship to the larger database. The color coding and positioning bring order to the diagram, but the annotation gives non-technical team members or peer reviewers a way into the schema.

Once DAVILA is running, users can click and drag the entities into different positions, expand an individual module for more information, or hide the non-central entities in a module to focus on another part of your schema, all in a fun, force-directed environment courtesy of the toxiclibs physics library. Pressing the space bar saves a snapshot of the window as a timestamped, vector-scaled pdf. As a visualization tool, DAVILA has limited use for a team that combines sighted and blind (or colorblind) team members. For such groups, the customization file may provide a more fruitful locus of collaboration than the visual output.

DAVILA is written in Processing, a Java-based artistic scripting language originally created by Ben Fry and Casey Reas, and released under GPLv3. Special attention was paid to documenting DAVILA itself. Each file in the program starts with at least one paragraph, in English, describing what the following code does and how to modify it as needed. This supplements the extensive inline commenting of the code, which can double as a tutorial for >Processing. Finally, there is a detailed README file which walks new users through installing Processing and using DAVILA with their own database schemas.

DAVILA-generated schemas are used to teach database design and were included in a database inflected doctoral dissertation in history (Bauer, 2015). To generate your own diagram visit.

Figure 1: A sample database schema, in this case the output from a mysqldump file for Project Quincy (http://projectquincy.org)

Figure 2: Sample customization file that ships with DAVILA. Note that the diagram now has associated metadata, including a copyright statement

Figure 3: Example of the “Locations Module” in Project Quincy laid out in DAVILA. Note that the other modules are still in the visualization, but have been minimized. Also note that primary keys are highlighted, relationships have directionality, and datatypes are specified for each attribute.
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Finnegans Wake is the last, most mysterious book by the Irish writer James Joyce. Usually described as a novel, it is a fascinating text written primarily in English (more strictly Hiberno-English), but the words are often fused with any of several dozen languages (McHugh, 1991). This dream-like narrative features a Dublin pub owner Humphrey Chimpden Earwicker, his wife Anna Livia Plurabelle, their twin sons Shem and Shaun and their daughter Issy. They travel through space and time to discover the truth about a scandalous incident in Phoenix Park in which HCE was implicated and to deliver a letter written by ALP in his defense. Drawn into a whirlpool of the past, they metamorphose into historical and legendary figures, a hill, a river, a cloud, a tree and a stone (Campbell and Robinson, 1944/1959; Bishop, 1986). The story of HCE’s fall overlaps with the story of a drunken bricklayer Tim Finnegan who fell off a ladder but was resurrected when whisky splashed on his face during a fight at his wake. This fuses with the original Fall, with sexual falls of politicians and celebrities, with Napoleon and Wellington on the battlefield of Waterloo, with Tristan and Isseult’s romance, a hen discovering an ancient manuscript in a rubbish heap, and more. Full of sexual innuendoes, historical, literary, autobiographical allusions and hilarious wordplays, multiple plots of Finnegans Wake develop in non-linear ways and can be followed like a maze, or a hypertext (Hart, 1962; Hayman, 1978; Loska, 1999 and 2000; Armand, 2003; Bazarnik, 2011).

In The Middle Ages of James Joyce. The Aesthetics of Chaosmos Umberto Eco offers a diagram that visualizes hypertextual complexity of the Wakean language (Eco, 1989). It shows how MEANDERTALE and MEANDERTHALTALTE, two of innumerable puns making up the textual labyrinth of Finnegans Wake, can be unpacked into separate words. The image represents a network connecting major components: meander, German Tal, tale, and Neandertal, which combine to suggest a cluster of meanings. This Wakean pun nudges us about how to read the book: as a “tall tale” wandering waywardly, looping backward and flashing forward, into the pre-historic past, and the origins of the human species. And as a watercourse – of course, ‘the Meander’ is a river which (giving us the word) meanders. Working on the logic of associations, it hints at different interpretative paths, visualised by the wavy lines of the diagram.

In our project – First We Feel Then We Fall – we aspire to offer a similar, dynamic, visual translation of hypertextuality and simultaneity of Finnegans Wake (Joyce, 1939/2002). Inspired by Eco’s diagram, our project is based on a comparable analysis of narrative streams in Joyce’s text. Having analysed the Wakean imagery, euphonies, rhythms and polyphonic contexts, we have selected four narrative strands, or “plots,” which are translated into an up-to-date audiovisual form of an interactive Internet app. Thus networks of linguistic, historical, symbolic, and mathematical meanings entailed in Wakean puns are transposed into a dynamic audio-visual structure that the audience can co-shape in the process of interactive viewing. The viewer can switch at will between four simultaneous streams of film clips accompanied by sound (and optional captions with the FW text). The interactive and immersive nature of First We Feel Then We Fall will go beyond previous cinematic adaptations of Joyce’s novel. It is the advance of digital technologies that has enabled us to approach complexity of Finnegans Wake in this novel way.

The application devised for this project is a multichannel, interactive video app. It will enable the viewers to
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experience Joyce's text in an audiovisual format consisting of simultaneously running streams, and thanks to this, offer them a portmanteau-like audio-visual experience. The app will also contain an option suggesting a narrative path modelled on selections made by previous viewers. It will be available on the Internet browsers and mobile devices (Wróblewski, 2015). The software used includes: Final Cut for editing; Adobe After Effects and Processing for animation, and DaVinci Resolve for colour grading. Video capture was made with Canon 5D Mark III, Sony A7SII, Sony FX7e, Phantom HD Gold, and Found Footage, whereas the website was developed with Python, Django, JavaScript, HTML 5, and CSS3.

In our presentation we will briefly describe the rationale for our multimedia adaptation of *Finnegans Wake*, and let the audience experience it in an individual, interactive viewing on an available mobile device and/or a computer.
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**Boutique Big Data: Reintegrating Close and Distant Reading of 19th-Century Newspapers**
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From their earliest incarnations in the seventeenth-century, through their Georgian expansion into provincial and colonial markets and culminating in their late-Victorian transformation into New Journalism, British newspapers have relied upon scissors-and-paste journalism to meet consumer demands for the latest political intelligence and diverting content. Although this practice, wherein one newspaper extracted or wholly duplicated content from another, is well known to scholars of the periodical press, in-depth analysis of the process is hindered by the lack of formal records relating to the reprinting process. Although anecdotes abound, attributions were rarely and inconsistently given and, with no legal requirement to recompense the original author, formal records of where material was obtained were unnecessary. Even if they had existed, the number of titles that relied upon reprinted material makes systematic analysis impossible; for many periodicals, only a few issues, let alone business records, survive. However, mass digitisation of these periodicals, in both photographic and machine-readable form, offers historians a new opportunity to rediscover the mechanics of nineteenth-century reprinting. By undertaking multi-modal and multi-scalar analyses of digitised periodicals, we can begin to reconstruct the precise journeys these texts took from their first appearance to their multiple ends.

Before the advent of the telegraph, individual texts were disseminated manually, through postal and private correspondence routes, over sea and land. This allowed for the relatively slow spread of texts across communication networks, as well their adaptation, truncation and expansion various stages. In a manner similar to modern internet memes, blogs and online news content, texts underwent evolutionary changes with each reprinting. These could be minute, such as the correction of spelling errors or the application of house style, or significant, through selective reordering and truncation to alter the overall meaning of the text. While identifying meme families, or collections of related texts, can help us understand what made particularly texts popular, or viral, it is only by tracing the specific trajectories and pathways of these texts that the causes and consequences of evolutionary changes can be understood.

Doing so requires us to approach these texts on multiple scales. First, by mining extremely large corpora, derived from several independent collections, we are able to identify a statistically sufficient portion of the historical
network. Then, by carefully analysing the chronology and discrepancies between these reprints, hypotheses regarding institutional and industry standards can be posited and tested against the wider corpus. These efforts can be further buttressed by utilising manual transcriptions found in the personal archives of researchers using historical newspapers, such as the Scissors and Paste Database (www.scissorsandpaste.net). These transcriptions, far more accurate than the majority of datasets derived from optical character recognition, greatly improve the mining of the corpora, yielding a more complete initial network to analyse, as well as offset the skewing effect of the ‘offline penumbra.’

This poster will explore the possibilities of large-scale reprint identification within and across digitised collections using a combination of Lou Bloomfield’s Copyfind and project-specific code to identify matches between individual articles or full pages of texts in both manual (perfect) and OCR (messy) transcriptions. Exemplar collections include the British Library’s 19th-Century Newspapers digital collection and planned expansions into the digital collections of the National Library of Wales (Welsh Newspaper Online) and of Australia (Trove). The poster will also demonstrate the means by which reprint branching can be mapped using chronology and character clustering and the relative precision of manual and computer-aided techniques. Finally, it will explore the nature of multi-scalar analysis and how we might best reintegrate ‘boutique’ periodical research, such as the author’s Scissors and Paste Database, into large-scale text-mining projects.
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740
While there has been a significant investment in the development of digital tools that can be used in the humanities, information about their use is frequently located in disciplinary silos, with little transfer of knowledge about the features of specific tools that make them valuable for research across the humanities. This poster shows the collaboration between two initiatives, the NeDiMAH Methods Ontology (NeMO) and the EuropeanaTech FLOSS Inventory Task Force. The aim was to carry out research in order to align the FLOSS Inventory against the Activity Types in NeMO, the Ontology of Digital Methods for the Humanities developed by the Digital Curation Unit (DCU), IMIS-ATHENA R.C with the ESF Network for Digital Methods in the Arts and Humanities (NeDiMAH).

The FLOSS Inventory is an effort undertaken by the Netherlands Institute for Sound and Vision and EuropeanaTech to raise awareness of, share access to, and improve the overall status of Open Source software available for cultural heritage developers internationally. The Inventory contains over 200 well-documented, active and relevant OS tools and is actively updated and maintained.

NeMO provides a conceptual framework for representing scholarly practice in the humanities. This is the main output of NeDiMAH, a Network that ran from 2011-15 and brought into collaboration 16 countries to document the practice of Digital Humanities across Europe in a series of Methodological Working Groups. Building on earlier expertise in digital taxonomies for the digital humanities, NeDiMAH facilitated a research project carried out by DCU, building upon earlier work on scholarly activity modeling in projects including DARIAH, EHRI and Europeana Cloud. NeMO is a formal ontology which enables the representation and codification of scholarly work by providing a controlled vocabulary of interrelated concepts. NeMO offers a flexible tagging system through a taxonomy of Activity Types, structured in five hierarchies that correspond roughly to scholarly primitives (Unsworth, 2000), and incorporates existing taxonomies and related work such as TadiRAH, Oxford ICT, and DH Commons.

The research teams working on FLOSS and NeMO collaborated to map each tool in the FLOSS inventory against NeMO Activity Types. According to the structure established by NeMO, scholarly research practices are divided into five core Activity Types within a scholarly research lifecycle: acquiring, communicating, conceiving, processing and seeking, which encompass narrower terms accounting for further detail and specialization. This study allows the integration of the information about tools gathered by FLOSS into a uniform conceptual framework for expressing knowledge about scholarly work. By doing so, it also validates the ability of the NeMO ontology to act as a sound framework for the conceptual representation of digital tools and services in one important area of the humanities. This mapping enables the categorisation of available tools according to the function they serve, and could permit researchers in the humanities - even those without a technical background - to consult an authoritative list of tools covering their needs according to the type of activity they wish to undertake. Availability and the role that each tool can play in the research practice may increase its overall use by the community. The representation of the FLOSS Inventory using NeMO adds value to digital research, and the visualization of categorization ratios it provides facilitates an important debate about software development trends, probing the question whether development is weighted towards software tools that address researchers' needs, a major topic of research in Research Infrastructures across Europe and beyond.

Bibliography


The AHRC Methods carried out scoping studies on the challenges of access to digital tools in the Humanities: see the series of Working Papers on Digital Tools for the Arts and Humanities: http://www.methodsnetwork.ac.uk/resources/workingpapers.html, and an expert seminar on digital tools: http://www.methodsnetwork.ac.uk/redist/pdf/wg1report.pdf
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Summary: This poster presents work on documenting user needs in the Humanities and Social Sciences as illustrated through Case Studies in the context of the Europeana Cloud “Unlocking Europe’s Research via the Cloud” project. Conducted as part of a wider methodological effort including desk research, expert fora and a web survey, methodology and findings of actual use of innovative digital tools and services will be visually represented. This work will form the basis of the Europeana Research Case Studies which will seek to gather and process an evidence-based record of the information practices, needs and scholarly methods in the respective communities.

One of the main objectives of Europeana Cloud was the enhancement of the understanding of digital tools, research processes and scholarly content used in the Humanities and Social Sciences, thus informing the development of tools and aggregation of content in Europeana for research purposes. To this end, and in order to contribute towards the development of the new platform of Europeana Research, Case Studies were developed as part of a wider methodological effort which included desk research, expert fora and web survey for reaching user requirements.

The purpose of this poster is to visually represent the methodology followed and results reached in documenting actual use of innovative digital tools and services in the Humanities and Social Sciences research communities illustrated in three main Case Studies in the disciplines of Education, Art History and Sociology, and further complemented by satellite cases.

The Case Studies were initially selected based on the disciplines and tools that might best make use of current Europeana content. By defining “innovative” as “either performing functions that were previously unavailable, or performing already available functions in a qualitatively different way”, three tools were identified as best fitting this criteria (Transana, HyperImage, NodeXL) enriched by two “satellite” tools more frequently used in the respective research disciplines (NVivo, Voyant).

These were further approached following a threefold methodology of semi-structured interviews, empirical observation of the tools and background research. The results were then discussed both from the perspective of the discipline area, and through the lens of the scholarly primitives (Unsworth 2000, Palmer et al 2009), to determine their use with Europeana content. The poster will also highlight the importance of accessibility of data for research infrastructures and research groups and need to focus on high quality metadata and content both for Europeana Research and the wider GLAM sector, and will illustrate how digital tools are not themselves a guarantee of good research, as researchers do not necessarily use the same digital tool throughout the research process; rather they use one tool per step (one tool = one research primitive).

This poster will also present future work planned to be undertaken in the context of Europeana Research in 2016. Based on Europeana Cloud, a series of new Case Studies will be developed and expanded towards different research communities. The Europeana Research Case Studies will be undertaken in collaboration with existing European research initiatives, and will seek to gather and process an evidence-based record of the information practices, needs and scholarly methods of arts and humanities and social sciences researchers within the broad Europeana ecosystem and particularly in relation to Europeana content. The Case Studies will employ a mixed methods approach combining various ways of gathering empirical evidence on the
information needs and scholarly methods employed in digitally-enabled arts and humanities and social sciences research across Europe and beyond.
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symogih.org, a project in constant evolution

The collaborative platform for historical research developed as part of the symogih.org project has reached a mature stage. With an active SPARQL endpoint, the system is now interoperable and interconnected. It is housing 16 ongoing projects, including several on a European scale (France, Germany, Switzerland, Belgium); there are about 50 active users and it contains nearly 1,700,000 data rows.

The research projects include, for example, the Siprojuris project, a prosopographic data publishing site interconnected with IdRef, the authority data repository of the French higher education libraries' catalogue; the Historical Atlas of Political Territories, a project that is mapping the evolution of world political borders; Society Religion Science (SRS), an experimental digital intellectual history website providing documents encoded in XML following the recommendations of the Text Encoding Initiative (TEI) and annotated using the symogih.org ontology.

The institution hosting the project is the Laboratoire de recherche historique Rhône-Alpes. Its human and material resources being limited, to avoid a growth crisis and with a view to building an international community of users, the evolution of two principle aspects of the architecture of the symogih.org project needs to be reconsidered and planned for from today: these are, its interface with other information systems, in particular with those put in place by heritage institutions; and the management of a growing community of users.

The purpose of our DH 2016 Conference poster is to share our prospects with other DH projects and to present a proposal for the evolution of the platform and operational information, for both the technological and project management domains, and to call for an international collaboration which could function as a consortium.

Towards a distributed and multi-instantiated database

A possible technological answer to the challenge of the increasing number of projects hosted by the symogih.org platform, i.e. to provide the expected information centralization without creating a bottleneck and low performance, is to evolve its architecture by distributing the data between a primary node and several secondary nodes of a clustered database.

The primary node would contain all of the shared repositories (object authority records and instances of the collaborative ontology), as well as general-interest data. The secondary nodes, hosted in various research institutions, would contain the information produced by the local projects. To allow the collaborative management of a shared, good-quality ontology to be maintained, avoiding redundant and messy data, a user of any secondary node should be able to access all the data, whether it is held in their database instance or not, via a table held in the primary node, which would hold the keys of all the existing knowledge units and their location in the distributed system.

The whole information system will be interoperable with reference ontologies like CIDOC-CRM or FRBRoo and interlinked with authority files repositories (ISNI, VIAF, BNF, etc.). In addition, a growing portion of the information will be directly accessible in RDF format.
through a SPARQL endpoint, allowing the data to be queried at the same time as those from other linked data warehouses. The data will be available under a Creative Commons 4.0 international licence.

Establishing an international community of users

This distributed platform management entails the creation of an international organized community of users in the form of a consortium. This community will need to be built around a governance committee, responsible for ensuring a collaborative approach at all levels, from managing the definitions of ontology instances through to data capture. The primary node could be managed, as at present, by the Pôle histoire numérique (Digital History Department) of the LARHRA, founding institution of the symogih.org project; but it could be hosted in the data centre of an institutional structure such as, in France, the TGIR HumaNuM.

The other nodes would be managed by teams made up of researchers and IT technicians, ensuring not only management of the respective databases and software development for the whole project, but also running local scientific projects and training users in data modelling and capture, working closely with the governance committee. The evolution towards the participation of projects using different languages will imply the implementation of a multilingual version of the information system, both at the level of the interface and for drafting instances of the collaborative ontology.

By offering access to a collaboratively designed ontology and a robust technological solution, intended for an increasingly wide community of users, the symogih.org project will contribute to the evolution of practices in the domain of data production and data curation in historical research.
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5http://srs.symogih.org/.


8 Très Grande Infrastructure de Recherche (very large research infrastructure): http://www.huma-num.fr/ .
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The presented work describes the adaptation of a Natural Language Processing (NLP) based biographical data exploration system to a new language. We argue that such a transfer step has many characteristic properties of a typical challenge in the Digital Humanities (DH): Resources and tools of different origin and with different accuracy are combined for their use in a multidisciplinary context. Hence, we view the project context as an interesting test-bed for a few methodological considerations.

In previous work, we developed a web-based application called Textual Emigration Analysis (TEA) (Blessing and Kuhn, 2014). The system consists of two components. The import component automatically extracts emigration paths from a German Wikipedia data set. The user interface component provides several views (interactive map, aggregated tables and underlying textual content) on the extracted data. The whole application was originally designed for German Wikipedia articles and the applied NLP pipeline is based on webservice of the CLARIN-D infrastructure (Mahlow et al., 2014). Later, other German sources of biographical data were included by adapting the

One often requested feature was the adaptation of the system to other languages. In DH research it is important to investigate different sources. As a consequence, textual data may include different languages. In particular, biographical analysis systems benefit if sources of different languages can be analysed. However, the development of such language-sensitive systems still lacks sufficient support. Therefore, the used methods should not require any knowledge of the new target language during development phase. In this work we present the adaptation process for French.

Figure 1: Parsed French sentence which describes an emigration path. Wikipedia and Wikidata are important resources for the development of language technology tools which also holds for cross-lingual approaches. Wikidata enables a clean mapping between the different language editions of Wikipedia. Following the idea of cross-lingual distant supervision (Blessing 2012), our method consists of three steps. First, we use the results of our TEA tool to find biographical articles that include mentions of emigration paths. Subsequently, Wikidata is used to map those articles to their corresponding French articles, if they exist. Finally, we use anchor points in the text to find comparable sentences.

In most cases, emigration sentences contain geospatial and time expressions (e.g., "He emigrated in 1941 to Switzerland."), which can be used to find comparable sentences in the target language. We exploit the hyperlink structure of Wikipedia to recognize geospatial expressions and HeidelTime (Strögen, 2013) to identify time expressions. The locations can be mapped through Wikidata into the target language and the atomic date representation of HeidelTime enables a simple identification of all matching sentences in the target sentence.

Figure 2: Screenshot of the TEA web application. This results in an annotated corpus in the new target language which can be used as training data for the emigration extraction component. Each sentence of the training corpus is automatically enriched with linguistic annotations (Figure 1) which is necessary to extract features for the emigration extraction component.

Figure 2 depicts our web-based application after integrating the automatically learned French emigration data. Our system can be accessed online: http://clarin01.ims.uni-stuttgart.de/tea
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Summary

In this work we will detail the open source tools, custom code and processing steps that were used to support textual analysis for a Digital Humanities (DH) project. Additionally, a more general genre classification tool will be described which was developed to support a machine learning model. Extensions of this work will be proposed that may allow these tools to identify types of text.

Background

The Multimedia in the Long 18th Century (Wallace et al., 2015) project is an attempt to automate the process of detecting and quantifying music references in French and English manuscripts written in the ‘Long 18th Century’, a period ranging from 1685 to 1815. Hundreds of thousands of volumes have been scanned to digital image format
and are readily available from a number of online sources. The process of automatically analyzing these images and identifying music rendered in standard music notation is relatively trivial. However, the vast majority of music in the corpus is represented as text, often with various keywords or key phrases, i.e. ‘sing the following to the tune of...’. Most people can recognize the difference between poetry, lyrics and prose almost immediately. We assimilate and analyze a large number of clues and usually reach the correct conclusion without conscious effort. This is not the case with the current state of the art in computer technology. While many separate pieces of the solution already exist, gaps still exist. To achieve our goals, it was decided that it would be necessary to leverage the existing work of others while adding a few innovations of our own.

Methods

We have developed a number of batch-processing tools to retrieve the relevant scanned PDF files from online sources and split them into individual images, each representing one page. We use the open source ImageMagick image processing tools to clean up the images. These are then fed to a customized version of the Tesseract OCR engine. Tesseract performs the optical character recognition (OCR) to convert the source images to HOCR files containing bounding box, plain text and recognition confidence levels for each individual paragraph, line and word. This is used to produce PDF files that duplicate the page layout of the original image and contain searchable text that is typically >90% accurate. We have developed an in-house tool to create training data for the machine learning (ML) algorithms used later on. The tool has a user interface that displays both the original image and the formatted PDF side by side. This tool allows the user to choose a category such as: lyrics, poetry, key word, key phrase, etc. The user is able to select regions of the page encompassing anywhere from a single word to the entire page. This generates a very fine-grained database, accurate to within a single word. This database is subsequently used to train the ML engine and to perform validation of the automated classification algorithms. Similar solutions typically have the users classify sections by operating on the page after it has been processed by the OCR engine. This can lead to misclassifications when the OCR results have numerous misspellings or imprecise page layout formatting. We have the user perform the manual classification on the original page images. This provides precise control and future proofing against improvements in OCR techniques. We employ a multi-pronged, multi-pass approach in order to differentiate music lyrics from other types of verse or prose. We perform detailed shape analysis to identify sections of text that 'look' like some form of verse. Symmetry, right and left indentation, relative length of alternating lines and other shape factors are examined. We look at letter casing based on the OCR-processed version. As a result we achieve 90-100% correct identification of structured verse for almost every volume with a relatively small number of false positives. Once we have identified sections of verses, we used a number of empirically determined factors such as relative word frequency, occurrence of n-grams, proximity of keywords/key phrases and comparison to databases of known song lyrics.

Future Development

We are continuing to fine-tune our model, especially in our ability to handle poorly scanned or otherwise non-conforming documents. All software and techniques that we have developed will be made publicly available so that we can share the results of our efforts and with the hope that others will feel free to contribute. Beyond music detection, we see a number of potential applications in the Digital Humanities. The training set region selection can be used just as easily to select features in cuneiform script or Norse runes.
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In this poster we present the web application “CBook” (or “Crunch Book”), i.e. a DH tool for collaborative reading, annotation and exploration of literary works. The web app can be found here: https://cbook.it/. It was used in learning contexts during the research projects Librare (in high schools) and Pinocchio: la comunità dei balocchi (in middle schools). Other teachers are using it in complete autonomy in their classrooms.

Students and teachers can annotate portions of text, explore novel’s settings through interactive maps, add and share images and other contents related to a literary work,
search for terms into the text (e.g. in the quoted speeches of a particular character), explore connections between characters in their social networks.

The CBook is used by Italian students and their teachers, as an innovative digital tool for reading and studying literature, in primary and secondary schools. The list of schools involved in Librare project, for example, can be found here:

Some Italian and English classics are already present in the web app, the full work or a portion: *I promessi sposi* (complete), *Le avventure di Pinocchio* (complete), *Decameron* (3 novels), *Odissea* (book VI, Italian translation), *Romeo and Juliet* (complete), *The Wonderful Wizard of Oz* (chapters 15). Other works requested by teachers (e.g. Dante's *Purgatorio*), will be added to the web app in the next months.

We can say that CBook is, in some sense, a collaborative anthology (or an Anthology 2.0), i.e. a collection of literary works selected by the users that are reading, annotating and exploring the works, using some DH tools and methodologies (collaborative annotation, interactive maps, SNA of characters, text mining, etc).

The web app was designed and tested in collaboration with high school teachers, students and DH scholars. It is used on tablets, PCs, interactive whiteboards, and smartphones (with less functionalities).

An important feature of CBook is interoperability between models and tools for TEI XML annotation and models and tools for semantic annotation. A significant difference between the CBook and other annotation tools is its emphasis on user-centered design (for students and teachers).

The annotation system of CBook is based on Annotator (http://annotatorjs.org/), “an opensource JavaScript library to easily add annotation functionality to any webpage”, following annotation standards for digital documents developed by the W3C Web Annotation Working Group. The User Interface is written in HTML5, CSS and Javascript. The texts were annotated in XML, using a simplified version of TEI. On the server side, we use a graph Database and Java.

The actions of cbook’s users (sign in, sign out, comment) can be monitored in a public dashboard accessible here: http://sensori.librare.org/librare/. In this dashboard you can see the events concerning both ebooks (digital) and paper books that users were working on in this project.

The first version of "The digital lab of crunched books" was the Second Runner Up of Digital Humanities Awards 2014 in the Best DH Tool or Suite of Tools section (3 march 2015): http://dhawards.org/dhawards2014/results/
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**Introduction**

The idea that narrative literature comprises two distinct types of speech – that of the narrator and that of characters – dates as far back as Plato’s *Republic*. The philosopher distinguished *diegesis* (narrative, narration), when
the author speaks for himself, from mimesis (imitation, enactment), when the author puts words in the mouths of his or her fictional actors.

Modern narratology places high emphasis on the concepts of point of view (POV) and POV structure of a text (Schmid, 2003), which are often expressed through specific combinations of author’s and character’s speech. Authors may switch between the POV’s by employing character-specific lexica and the use of temporal and spatial references that indicate certain POV (Uspensky, 1983).

Leo Tolstoy was one of the writers known for conscious usage of such means to differentiate between the character POV’s. He was a firm proponent of the idea that each character has to speak his/her own language if the book was to be convincing. Critics confirm that Tolstoy’s characters do have their personal styles of conversation.

In this paper we made an attempt to provide quantitative grounds for these claims. For that purpose we extracted all speech activity instances from War and Peace, attributed them to the speaker characters and used the data to train a classifier. Our hypothesis was that if Tolstoy’s characters actually possessed these unique speech features, the classifier would be able to predict the speaker with some tolerable accuracy.

Data

Instances of direct speech were extracted from the text with help of ABBYY Compreno (Starostin et al., 2014). For more details on the extraction procedure see (Bonch-Osmolovskaya A., Skorinkin D., 2015). The total number of extracted speech instances was 6853, of which 4476 had their speakers identified.

Apart from the speaker, a number of additional attributes were extracted for each instance: text of the speech, text of the author’s introduction (‘she cried,’ ‘he said with a laugh’), normalized speech predicate (‘to say,’ ‘to cry,’ ‘to whisper,’ ‘to burst out’), the number of question and exclamatory phrases within one speech, the number of words in the speech and the number of punctuation marks.

Before we carried out the experiment we attempted to analyze the data and detect potentially informative features. It appeared that certain characters (Natasha Rostov, Nikolai Rostov) tend to speak in short intermittent bursts and exclaim a lot, so they were expected to have higher average punctuation marks per word ratio and bigger shares of exclamatory speech. To confirm this intuition we gathered some aggregated statistics (see Fig. 1).

Exclamatory and question phrases together make up the ‘emotional part’ of a character’s speech. Its share (Fig. 2) seems to correlate with age extremities. Prince Nikolay Bolkonsky is probably the oldest of the main characters, and as his age gets the better of him in the course of the novel, he turns more and more emotional and impulsive; Petya Rostov, on the other hand, is an exuberant and emotional boy, the youngest of the Rostov family.

Machine learning experiment

Next step was to try and use some of these features to train a classifier. We used several standard algorithms, of
which Random Forest demonstrated the best results. At the first stage we created a baseline by training the classifier solely on the lemma and word form frequencies of speech. Table 1 shows the results we obtained.

Table 1 Baseline results for classifier trained on lemma and word form frequencies

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natasha Rostova</td>
<td>0.3</td>
<td>0.394</td>
<td>0.341</td>
</tr>
<tr>
<td>Nikolai Rostov</td>
<td>0.215</td>
<td>0.202</td>
<td>0.209</td>
</tr>
<tr>
<td>Sonya Rostova</td>
<td>0.27</td>
<td>0.181</td>
<td>0.217</td>
</tr>
<tr>
<td>Pierre Bezukhov</td>
<td>0.334</td>
<td>0.44</td>
<td>0.38</td>
</tr>
<tr>
<td>Andrey Bolkonsky</td>
<td>0.218</td>
<td>0.129</td>
<td>0.162</td>
</tr>
<tr>
<td>Mariya Bolkonskaya</td>
<td>0.112</td>
<td>0.195</td>
<td>0.142</td>
</tr>
<tr>
<td>Vasily Denisov</td>
<td>0.667</td>
<td>0.271</td>
<td>0.385</td>
</tr>
<tr>
<td>Fedor Dolokhov</td>
<td>0.238</td>
<td>0.119</td>
<td>0.159</td>
</tr>
<tr>
<td>Mikhail Kutuzov</td>
<td>0.194</td>
<td>0.09</td>
<td>0.123</td>
</tr>
<tr>
<td>Weighted Avg.</td>
<td>0.279</td>
<td>0.269</td>
<td>0.261</td>
</tr>
</tbody>
</table>

The second stage was to add formal features that we considered informative (number of exclamatory phrases, number of questions and punctuation marks per word ratio) and retrain the classifier. The results we obtained show that the use of these features slightly improved performance.

Table 2 Results for classifier trained with additional features

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natasha Rostova</td>
<td>0.3</td>
<td>0.394</td>
<td>0.341</td>
</tr>
<tr>
<td>Nikolai Rostov</td>
<td>0.215</td>
<td>0.202</td>
<td>0.209</td>
</tr>
<tr>
<td>Sonya Rostova</td>
<td>0.27</td>
<td>0.181</td>
<td>0.217</td>
</tr>
<tr>
<td>Pierre Bezukhov</td>
<td>0.334</td>
<td>0.44</td>
<td>0.38</td>
</tr>
<tr>
<td>Andrey Bolkonsky</td>
<td>0.218</td>
<td>0.129</td>
<td>0.162</td>
</tr>
<tr>
<td>Mariya Bolkonskaya</td>
<td>0.112</td>
<td>0.195</td>
<td>0.142</td>
</tr>
<tr>
<td>Vasily Denisov</td>
<td>0.667</td>
<td>0.271</td>
<td>0.385</td>
</tr>
<tr>
<td>Fedor Dolokhov</td>
<td>0.238</td>
<td>0.119</td>
<td>0.159</td>
</tr>
<tr>
<td>Mikhail Kutuzov</td>
<td>0.194</td>
<td>0.09</td>
<td>0.123</td>
</tr>
<tr>
<td>Weighted Avg.</td>
<td>0.279</td>
<td>0.269</td>
<td>0.261</td>
</tr>
</tbody>
</table>

Results & discussion

Our first attempts to automatically classify speaker in Tolstoy’s text did not prove successful. The best F-measure we were able to obtain so far does not exceed 0.385 for an individual character. However, we were able to show that some formal features, such as punctuation marks per word ratio or the number of exclamatory/question sentences, might improve classification quality. This assumption can be confirmed by the figures in the Data section, where the aggregated values of features correspond with certain character traits that are apparent to the human reader.
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This project explores the development of a mobile makerspace for graduate and undergraduate DH scholars at the University of Iowa and Grinnell College. Blending the approaches of makerspaces like the DHMakerBus <http://dhmakerbus.com> and University of Victoria’s Maker Lab <http://maker.uvic.ca/>, this DH makerspace will investigate the use of a suite of tools designed to support the development digital literacy and technological proficiency for students across the DH curriculum. By combining the mobility of the DHMakerBus with the experimental computing of the University of Victoria’s Maker Lab, we will produce a new method of digital humanities pedagogy that welcomes the participation of primary and secondary students and educators, local citizens, and digital humanities practitioners.

Designed to support experiential learning - learning
through making - in undergraduate and graduate classrooms, across campus, and across Iowa, the makerspace focuses on the computer processes that go into making rather than the products produced by them. As such, it emphasizes the process of making itself, whether successful, failed, or flawed.

In *Debates in the Digital Humanities* Alexander Reid suggest that most graduate students have had little exposure to digital technology during their undergraduate education, “enter[ing] his or her graduate education as a novice in regards to the digital” (357). It is likely, therefore, that his assessment applies to our broader community of Eastern Iowa. To address the our users’ lack technological expertise, we are scaffolding projects for learners—starting with littlebits, moving to RaspberryPi, and ending with Arudino. These tools were selected for the pilot study for their robust design, sophisticated abilities, and ease of use, and portability. Each of these factors makes it easy to implement and replicate the makerspace in unconventional venues—secondary schools, adult education classes, and community events. Additionally, these tools gradually increase participants’ comfort and literacy with digital tools.

**Te(a)chnology**

This mobile DH makerspace utilizes three “gateway” technologies selected for their robust design, sophisticated abilities, and ease of use, and portability:

1. **littleBits** - a digital building kit based on the logic of Lego that allow students and makers to build digital tools and explore the internal logic of computers [http://littlebits.cc](http://littlebits.cc)

2. **Raspberry Pi** - a small, but powerful computer, about the size of a credit card with a GUI interface and Python encoding that integrates touchscreens and digital cameras [https://www.raspberrypi.org](https://www.raspberrypi.org)

3. **Arduino Kit for littleBits** - build on the capabilities of the littleBits library by adding the Arduino computer, teaching students how to expand their coding skills by working with Java-based programming [http://littlebits.cc/kits/arduino-coding-kit](http://littlebits.cc/kits/arduino-coding-kit)

Together these three technologies scaffold to develop users’ confidence in coding, building, project management, and digital literacy. This particular suite of tools is easily transportable to classrooms and campuses, or may be shipped to students participating in online sections of workshops and seminars. Furthermore, the mobility of the makerspace allows for collaborations with non-traditional and non-academic communities including secondary students, adult education seminars, community partners, and interested citizens. Participants will come away from workshops utilizing this mobile makerspace with increased knowledge of computer processes, an awareness of design thinking, and the confidence to collaborate on a variety of projects with diverse teams.

**Methodology**

This poster will report on the results of a pilot study of the mobile DH makerspace. Participants in the pilot study included undergraduate and graduate students and faculty completing design challenges and product tests. Working with a convenience sample of graduate and undergraduate students, the makerspace was tested in two modes: (1) students working together in the same space and (2) students working across a distance, collaborating virtually through videoconferencing and other digital collaboration tools.

We assessed the increased digital literacy and confidence of participants through a series of surveys, visualization exercises, focus group interviews, and participant observation. The results of this pilot study will inform the development of individual course units and workshops for courses within the DH Curriculum at the University of Iowa and Grinnell College, in addition to workshops for faculty and staff across both campuses and outreach efforts to reach the off-campus community.

**Conclusions**

This mobile makerspace affords opportunities for makers to build confidence creating and experimenting with digital tools while allowing students to build digital literacy skills and address other key aspects of DH education, including: working in interdisciplinary teams, applying digital practices, managing projects, and explaining technology (Rockwell and Sinclair 182-183). Ultimately, we argue that this model can be emulated in other educational settings as a new model for DH pedagogy that is more accessible and more collaborative than traditional makerspaces.

A special thanks to Miriam Posner for generously agreeing to review this abstract and provide feedback and suggestions.
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Newspaper archives as a linguistic corpus

This research investigates methods to study linguistic evolution using a corpus of scanned newspapers. We use a corpus of 4 million press articles covering about 200 years of archives, thus documenting indirectly the evolution of written language. The corpus is made out of digitized facsimiles of Le Journal de Genève (1826–1997) and La Gazette de Lausanne (1804–1997). For each journal, the daily scanned issues were algorithmically transcribed using an OCR system. The whole archive represents more than 20 TB of scanned data and contains about two billion words, putting it beyond the capabilities of most usual analysis techniques for regular desktop computers.

The corpus can be easily divided into subsets corresponding to the year of publication. However, the number of pages and their content fluctuates greatly depending on the year, ranging from 280’000 in the early 19th century to about 18 million in the later years of the 20th century. Figure 1 shows the relative size of each subset in terms of number of words for Le Journal de Genève (JDG) and La Gazette de Lausanne (GDL).

Figure 1: corpus size versus years for GDL (top) and JDG (bottom).

Considering the lack of data for Le Journal de Genève for the years 1837, 1917, 1918 and 1919, we left those out in all further graphs and analytics. In addition, some years had to be removed because the scanning quality was too poor (1834, 1835, 1859 and 1860 for JDG and 1808 for GDL).

Lexical kernels: Definition and basic measures

A straightforward approach to the problem consists in computing a textual distance between subsets of the corpora. One could, for instance, easily compute the so-called Jaccard distance (Jaccard 1901, Jaccard 1912) between two consecutive vocabularies. In the same way, other distances could also be tried, such as those given by Kullback and Leibler (1951), Kullback (1987), Chi-squared distance (Sakoda, 1981), and Cosine similarity (Singhal, 2001).

However, the uneven distribution of the corpus subsets (Figure 1) causes methodological difficulties for interpreting these distances. An increase in the lexicon size causes an indirect increase in the linguistic drift as measured by the Jaccard formula (Sternitzke and Bergmann, 2009). Under such conditions, it is difficult to untangle the effects of the unevenness of the distribution of subsets of the corpus from the actual appearance and disappearance of words.

These difficulties of interpretation motivate the exploration of another, possibly sounder approach to the same problem. Let us define a lexical kernel \( K_{x,y,C} \) as the sequential subset of unique words common to a given period starting in year \( x \) and finishing in year \( y \) of a corpus \( C \).

\( K_{1804,1998,GDL} \) is, for instance, the subset of all words present in the yearly corpus of La Gazette de Lausanne. It contains 5242 unique words that have been used for about 200 years. The kernel \( K_{1826,1998,JDG} \) contains 7486 unique words, covering a period of about 170 years. As the covered period is smaller, the kernel is naturally larger.

The exact contents of both \( K_{1804,1998,GDL} \) and \( K_{1826,1998,JDG} \) are provided in the appendix. It is interesting to note that 4,465 words are in common between the two kernels.

Figure 2 shows the statistical distribution of word-typologies for both kernels.

Figure 2: Distribution in terms of typologies of words contained in the kernel of \( K_{1798,1998,GDL} \) (left) and \( K_{1826,1998,JDG} \) (right).
**Word resilience**

Extending the notion of a kernel, it is rather easy to study the resilience of a given word. Let $R_d$ be the union of all words contained in a kernel corresponding to a duration of $y - x \geq d$ years. For instance, $R_{100}$ contains all the words that maintain themselves in the corpus for at least 100 years. $R$ subsets are organized as concentric sets:

$$R_1 \subset R_2 \subset \ldots \subset R_i \subset R_{i+1}$$

The relative proportion of each subset sheds light on both the stability and dynamics of language change. Figure 3 shows the distribution of word resilience for both journals.

The GDL resilience curve is normalized (on the same years range as JDG) in order to make the two curves comparable. This representation of $R_d$ shows a similar global word resilience trend for both JDG and GDL. However, we notice that the two curves intersect when considering the longest durations.

**Discussion**

Large databases of scanned newspapers open new avenues for studying linguistic evolution. However, these studies should be conducted with sound methodologies in order to avoid misinterpretation of artifacts. Common pitfalls include misinterpreting results linked to the size variation of the subsets or overgeneralizing results obtained on one particular newspaper corpus to general linguistic evolution.

In this paper, we have introduced the notion of a kernel as a possible approach to study linguistic changes under the lens of linguistic stability. Focusing on stable words and their relative distribution is likely to make interpretations more robust.

Results were computed on two independent corpora. It is striking to see that most of the results obtained are extremely similar for both. The kernels composition in terms of grammatical word typologies is very similar. Results in terms of word resilience are also similar. This suggests that our methods are indeed measuring general linguistic phenomena beyond the specificity of the corpora chosen for this study. However, this still needs to be confirmed with subsequent studies involving other corpora, such as non-journalistic texts and texts in other languages.
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Introduction: Quantitative movie analysis

Film studies make use of both, qualitative as well as quantitative methods (Korte, 2004). While there is a large variety of qualitative approaches to analyze movies (cf. e.g. Monaco, 2009; Sikov, 2010), most quantitative attempts seem to be focused on the analysis of the length and frequency of a film’s shots, which are understood to be the “single definable elements which can be nominated and described” (Salt, 2006: 14). After Barry Salt’s seminal article “Statistical Style Analysis of Motion Pictures” appeared in 1974, numerous other quantitative studies were to follow. “Cinemetrics” (Tsivian, 2009) has been suggested as a term to describe these quantitative, shot-based approaches for analyzing movies. Cinemetrics is also the name of a large online database that contains information about shot lengths and frequencies for several thousand films.

Studies that take into account quantifiable parameters other than shots are, however, rather rare. Among the few examples are Hoyt et al. (2014), who describe a tool that can be used to visualize relations between the characters of a film. Another example can be found in Ewerth et al. (2009), who present a toolkit that allows researchers to automatically detect shots and camera motion, superimposed text, faces and audio signals. While the latter example is rather focused on the automatic annotation of quantitative features, other projects, such as Lev Manovich’s (2013) „Visualizing Vertov“, focus on the presentation and visualization of quantitative parameters.

In this paper, we suggest to enhance the existing, shot-focused approaches to quantitative movie analysis, by considering additional parameters, such as language (cf. Forchini, 2012) and color use (cf. Flückinger, 2011). We present a prototype that can be used to automatically extract and analyze these parameters from movies and that makes the results accessible in an interactive visualization.

A prototype for the analysis of language and color use in movies

Language use as well as the use of colors in movies have long been known in the area of qualitative film studies. We argue, that these parameters are equally suited for a quantitative approach and present an experimental prototype that can be used to quantify the language and color used in different movies. Much like Clement et al. (2008), who discuss the drawbacks and opportunities of computer-based methods in the field of literary studies, we believe that digital, quantitative movie analysis tools can be helpful in “offering provocations, surfacing evidence, suggesting patterns and structures, or adumbrating trends”. As the prototype allows researchers to investigate potential correlations between color usage and corresponding language in a movie, it can be used to examine questions such as the following:

- Are there characteristic patterns in color or language use for movies from different eras, genres, or directors (e.g. dark colors and words such as “kill” or “blood” in horror movies)?
- Are there characteristic color patterns within a film that correlate with the occurrence of certain characters or objects (e.g. bright colors whenever the hero is speaking)?
- Are there characteristic color patterns within a film that correlate with the sentiment of the language (e.g. dark colors for language with negative sentiment)?

Obtaining language and color data

Machine-readable instances of movie language can be obtained fairly easy in the form of subtitle files, which are freely available via sites such as OpenSubtitles; for a precompiled corpus of subtitles also cf. Tiedemann (2012). The standard file structure of such subtitles contains a timestamp as well as a transcription of the actual dialog fragments.

Information about color usage can be extracted directly from the movie itself, by cutting the digital movie into single frames and by calculating the most frequent colors for each frame (color histograms).

Analyzer component

Our prototype comprises an analyzer and a viewer component. The analyzer can be used to extract single frames from a movie by using the open source tool FFmpeg. We used a K-means Cluster algorithm (Wu, 2012) to group together similar RGB values in each frame, as the actual variation of distinct RGB values is too high to allow for
any kind of meaningful, quantitative interpretation. The analyzer also processes the subtitle file of a movie and uses Python NLTK\(^6\) to perform basic POS tagging, as we are mainly interested in how nouns correlate with certain colors. We used the Python library TextBlob\(^7\) to perform a simple sentiment analysis for each of the adjectives, tagging them with a polarity score between -1 (negative) and +1 (positive). After the analysis, each frame is saved as a JPG file; all quantitative data is stored in a JSON file.

**Viewer component**

The viewer component uses this data to generate an interactive HTML page that can be viewed in any recent web browser. A popular visualization of the most frequent colors that occur in a movie can be found in the MovieBarcodes\(^8\) project. In a MovieBarcode, each frame of a movie is skewed to be only one pixel wide; all frames are then lined up in a row that looks very much like a colored barcode. On the overview page of our tool, all movies that have been analyzed before are rendered in a MovieBarcode visualization, together with information of the four most frequent colors in the movie (cf. Fig. 1). This view can be used to compare various movies with each other from a more distant perspective.

![Figure 1: Overview of analyzed films in a MovieBarcode visualization](image1.png)

By clicking on one of the MovieBarcodes, the tool zooms into the respective movie and renders different kinds of information in a more detailed view (cf. Fig. 2). Below the MovieBarcode appears a sentiment graph that aggregates a score between -1 and +1 for each dialog. In the bottom row, the most frequent nouns are displayed. All different types of information are also aligned to the time axis of the movie. The visualization is fully interactive, i.e. by hovering over one of the frames in the MovieBarcode, or a node in the sentiment graph or the noun distribution, the corresponding frame and subtitle appear as an overlay. The complete movie can also be navigated back and forth by means of the arrow keys.

**Conclusion and future directions**

We believe the real strength of a quantitative approach that makes use of language and color information lies in a mix of “distant watching” (cf. Howanitz, 2015) and close watching, i.e. characteristic language-color patterns identified in specific movies can be used as a query to search other movies for similar patterns. Our next steps will therefore go into the direction of an information system that allows researchers to search and compare a collection of movies according to language and color characteristics.

![Figure 2: Detailed view with MovieBarcode, sentiment graph and noun distribution.](image2.png)
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The rapid proliferations of digital archives that develop in response to, and often in the immediate aftermath of, globalized, catastrophic events are not only repositories for historical documentation and collective memories, but are also spaces where rituals of mourning and formations of subject identity can be critically examined. This poster presents close and distanced readings of the mission statements and selected verbal and visual elements of four disaster archives/memorials: The September 11 Documentary Project; The National September 11 Memorial Museum; Our Marathon: The Boston Bombing Digital Archive and WBUR Oral History Project; and UC QuakeStudies.

Optimally, the disaster memorial archive aggregates and displays artifacts of mourning, recovery, and a diversity of shared memories while simultaneously facilitating a sense of public agency and participation in the community’s collective wellbeing. As evidenced by the expansion of local cultural heritage archives and crowdsourced collection development, collections of local, private memories co-exist with other documents of official or journalistic origins. Archivists Joan Schwartz and Terry Cook are among many who discuss the paradigm shifts in the archive profession that have been initiated by postmodern ideas and facilitated by the affordances of digitization (Schwartz and Cook, 2002). Contemporary archives reach into the local constituencies and beyond in the increasingly global and interdisciplinary network of digital archives (McKemmish and Gilliland, 2004: 84).

Notwithstanding the stated missions of disaster archives to provide an open-source archive that facilitates the participation by all constituents and interested public, the archival affinity for historical truth and broad representation of its public can sometimes work against public mourning and recovery. As one of my research questions, I explore whether the archival affinity for historical truth and broad representation of its public can co-exist with public mourning and recovery. Modern archives were traditionally associated with progressive and positivist concepts of history whereas memory was associated with unstable sensory triggers and artifacts (including rhetorical applications). Postmodern influences and recordings of 20th and 21st century witnesses to and survivors of war crimes and other atrocities have influenced the policies and heuristics used by archivists and historians to critically assess and incorporate individual and collective memories of previously marginalized populations in the archive.

Although skepticism towards the evidentiary value of collective memory has abated, the tasks of balancing memories with official accounts are, nevertheless, complicated. The eventual selection, classification, and creation of policies for access and long-term preservation are negotiable products—an outcome of the balance of power between the public and the archive, and also between the digital media and technical platforms. From my research that triangulates data from my critical analysis of the purpose and functionality of disaster archives, and field studies, I coded themes and abstracted dimensions of private and public mourning, formations of subject identity (such as witness, victim, first responder, or “other”), and evidence of ethics and personal judgment used to create archival policies and collections. The refinements of these dimensions and data visualizations are represented in the poster.

Beyond the discovery of relationships between these dimensions and attaining insight into, if not a solution to, whether the historical and memorializing functions can
seamlessly merge in the disaster archive, this poster also rationalizes the interdisciplinary methods of ethnographic and social science research as applied to humanities issues and, conversely, assumes a humanities perspective in critiquing the technical infrastructures of the reviewed disaster archive/memorials. The digital disaster archive promotes the active outreach and mobilization of local communities and establishes models for building resilience to the globalized man-made and naturally caused disasters.

The aesthetics of the archive—the database structure and narratives told within—is also an ethical decision. Sharon Daniel (2007: 150) describes these collaborative spaces (archives, in general) as “dialogic spaces in which the acts of writing, imaging, storytelling, and political statement are a collective production, a process rooted in social interaction and dialogue that produces a narrative without authorial consistency.” The narratives emerging from the disaster archive/memorials convey an urgency to rebuild and perhaps, redefine the rituals of mourning and civic responsibility to others. It is the intent of this poster to illustrate the narrative arc of my research, highlighting the areas of interest for digital humanists, including the construction of an ethical and aesthetic database, and to illuminate patterns of online memorialization in disaster archives.
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In 1946, the brazilian poet Guilherme de Almeida published a study on the structured patterns of verses that he discovered in the prose of ‘Os Sertões’ (‘Rebellion in the Backlands’) by Euclides da Cunha (1902). According to Almeida’s work, there is, in the Euclidean prose, apparently more often at the end of the paragraphs, versification structures of various rhythmic patterns. In 1996, another study on the same literary work was published by Augusto de Campos validated Almeida’s discovery and revealed several others versified patterns in Euclidean prose. Dodecasyllables and Alexandrines are among the most used metric patterns, in varied combinations and positions. The diversity of patterns found, disregarding “the strict metrification” and admitting “more rhythmic freedom” (Campos, 1996), creates surprising zones of tension, “areas spread with poetry in significant portions of poetry in his prose” (Campos, 1996).

The process of separating and nesting of poetry syllables, the scansion process, is usually applied to text structures categorically defined as poetry, allowing mapping of poetry metric characteristics present in the author’s writing. Performed by a person, the same analysis carried out by Almeida and Campos require, depending on the size of the piece, hours, days or even months of work.

Our work proposes the use of computational techniques to perform the process of automated scansion and analysis of Euclides da Cunha’s prose, revealing its verse structures, thus reducing time for the task, providing a new tool for prose analysis and opening a new research agenda. These verse structures, distributed along the text, are found using computational methods based on scansion rules for Portuguese language. As the location of these structures are not previously given, any sentence is treated as a potential candidate for a verse, moreover segments of the sentences can also be considered.

In order to identify metric verses in the text, our system performs four major steps: extraction of sentences, separation of syllables, scansion, and overlay of verses.
in the original text. From a digital copy of the book, sentences are extracted according to punctuation mark present in literary piece. In Portuguese, the rhythm or musicality of a verse follows the alternance of strong (tonic) syllables and weak (atonic) syllables, so along with syllable boundaries, the position of the tonic syllable is also identified for every word. Therefore, every word in each sentence undergoes syllable separation following grammatical rules, applying the software developed by Neto et al (2015), defining initial syllable boundaries. Besides the positions of tonic syllables are also identified, determining rhythmic features.

To identify verses, the final process of scansion is performed, considering intravocalic (syneresis and diaeresis) and intervocalic (elision and crasis) phonological changes. These changes may alter initial syllable count, for example with the omission of one or more sounds, merging two syllables in a single one. As a final output, the verses identified are overlaid on the original document, along with verse classification, metric count, syllable separations and tonic syllables position, replacing the original sentence, allowing analysis by the user in context.

Initial experiments with the proposed system were performed for the book ‘Os Sertões’ by Euclides da Cunha, aiming to reproduce in a computer lab the work performed by Guilherme de Almeida in the 40s and Augusto de Campos in the 90s. As an example of the results, in page 67, the system identified previously twenty-four candidates verses. Of these, we have, “O sertanejo é, antes de tudo, um forte”, one segment of text that starts the third chapter, identified by our system as a dodecasyllable “O / set/ta/ne+jo é+ / an+/tes/ de/ tu+/do/ um/ for+/te”, where ‘+’ identifies a tonic syllable, and, starting the third paragraph, “É o homem permanentemente fatigado.”, a autonomous paragraph which was also identified by our system as a dodecasyllable, “É+ / o ho+/mem / pert/ ma/nen/te/men+/te / fa/ti/ga/+do.”. Both verses were indicated by Augusto de Campos in his work. Overall, among dodecasyllables and decasyllables, considering only whole sentences as a possible verse, our system was able to identify 273 verses, many of them already manually identified by Almeida or Campos. Nevertheless, previous works on the annotation of verses in the book ‘Os Sertões’ were not comprehensive annotations, so it is not possible to have full statistics on accuracy. Nevertheless, our system has exactly identified 52% of Augusto de Campos’s annotated verses, and the other 48% of the verses were identified with a difference of one unit in syllable count, due to differences in elision.
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Various approaches have been proposed to publish XML/TEI scholarly editions or XML/EAD finding aids online, but no standard XML software with a ready to use web application has yet emerged. As a possible next step after the XML mark-up of an edition or of an inventory, online publications are still a difficult issue for many projects in Digital humanities. Among available frameworks (like eXist or baseX) there is no ready to use web application to easily expose XML scholarly corpora as Linked Open Data (LOD).

Initiated by the Digital humanities network of ENS Lyon (Atelier des Humanités Numériques de l’ENS de Lyon), SynopsX is a lightweight framework which goal is to easily publish and expose XML scholarly corpora. It’s a full XQuery web application built with the native XML database BaseX. Involving different partners from various institutions the project is developed as a free and open source software under GNU, and is hosted on GitHub (https://github.com/synopsx). Three principles have guided the conception of the software: collaboration, mutualization and genericization. Thus, we decided to put together all the publication problems and needs we could encounter in our very various Digital Humanities corpora (disciplines, approaches, institutions) to specify the needs of a generic web application.

SynopsX has been conceived as a scalable and easily customizable solution for XML publication of XML files (TEI, EAD, OAI, etc.). The software brings a templating system for various renderings of XML resources according to predefined or customized mappings from XML data to various output formats. SynopsX use the BaseX implementation of Adam Retter’s proposed specifications for RESTXQ. Because it allows full control on the URL scheme to build real REST applications, it could be used to expose XML corpora as Linked Open Data.

This poster will present the needs of LOD for XML corpora publication. It will explain the different strategies that could be used and how we’re planning to use a RESTXQ controller with views and models to propose a tool that allows the contents exposition as LOD through a restful API.

**Motivation**

In last years, the advancements in computer science brought a global change in the way information is stored, retrieved and analyzed. The digital humanities also benefit from these developments, and now, a vast amount of texts is available in digital form. This information explosion generates interesting research questions for humanities scholars who are capable of deriving new insights from this knowledge bank. In order to support humanities scholars, many visualization techniques – summarized in a survey (Jänicke et al., 2015b) – were developed to aid exploring large texts collections. Most of these techniques are interactive and belong to the category of distant reading (Moretti, 2005). The authors of the mentioned survey observe that less work has been done to improve the close reading capabilities of humanities scholars even though they are often focused on close reading text passages.

Close reading is the careful interpretation of the text, where the scholar iteratively reads the text in order to explore its meaning, inherent topics and occurring relationships (Boyles, 2013). Traditionally, close reading is done on paper. Several ideas and thoughts are made persistent by annotations written at the margins alongside the text (see Figure 1). But as the margin space is limited, not all observations can be put around the text. So, annotations may become cluttered and confusing for the reader, especially when obsolete ideas are struck through. Despite its disadvantages, annotating on paper is still quite popular as it benefits the scholars to record observations about the hypothesis and all these changes reappear in front of the scholar’s eyes as soon as he re-reads the text passage.

We observed that the way of annotating in close reading resembles the idea of mind maps (Buzan et al., 1993) that are based on a central concept and thoughts are represented around it using lines and text. In the close reading scenario, the text can be considered as the central concept and annotations represent thoughts.

An important task of computer science is to enhance the original workflows of researchers with computational
methods. As most humanities scholars are well trained in close reading and nowadays often work with digital texts, it is necessary to enhance their capabilities for digital close reading. We propose an enhanced close reading design inspired by mind-maps that not only mimics the traditional way of annotating a text on paper, but also helps humanities scholars to perform live visual analyses. Furthermore, we use extensible margins to provide enough space for all thoughts of the scholar.

**Figure 1: Traditional close reading on paper**

**Related Work**

Nancy Boyles (Boyles, 2013) defines close reading, which has become a fundamental method in literary criticism in the 20th century (Hawthorn, 2000), as follows: “Essentially, close reading means reading to uncover layers of meaning that lead to deep comprehension.” Annotating the text in close reading is a strong method for scholars to facilitate the understanding of a text passage. Figure 1 shows the result of a traditional close reading approach. In this example, various annotation methods were used by the scholar to annotate various features of a text passage in Charles Dickens’ “David Copperfield.”

The availability of digital texts has further awakened the interest of humanities scholars in collaboratively close reading the same texts. There are several annotation tools for such a purpose, such as eMargin (Kehoe et al., 2013), Hypothes.is (Bonn et al., 2014) and NB (Zyto et al., 2012). These tools are beneficial for collaborative research and classroom environments as they provide an excellent paradigm to share thoughts, as well as find collective answers. To avoid clutter, these tools work with popup windows that are only shown on demand. In Figure 2, the eMargin system is shown where colors are used to highlight different text features, and a popup window on demand, lists the comments of collaborating scholars.

Digital Ink Annotations systems (Schilit, 1998, Bargeron et al., 2003, Agrawala et al., 2005, Yoon et al., 2013) also support annotating text, but their use is only limited to pen-based computing devices such as tablets. The systems are designed to work well on smaller screens, and the adaptation to larger screens is not appropriately implemented.

**Figure 2: eMargin annotation tool**

Close reading tasks can also be assisted via distant reading tools. For example, parallel coordinates, a heatmap and a dot plot are used to analyze the variance of a selected text passage from different German translations of Shakespeare’s Othello (Geng et al., 2013). Heat maps are appropriate visualizations to illustrate the distribution of specific phrases or annotations in a corpus (Muralidharan, 2011, Alex et al., 2015). Voyant Tools allow the user to perform basic text mining functions with selected word statistics shown in linked views (Sinclair et al., 2012). The Voyant Tools interface in Figure 3 shows statistics about Chapter 2 of Oscar Wilde’s “David Copperfield.” Goffin’s idea to enhance close reading is the integration of small visualizations (e.g., maps or bar charts) besides the words of a text (Goffin et al., 2014).

**Figure 3: Screenshot of web-based Voyant Tools (Sinclair et al., 2012).**

**Enhanced Close Reading Design**

In contrast to the tools mentioned above, we combine traditional annotation tasks with distant reading analyses to enhance the close reading capabilities of the scholar. We
suggest a design inspired by mind mapping (an example mind map is shown in Figure 4a), a methodology that allows a researcher to work on a central concept, and thoughts and features about that concept are placed around it using figures, lines etc. In a mind map, the associations spread out from a central concept in a free-flowing, yet organized and coherent manner (Budd, 2004) - thus forming a mental map of the central concept. We observe that like in the case of mind maps, fixed annotations around the central text in a traditional close reading process facilitate forming a mental map of the thoughts about the text of interest, and help the scholar to draw conclusions when seeing the whole picture.

The example of our design discussed above is shown in Figure 5. The example from Figure 1 is annotated using different kinds of annotations. Like in other digital tools, certain topics of the text are annotated using colors. In addition, the character(s) Peggotty is marked and a panel shows thumbnail images based on a Google Images search. Also the relative word frequency chart of the term “Peggotty” in Chapter 2 is shown on the bottom left. Furthermore, on the left area, a TagPie (Jänicke et al., 2015a) showing the co-occurrences of both the terms memory and observation helps to investigate the hypothesis of the literary scholar about the similar meaning of both topics. The example depicts how the scholar can use different annotation tools as well as different distant reading tools to enrich the close reading experience.

Figure 4a: An example mind map

Figure 4b: Mind-map inspired close reading

Figure 5: Example of our design

Future Work and Conclusions

We held discussion with the collaborating humanities scholars about the design as well as the usability of the proposed interface. The scholars remarked that such an interface will help removing fears of using digital humanities tools and that they intend to use the tool as it mimics their existing workflows. They also mentioned that such a tool could help users getting a better big picture of the text, and that it enhances the close reading capabilities of the scholar. Another important point is the capability in supporting teaching activities. They mentioned that various types of annotations (text, pictures, charts) are also used in teaching material, but it is not easy to share
these with students. Such a tool could support this process as it generates persistent annotations to be analyzed and discussed collaboratively in courses.

We observe that the scholar’s initial reactions after seeing the prototype of the tool, which is still in development, are convincing and encouraging. We think that rigid modeling syntax is inappropriate for annotation. Our final interface will allow the scholar to make annotation styles versatile. At the digital humanities conference, we will demonstrate our prototype and discuss future prospects within the community. An additional user study will compare the viability of our proposed, mind map inspired annotation technique to existing approaches.
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This poster will present the rationale behind as well as the work in progress of an international collaborative project funded by the Volkswagen Foundation (scheme "Original – isn’t it?" New Options for the Humanities and Cultural Studies, Funding Line 2 Constellations), 2016-2017. The project aims to link scholarly modelling as a formal and informal reasoning strategy across disciplinary boundaries, and to bridge between modelling in research and teaching.

In Digital Humanities (DH), modelling is a creative process of reasoning in which meaning is made and negotiated through the creation and manipulation of external representations. Through the lenses of critical humanities traditions and interdisciplinary takes on making and using models, the project Modelling between digital and humanities: thinking in practice builds on the novelty of DH research in making explicit and integrating existing diverse models of cultural phenomena (e.g. texts; events) with the aim to:

- explore possibilities for a new interdisciplinary language of modelling;
- analyse modelling in scholarship as a process of signification;
- develop connections between modelling as research and learning strategies.

By modelling we intend the creative process by which researchers create and manipulate external representations ("imaginary concreta," Godfrey-Smith, 2009: 108) to make sense of the conceptual objects and phenomena they study. In order to integrate diverse theoretical frameworks around modelling (McCarty, 2005, 2009; Mahr, 2009; Frigg and Hartmann, 2012; Morgan, 2012; Krahmann and Lattmann, 2013; Flanders and Jannidis, 2015) with a practical dimension, the project makes use of DH as an interdisciplinary departure to study modelling as anchored both to computer science and to the humanities.

Research focus

Our working hypothesis is that in DH research, implicit and explicit models of cultural phenomena are integrated into external metamodels, e.g. graphical representations, which often embed natural language and are informal. These metamodels are iteratively translated towards computable implementations via a variety of more or less formal models: models for.

Two case studies are used to reflect on modelling in practical terms:

- Textuality, standing for the complexity of cultural objects and activities addressed by a plethora of subject-specific approaches. Sahle (2013) proposes a metamodel to chart and relate single models of textuality from several disciplines. The metamodel acts both as a model of the phenomenon of textuality and as a model for working with texts to inform the development of text technologies, digitisation practices, and rules for transcription and annotation.

- Events. While textuality mediates the world we live in, events are central to an epistemological perception and description of the processes shaping this world. Many disciplines contribute to theoretical reflections on and practical applications of the modelling of events (see, e.g., Le Boeuf et. al., 2015). The project aims at combining contributions from philosophy, literary studies, history, linguistics, and computer science with cultural heritage documentation and the news industry in the transition from models of events as things to perceive and talk about to models for event detection and description.

The analysis of modelling practices in the areas outlined above will aim at gaining new insights in the epistemology of modelling:

- How are theory and practice blended in these modelling efforts?
- What role do formal and informal metamodels play in translating models of cultural phenomena into implementations?
- What shared terminology can help us gaining an integrative and non-reductive understanding of digital modelling?
- Can we define the methods of digital modelling informed by such an integrative and non-reductive approach?

Societal resonance

The rationale of the project places the practice of DH within a broad understanding of how humans think through things. Models are ubiquitous in our contemporary society as powerful tools to schematise the complexities of our universe, from genes to climate, from the
economy to the stars. By linking DH practices to the craft of computer science as well as to the critical humanities tradition, this project tackles issues at the centre of the construction and deconstruction of (digital) models. It also advocates for a critical DH research offering the instruments to unpack the rhetoric of digital and data models, so as to contribute to a pedagogy of the digital age and to act at the core of a new cultural literacy.

Outcomes

Over 18 months, the project aims at producing: 1) an open access book about modelling, and 2) An international workshop devoted to selected controversies around the theorisation and practice of modelling (e.g. fictions vs. non-fiction; theory vs. data), which will give important input to the book. A consulting group will be set up to discuss draft chapters and ongoing work.
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Since its foundation, the Homer Multitext project has been creating digital diplomatic editions of manuscripts of the Iliad, editions which record every intentional mark on the manuscript, in order to create a resource to explore larger Homeric questions. Our poster presents one aspect of Homer Multitext research. The authors’ original research involves analyzing the Venetus A to look for multiforms, that is, substitutions for Homeric text that fit both metrically and contextually. The Venetus A, a tenth-century manuscript currently housed in Venice, is the oldest complete manuscript of the Iliad existing today. In addition to the intact poem, the Venetus A includes an abundance of scholia, scholarly notes which comment on the poem. It is in these scholia that we find evidence for multiforms. Our use of the term “multiform” intentionally follows Albert Lord’s of the Iliad as an orally composed and transmitted poem: “the word multiform is more accurate than variant, because it does not give preference or precedence to any one word or set of words to express an idea; instead it acknowledges that the idea may exist in several forms.” (Lord, 2000). Ultimately, in looking for multiforms, we found a definitive correlation between the appearance of multiforms in the scholia and the reference to one of three Homeric textual editors, all of whom served as the head of the library at Alexandria at various times from the third to second centuries BCE. While it has been previously hypothesized that the work of these three Alexandrian editors, preserved in the Iliadic scholia, is responsible for
the current standard canon of available multiforms, the research represents our first steps in using statistics to better understand the transition from an oral tradition to today’s critical print editions.

The first task in our research was to analyze how many multiforms existed in a select portion of the *Iliad*. Books 18 and 19 of the *Iliad* served as our sample, and we accessed the manuscript through openly-licensed digital photography. From these photographs we created digital diplomatic editions of the poem and its corresponding scholia using an XML editor and following TEI guidelines. Within our editions we used the TEI element “quote” to identify every instance of text reuse found in the scholia, and then generated a separate table in which we classified the types of text reuse. Our classification was modelled on work by Monica Berti who defines “text reuse” as “the meaningful reiteration of text, usually beyond the simple repetition of common language” (https://wiki.digitalclassicist.org/Text_Reuse). By assigning distinct URNs to the different types of text reuse in the table and not in our XML mark-up, we applied a unique approach that kept our external analysis separate from our digital edition.

We automatically generated a table displaying the occurrence of multiforms in relation to references to Alexandrian editors in preparation for a chi-square test for independence.

This table shows 34 instances of overlap, in which one of the scholars was named with a multiform. For the chi-square test, we compared these two sets of data, beginning with the null hypothesis that they were independent. Then, having set a significance level of 0.01, we obtained a p-value of $1.2 \times 10^{-42}$. This p-value shows that the probability of randomly obtaining the results we did is negligibly low. Thus, we were able to reject our null hypothesis and conclude that there is a correlation between the occurrence of a multiform and references to one of the Alexandrian grammarians.

Given the correlation between Alexandrian editors and multiforms attested to in the Venetus A, we conclude that the Alexandrian editors were responsible for setting the canon of multiforms which has been transmitted in this manuscript, and from there to the modern world. In respect to further avenues of research, the strength of this correlation remains to be tested. Additionally, we have not yet attempted text reuse analysis with the majority of the Venetus A; drastically increasing the sample size will likely yield more insights into the nature of the poem’s transmission and production. The ability to statistically support this conclusion exemplifies the great promise statistical, analytical methods hold for the field of Homeric studies, as well as wider areas in other fields of the humanities.

Bibliography


Notes

1 The following is the link to a table which shows our classification of the instances of text reuse. (https://github.com/hmteeditors/hc-il18/blob/master/venA/collections/reuse_18_19.csv)

2 The following is the link to data tables showing the correlating frequencies of appearances of multiforms and Alexandrian editors. (https://github.com/hmteeditors/hc-il18/blob/master/venA/stats/Table%20of%20multiforms.md)
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An interdisciplinary team of researchers has built a new multimedia editorial tool: the eTalks (Clivaz 2014; Clivaz et al., 2015a; Clivaz et al., 2015b; EADH projects, 2016), based primarily on speeches of scholars. Simple videos or MP3 recordings of lectures may prove insufficient to many researchers since they are unquotable in detail and they do not offer the possibility of being combined with text, images, hyperlinks, and references. Until now, no tool has been available for creating a carefully edited product that includes text-image-sound, all entirely quotable in details: yet, this is what we have achieved with the eTalks [http://etalk.vital-it.ch/mooser/mode-demploi-en/].

In creating the eTalks, we were motivated by the fact that academic publications and pedagogy have been deeply reconfigured by the emergence of a new kind of knowledge produced by the synergy between text, image and sound. As Tanya Clement points out, diverse Digital Humanities (DH) pedagogies, such as new media studies and game studies, can be characterized by looking at multiliteracies “that are engaged within undergraduate humanities curricula through general skills, principles and habits of mind that allow students to progress within and en-
gage society in the twenty-first century” (Clement 2012). Academic publications in Humanities are slower than pedagogy in terms of the testing of multimodal literacies. However, different tools are now able to present slides joined to videos of scholarly talks, such as Slideshot and Dashboarding [http://slideshot.epfl.ch/play/cops_binne; http://www.infoq.com/presentations/dashboard-data-analysis?utm_source=infoq&utm_medium=related-content_link&utm_campaign=relatedContent_persen], but they cannot be quoted in detail. Scalar, a very impressive multimodal tool, proposes to “create interpretive pathways through the materials”[http://scalar.usc.edu/about/], privileging users’ points of view. The eTalks claim to rely on the scholar’s oral talk as a leading way among multimodal materials while giving the users the possibility of reconsidering the auctorial point of view by directly accessing all the quoted sources.

The eTalks application implements an easy-to-use editor interface, designed for the use of researchers themselves, allowing for the creation and editing of original enhanced talks. This permits the linking together of images, sounds and textual materials by means of hyperlinks, thereby enriching the content with relevant information. The result of the editing is displayed through a viewer interface, allowing one to experiment with the entire eTalk or to actively navigate, scroll and search inside its content. After recording the speech of the scholar, the Audacity software allows for the splitting of the speech into pieces of 2-3 sentences. Each piece of speech can be associated with its written version, a slide, images, or hyperlinks and so forth. Each piece is also quotable with a specific URL: a new kind of reference. Thus, the final release of eTalks allows for the complete ‘citability’ of its contents: each and every portion of the researchers’ talks can be precisely referred to and therefore cited, just like any traditional, paper-based scientific publication but with all the potential for plural literacies.

The core of the eTalk engine was developed in JavaScript and the code is now available as open source on Github as a free application for further development. The eTalks are currently being further developed and disseminated by an interdisciplinary team of researchers in Digital Humanities and bioinformatics at the Swiss Institute of Bioinformatics (Lausanne). Four series of eTalks have thus far been published as openly accessible: twelve on funerary rituals, nine on the enhanced Human, two on the institutional biobank of Lausanne, and one in Digital Humanities [http://etalk.vital-it.ch]. The eTalks are now in development by institutional and research collaborations, notably the Pedagogical High School of Lausanne (HEPVaud) and the ERASMUS+ #dariahTeach project, whose purpose is to offer a webportal by 2017 that will include digital teaching modules [www.dariah.eu/teach].

We will present eTalks’ main features in our poster, and in particular the question of copyrights: to be able to quote several images, the team had to learn the basic rules of the relevant Swiss laws, and how Wikipedia commons work in Switzerland; furthermore we plan to develop European test-cases. We have also learned to negotiate with the authors and to convince them to rather use open access material. In difficult cases, we consult specialized people. Such obstacles had to be navigated and new skills acquired by our team as new, necessary knowledge. We will secure the interoperability of our data, and progressively introduce videos, and purl references.
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Context

The Baedeker Corpus, a digital collection of early German travel guides that is currently being developed in the travel!digital project¹, brings together a valuable but rarely investigated part of cultural heritage in an up-to-date and sustainable digital form. A combination of source oriented approaches and Semantic Web formats (Meroño-Peñuela et al, 2014) allows for enhanced access to both the TEI-based digital edition and the rich domain-specific knowledge. As complex inter-texts (Wierlacher, 1997; Koshar, 2000) and significant discourse-historical artefacts (Maingueneau, 2014) travel guides represent codified and authorized versions of local culture and history (Pritchard et al, 2005). Reflecting dominant discourses, (re)producing and (re)constructing them, the genre plays a central role in shaping the tourist experience and directing the tourist gaze (Thurlow et al, 2007; Urry, 1990). Giving insight into various readings of history, tradition and culture, the new language resource is meant to foster cross-disciplinary research in cultural representation and identity constructing discourses.

The Baedeker Corpus comprises all first editions of German travel guides on non-European countries which were brought out by the Baedeker publishing house before World War I. It contains more than 1.5 million running words and covers various regions, offering a balanced picture of different cultural areas.² Along with the basic layers of linguistic annotation, controlled vocabularies and content contextualization by Linked Open Data resources will assist in exploring cultural narratives from the turn of the 19th century.

bdk:ConceptScheme(s)

Focusing on people and monuments, two essential components of the guidebook genre and of cultural discourse itself, the extensive lexical inventory is represented by means of the Simple Knowledge Organization System SKOS. Besides personal names, people are addressed in a variety of different forms in the guidebooks. References to classes are frequently used in making generalizations about groups and individuals as well (cf. Schmidt-Brücken, 2015). Each of these generic expressions is represented by a bdk:Descriptor, which is defined as a subclass of skos:Concept. Individual terms are encoded as skos:prefLabel(s) and skos:altLabel(s). Variants and translations are designated on term-level by the properties hasVariant/isVariantOf and hasTranslation/isTranslationOf. Modelled in this way, the vocabulary identified in the guidebooks forms the basis of the concept scheme. Seven categories indicated by skos:topConceptOf improve structuring of the bdk:ConceptSchemeGroups:

1. Collective terms: population, tribes, natives; 2. ethnic/national communities: Englishmen, Weddas; 3. geographical concepts: Europeans, Orientals; 4. names of languages and scripts, language affiliation: Arabic, Cyrillic; 5. professions, including political, religious, economic roles, and styles of living: merchants, government officials, priests, peasants, nomads; 6. religious communities: brotherhood, pilgrims; Buddhists, Sikhs; and 7. social classes: castes, workers. Concepts and labels include both nouns and adjectives, indicating associations among them by means of the property skos:related. Figure 1 lists definitions of skos:topConcept(s) and shows selected examples of concepts and labels.

![Figure 1: bdk:ConceptSchemeGroups.](image-url)

The picture is similarly varied for monuments and notable sights. Since assessments and classifications of cultural heritage objects are integral parts of cultural representation, they are included in a separate concept scheme. The bdk:ConceptSchemeMonuments is organized by skos:topConcept(s) which indicate topical spheres the objects belong to, ranging from architecture and artworks, to accommodations, landscapes, and breath-taking views.

Prospects

By the end of the project, a web application based on the corpus_shell framework³ will make the digital texts available along with their facsimiles, exposing them via FCS/
SRU protocol\(^1\) that is part of the CLARIN infrastructure. This online edition will offer querying capabilities inside of both the text and the linguistic annotation layers. It will provide indexes of word classes, lemmas and the semantic entities defined by the SKOS-vocabularies presented in this abstract. Transforming names of people/s and monuments in the texts into links to the LOD cloud\(^2\), the vocabularies will connect occurrences in the Baedeker Corpus to other online resources, providing enhanced access to the corpus and additional information via the guidebooks’ main actors. The presented data model aims at supporting fine-grained examinations of semantic components that have a lasting influence on cultural perceptions of “Other” and “Self”. It is expected that semantic technologies do have the potential to reveal much about a discourse that goes far beyond travel literature.

### Bibliography


### Notes

1. The project “travel!digital. Exploring People and Monuments in Baedeker Guidebooks (1875–1914)”\(^3\) is funded by the platform Digital Humanities Austria.
2. Palestine and Syria (1875), Lower (1877) and Upper Egypt (1891), North America and Mexico (1893), Asia Minor (1905), the Mediterranean Coastline of Africa (1909), India and Ceylon (1914).
5. LOD datasets: VIAF Virtual International Authority File, GE-SIS Thesaurus for the Social Sciences, AAT Art & Architecture Thesaurus, UNESCO Thesaurus, DBpedia.
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### Introduction

The *Lokalbericht* project (2013-2016)\(^4\) aims to deliver a scholarly digital edition of Swiss author Hermann Burger’s first novel *Lokalbericht*. Accompanied by a reading edition in print (fall 2016), the digital edition will include all extant precursory stages of the novel as well as Burger’s final revision of the text, written between 1970 and 1972 (Wieland et al., 2012). The project relies on document oriented encoding, as supported by the TEI guidelines since P5 v. 2.0 (cf. Burnard et al., 2012), in order to aptly capture the materiality and the genetic dimension of the work.

### Macrogenetic Challenges

Whereas the recommendations of other textgenetic edition projects as well as the tradition of genetic editions in print were very helpful for the encoding of local, microgenetic phenomena (i.e. intradocumental) and their presentation to the reader, much less information was available on how to document interdocumental textgenetic relations in a structured manner. In order to better understand the challenges and needs of what we dubbed...
macrogenetic editing, a workshop was convened in Bern in 2014. As Hans Walter Gabler concluded, ‘a digital genetic edition will only tap its full potential by capturing and visualizing “macrogenetic” aspects’ (Gabler, 2014).

Incited by the outcomes of the workshop we investigated ways that offer immediate insight into Burger’s way of writing – the novel was crafted as a mosaic consisting of numerous tesserae that were worked over repeatedly. This writing technique results in an avant texte consisting of many segmented and related texts, of which at times more than a dozen copies are extant. Taking a bird’s eye view of the corpus, the reader should get a clear understanding of the writing process and be able to follow the development of specific segments or chapters and their integration into the final typescript, before swooping down to the text level to discover the text genetic minutiae.

### A Visual Approach to Macrogenetic Relationships

In printed and early digital genetic editions, macrogenetic relations are often visualized as a stemma. Such stemmata leave much to be desired – they often abstract on a high level (e.g. witnesses or versions of a text) as opposed to smaller textual entities such as paragraphs or sentences, require considerable intellectual and manual effort, and remain comparatively static, perhaps linking to representations of related documents, but lacking in precision. Yet their genealogical tree structure serves still as a powerful basis to represent editorial changes.

Taking the underlying idea to represent temporal development on the vertical axis and introducing finer levels of granularity in a stemma tree on one hand threatens to lead to over-complexity and problems of positioning. Resorting to force directed plotting as it is often used to display and investigate graph data on the other hand does not satisfy the sequentiality inherent in written text. For the manageable amount of typescript pages and drafts of the novel at hand, we found that a prearranged layout that entails a temporal dimension (y-axis) and material evidence of the texts (x-axis) works best (cf. figure 1).

Genetic relations between the typescript pages, the smallest units of display, are highlighted on mouse actions. Interacting with this visualization, the user of the digital edition can trace the development of the early and final drafts of the novel.

### Accessing Data through Visual Navigation

Good textgenetic visualizations should not be mere by-products of digital editions, but closely tie in with the structure of the digital edition, i.e. serve as a subsidiary navigation to its contents. By way of two panels that yield lists of related typescript pages the user can access detail views in the main interface of the edition (single or synoptical views) directly from the visualization. Vice versa, the visualization initially highlights the current selection of the main interface in order to provide specific views of the dossier génétique.

### Outlook

While the analytical approach based on genetic paths defined by the editors (on sheet level) should provide the most valuable knowledge about the production of the novel, it would be desirable to complement the visualization by an explorative mode based on relations encoded on more granular levels. A visualization of this kind would be less useful to pursue particular authorial changes, but it would help to identify patterns that deserve closer attention and facilitate the isolation and display of the least interpretation-ridden relations and consequently better suit a reader-centered concept of a digital edition.

The wish for visualizations that abstract from the detailed genesis of a text to a more approachable overview is shared by a number of genetic edition projects. After all, imparting his or her knowledge and insight to the readership lies at the core of a scholarly editor’s role. We hope to contribute to the debate by sharing our approach to this problem at DH 2016 and finally by launching the digital Lokalbericht edition in October 2016.

### Bibliography


**Notes**

3. The actual technical implementation makes use of the D3.js JavaScript library (cf. http://d3js.org) for manipulating documents based on data, but similar outcomes might be realized using other tools.
4. More complex genetic corpora and different choices of granularity would however require more sophisticated zooming and panning mechanisms or ways of three-dimensional stacking and it remains to be seen whether the chosen approach would serve them well.
5. The development of an explorative visualization of the entire Lokalbericht corpus as initially planned will presumably only be implemented for selected texts due to limited resources.
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The success of the digital humanities as a field of research has led to two pressing needs at the interface of computer science and the humanities. First, sustainable software development projects are needed that are focused on humanities research problems. Second, graduate and undergraduate training models are required that address the interdisciplinary nature of digital and computational humanities research (Ramsay, 2012; Reid, 2012). From the application and development of new algorithms to mine texts (e.g. Murdock et al., 2015) to the development of multi-institutional software systems (e.g. Neuroth et al., 2011), many digital humanities projects can only be implemented with the help of computer scientists and software engineers.

We believe that the future success of applying digital and computational approaches to research questions in the humanities depends on forging links between computer science and the humanities. However, the digital humanities need to involve more than adding a computer scientist to a humanities project. Many digital humanities programs include computer science courses in their degree and certificate programs, but this is not yet the norm. Specifically in the history and philosophy of science, many programs do not impart the skills necessary to take advantage of the new modes of research. Likewise, computer scientists typically receive little training in the humanities, making it difficult to foster meaningful and productive collaborations with humanities scholars.

Our poster describes the Digital Innovation Group (DigInG) in the Center for Biology and Society at Arizona State University (ASU). DigInG’s primary objective is the development of computational solutions for questions in the digital humanities with a focus on digital history and philosophy of science. Our group trains students from the computer science department together with students from the humanities. We develop user-oriented innovative tools, methods, and infrastructures, and foster an understanding for each other’s fields by teaching a skill set that enables students to communicate more effectively.

As part of DigInG, we developed a course that puts computer science students in a room with humanities students to work together on digital humanities projects. In addition, we offer the opportunity to work on the software development projects in our lab as student workers. We emphasize software engineering best practices and cross-disciplinary interaction. For example, in the beginning of the semester the class develops a course website, which requires them to learn how to use Git and GitHub. Students from the humanities learn the basics of programming. Computer science students acquire a mindset that better prepares them for working on digital humanities projects and learn how to better communicate with those outside their field. We discuss topics such as the importance of authority control, metadata, or resource discovery. In our experience, the students gain a lot from participating in our class as for many of them it is the first time that they work with students from a very different field of study. For instance, one humanities student noted that “learning to formulate questions in ways that computer scientists and software developers can understand” was one of the most valuable outcomes for them.

Not only does DigInG play an important role in developing software for humanities research, it also creates an environment for hands-on training for graduate and undergraduate students in computer science and the humanities. We hope that our poster will contribute to broadening the discussion about how digital and computational humanities programs are organized. We believe that software development and training in the digital humanities do not need to be separate endeavors.
The Attribution of the Lazarillo de Tormes. Shedding Some Light into a Centuries Old Problem
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Summit work of the Spanish Golden Age and forefather of the so called picaresque novel, The Life of Lazarillo de Tormes and of His Fortunes and Adversities (henceforth: the Lazarillo still remains an anonymous text (Rico, 2011). The 400 years of attributions have left us an enormous, nearly intractable, amount of bibliography that must be reviewed and studied. Paradoxically, scholars, instead of shying away from this mystery, are still adding new proposals to the pool of candidate authors, although some of them use modern and less explored methods (mostly computational) that were not available a decade ago.

Chronologically, the Hieronymite Friar José de Sigüenza was the first to propose a possible author: Friar Juan de Ortega. Father Sigüenza’s Historia de la Orden de San Jerónimo gathers his finding of a manuscript of the Lazarillo in the cell of Juan de Ortega. Although a draft was indeed found in the Friar’s cell, the circulation of handwritten copies was a common practice during the Spanish Golden Age (Botrel and Salaün, 1974). The claim that Father Ortega was the author is hard to sustain as the draft does not seem to be enough proof. Diego Hurtado de Mendoza was proposed a couple of years later, in 1607. His candidacy as the author of the Lazarillo was proposed by Valerio Andrés Taxandro. Over the years other scholars contributed to the diffusion of Mendoza being the author, and the attribution proved to be extremely popular. For almost three centuries book catalogues all over Europe recorded Hurtado de Mendoza as the author of the Lazarillo. In 2010 Mercedes Agulló provided documentary proof to support the authorship, although some dispute the validity of such evidence (Agulló y Cobo, 2011). Other humanists were also proposed. The reformist Juan de Valdés was defended by Morel-Fatio and Manuel J. Asensio, but in view of the lack of solid evidence, this candidacy was abandoned in favor of his brother Alfonso. Rosa Navarro Durán supported Alfonso de Valdés, as she found connections between the works that influenced both Valdés’ work and the Lazarillo. The lack of direct comparisons has been strongly criticized.

In the last decade, a couple of names have taken center stage. Juan Luis Vives was proposed and devotedly defended by Francisco Calero. Following the same precepts as for Alfonso de Valdés’ candidacy, the fact that all Vives’ known works were written in Latin makes the attribution lose some credibility. In 2008, after abandoning the authorship of Francisco Cervantes de Salazar, José Luis Madrigal proposed Juan Arce de Otálora. Using existing corpora such as Google Books and CORDE, Madrigal employed basic computational analysis based on the counting of words in order to find correlations between the style of authors in the corpora and the style of the author of the Lazarillo.

Computational approaches to authorship attribution are usually not considered to be enough proof to state the final truth in the disputed authorship of an anonymous text. However, the use of modern authorship attribution techniques might help to reduce the pool of candidates and contribute with evidence to support a specific possible author. After building the pool of candidates, we collected each candidate’s available texts. Half of them lacked modern editions, which we solved building and using our own crowdsourcing OCR reviewing tool. The corpus we created counts a total of 50 works in a 90 year period surrounding the publication of the first known edition of the Lazarillo in 1554. All the major candidates for the authorship of this book were included, as well as some authors who had not been considered previously to add robustness to our analysis. The rules we followed for regularizing the spelling of old Spanish were borrowed from Ocasar’s system (Ocasar, 2014). Features from the text were then extracted following the winners of several editions of the authorship attribution competition known as PAN at CLEF, which establishes the state-of-the-art in attribution techniques (Stamatatos et al., 2015). The final set of features were composed by several distributions: functions words, the 300 most common words (BOW), the 3000 most common character 3-grams (CNG), punctuation signs, the 30 most common parts of speech; tf-idf for a maximum of 1000 word bi- and tri-grams, and for a maximum of 1000 character {2,4}-grams; and average
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sentence length, sentence length variation, and sentence lexical diversity. A combined feature vector with all the abovementioned features was also included.

Once the texts were in digital format, we explored the dataset through distance-based methods, such as Burrows’ Delta and its variations (Burrows, 2003), which outperformed any other. For compression-based methods we applied Cilibrasi and Vitani’s NCD with BZIP2, RAR and PPM (Cilibrasi and Vitani, 2005). We tested PCA and Linear Discriminant Analysis with different settings for number of chunks per work, components and features (Burrows and Hassall, 2002). Our final approach was comprised of three steps: first we used unsupervised learning to reduce the pool of candidates. Then, applying supervised learning, we ranked the possible authors. Finally, only six of these candidates were fed into an ensemble algorithm for “unmasking” the most likely author. As for unsupervised learning techniques, we obtained that Ridge, Bernoulli, multinomial, and nearest centroid had the best performance for our total feature vector, BOW, and CNG. In supervised learning the best results were provided by SVM and maximum entropy models, for the same feature sets. This allowed us to reduce the pool of candidates for the unmasking method proposed by Moshe Koppel and Jonathan Schler since it is a computationally expensive method (Koppel and Schler, 2004). The results were consistent for all methods and in line to what we first obtained applying Burrows’ Delta. We found that the most likely author seems to be Juan Arce de Otálora, closely followed by Alfonso de Valdés. Unfortunately, although supporting previous hypotheses about the authorship of the Lazarillo and providing with evidence in the case of Valdés, the method also stated that no certain attribution could be made with the given corpus.
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Introduction

The development of applications in the field of Digital Humanities (DH) does not adequately take into account domain modelling, software design principles and software engineering methodologies (Bozzi, 2013; D’Iorio, 2015; McCarty, 2008; Terras and Crane, 2010). In fact, many systems developed in the context of DH-related projects have not been conceived to be modular, extensible, and scalable: they only tend to solve specific problems such as data-driven and project-oriented tools (Boschetti and Del Grosso, 2015). In addition, most projects focus on the requirements of humanists (as end users), but leave out the needs of software developers.

This research was motivated by a number of issues emerged from the projects we worked on (Abrate et al., 2014a; Albanesi et al., 2015; Bellandi et al., 2014; Bozzi, 2015; Del Grosso, 2013; Ruimy et al., 2012) and it fits into an ongoing discussion about textual modelling and research infrastructures (Moulin et al., 2011; Pierazzo, 2015;
Schmidt, 2014). In particular, this work aims at providing methodological guidelines for the definition of the core entities of a digital scholarly environment. We chose to adopt an object-oriented approach since it can bring benefits in the definition of efficient and effective digital tools (Boschetti et al., 2014; Del Grosso and Nahli, 2014). To give an analogy, the environment we propose can help developers and scholars as CMS (e.g. Wordpress) can help Web designers and publishers.

The development of the environment follows three criteria: i) adopting an agile process (Ashmore and Runyan, 2014) to define the nature and behavior of the environment through both functional (e.g. user stories) and non-functional requirements (e.g. data model, system architecture) (Cohn, 2004; Collins-Cope et al., 2005); ii) providing well-defined Application Programming Interfaces (APIs) among components (Grill et al., 2012; Tulach, 2008); iii) applying analysis, architectural and design patterns for the sake of abstraction, generalization and flexibility (Ackerman and Gonzalez, 2011; Buschmann et al., 2007; Gamma et al., 1995).

Following the agile methodology, we are developing a modular environment by starting from the design and implementation of a microkernel (Buschmann et al., 1996) as the manager of the different components. In addition, the microkernel provides all the operations needed to manipulate the domain basic entities which are described in the section “Domain entities and design patterns”.

Related works

Digital humanists have access to several tools for literary studies. TextGrid, for example, provides integrated tools for analyzing texts and gives computer support for digital editing purposes (Hedges et al., 2013). The NINES project offers an environment to support scholars in the creation of long-term digital research materials. It includes three main tools: Collex (Nowviskie, 2007), Juxta, and Ivanhoe. Annotation Studio is a collaborative system to annotate texts and add links to multimedia objects (Paradis et al., 2013). The CULTURA project aims at developing a “corpus agnostic research environment” providing customizable services for a wide range of users (Steiner et al., 2014). The development of an online workspace which helps scholars in the production of critical editions is the main objective of the Workspace for Collaborative Editing framework (Houghton et al., 2014). It uses existing standards and open-source solutions to create an architecture of reusable components. Other platforms worth mentioning are TUSTEP/TXSTEP (Ott, 2000; Ott and Ott, 2014), WebLicht (Hinrichs et al., 2010), Perseids (Almas and Beaulieu, 2013), Muruca/Pundit (Grassi et al., 2013), Textual Communities (Bordalejo and Robinson, 2015), SAWS (Jordanous et al., 2012), Voyant Tools (Sinclair and Rockwell, 2012), Transcribe Bentham (Causer and Terras, 2014) and Alcide (Moretti et al., 2014).

However, the aforementioned initiatives allow digital scholars to meet specific needs, but none of them seems to provide, simultaneously, all the following characteristics: i) reusability and extensibility, ii) ease of use and configuration, iii) continuous availability of the services and development over time, iv) a well-grounded software data model.

Domain entities and design patterns

One of the main challenges of the DH community is to provide suitable software models and tools (Ciotti, 2014). To model the literary domain and the relative user requirements, we chose to follow the engineering principles of object-oriented analysis and design (Ackerman and Gonzalez, 2011). The digital representation of a textual resource is a challenge as it involves several theoretical and epistemological issues in semiotics, paleography, philology, linguistics, engineering, and computer science (McCarty, 2005; Meister, 2012; Moretti, 2013; Robinson, 2013; Sahle, 2013).

In this work, we define each textual element by means of four properties: i) the version allows to select a specific textual element among those available in its history of changes; ii) the granularity represents a level of a hierarchical structure (e.g. a page composed of lines); iii) the position provides the location of a textual element within the hierarchical representation (e.g. the second page of a book); iv) the layer indicates the set of homogeneous information the textual element belongs to (e.g. morphological layer). As pointed out by (Buzzetti, 2002; McGann, 2004; Pierazzo, 2015), the information conveyed by a textual resource is logically organized through multiple layers (also called dimensions) of information.

On these four properties we have designed and implemented a set of core entities as the fundamental data types shared among all the components of the environment (Fig. 1). The Source class is in charge of managing the low-level data: it is composed of a Payload representing the information conveyed by the textual resource and a SourceType which indicates the nature of the Source (e.g. text, image, audio, etc.). Payload objects (as used in networking) have the only purpose of encapsulating the information. The Locus and the PlaceOfInterest (POI) classes identify, through a composition pattern, specific data fragments of the source content, and they are used to establish the boundaries of an Annotation. A chunk of text, for example, can be addressed to by a locus having a POI (of type Sequence of Interest) representing its start and end coordinates. Similarly, a region of an image can be identified by a locus having a POI (of type Region of Interest) composed of a sequence of coordinates. The Locus and POI provide a stand-off text annotation technique able to tackle, for example, the overlapping hierarchies problem, which cannot be handled easily with inline markup tech-
niques (Schmidt, 2010). As a matter of fact, it is possible, simultaneously, to manipulate a resource on the basis of its documental and textual structure (Renear et al., 1996; Robinson, 2013) (see the example in the following section). However, since stand-off models are affected by the issue of the indexing updating, a dedicated component must be in charge of automatically maintaining the coherence of the annotations each time the underlying text is edited.

### An Example

We here introduce an example showing a representation of a snippet of text with annotations. The chosen text is an excerpt of a letter, written in Latin, belonging to the epistolary corpus of the Clavius on the Web project (Abrate et al., 2014b). Fig. 2 shows a typical way of encoding sentences and lines with a markup language as TEI (Burnard, 2014): the resulting XML hierarchical structure has been broken by the addition of the line anchors (&lt;lb /&gt;) mixing up the textual and documental structure of the text. Indeed, to preserve the integrity of the word “Dinostrati” (spanning across lines 4 and 5), it is necessary to encapsulate it with the element &lt;w /&gt;.

![Fig. 1: Class diagram of the domain entities](image)

**An Annotation** represents an information associated to a locus and is defined by an **AnnotationType** (e.g. a token, a lemma, a named entity, etc.). Since the hierarchical structure of the source may evolve over time, the changes to the relative tree must be managed. For example, a tree structure having tokens as leaves could need to be updated with a finer-grained layer of characters (e.g. to assign annotations to specific letters). In this case, the tokens should become intermediate nodes and the characters would become the leaf nodes. Typically, this kind of editing is unpredictable and it often implies heavy adaptations if the software is not flexible enough to manage changes in the underlying text representation schema. Consequently, we decided to exploit the flexibility of the Object Oriented model by adopting the Role Design Pattern (Fowler, 1997) to switch between leaf and intermediate nodes dynamically. This pattern has been implemented by the **AnnotationRole**, **AnnotationRoleElement** and **AnnotationRoleStructure** classes. Moreover, an annotation is a source in itself (see the inheritance relationship between the Annotation and the Source classes in Fig. 1) and, thus, it can be annotated recursively.

![Fig. 2: A standard way of encoding a text with TEI-XML](image)

The model we propose solves this problem with the stand-off annotations: as shown in Fig. 3 the document (made of lines) and the textual structure (made of sentences and words) are logically separated. Lines, sentences and words do not overlap and they are structured in separate hierarchies.

### Next Steps

We plan, in future works, to release a first version of a web environment, called **Omega**, built around the core entities that we here described. The environment will allow to load, index, annotate, and query a textual collection. Furthermore, we’ll carry on the development of modules for text analysis and textual scholarship with the related APIs.


Notes

1 The ongoing implementation of the environment is available at: https://github.com/literarycomputinglab

2 Clavius on the Web is a project funded by Registro.it and participated by the Institute of Informatics and Telematics (IIT-CNR), the Institute of Computational Linguistics "A. Zampolli" (ILC-CNR), and the Historical Archives of the Pontific Gregorian University (APUG). Website: http://claviusontheweb.it/
Although Digital Humanities have been defined from a discipline perspective in many ways, it is surely a field still looking for its own objects, practices and methodologies. Their development in the Spanish-speaking countries is no exception to this process and, even it is complex to trace a unique genealogy to give account for the evolving field in Spain and Latin America (Gonzalez-Blanco, 2013; Spence and Gonzalez-Blanco, 2014; Rio Riande 2014a, 2014b), the emergence of various associations in Mexico (RedDH), Spain (HDH) and Argentina (AAHD) that seek for a constant dialogue (Galina, Gonzalez-Blanco and Rio Riande, 2015), and academic lab and DH center initiatives such as LINHD (Spain and Argentina), GRINUGR (Spain), MediaLab USAL, LABTEC (Argentina), TadeoLab (Colombia), Elabora HD (Mexico), among others, make it clear that research has become increasingly “global, multipolar and networked” (Llewellyn Smith, et al., 2011) and that the academic field is looking for a global outreach and aims to open spaces of shared virtual work. Virtual Research Communities (VRCs) are a consequence of these changes.

Virtual Research Environments (VREs) have become central objects for digital humanist community, as they help global, interdisciplinary and networked research taking of profit of the changes in “data production, curation and (re-)use, by new scientific methods, by changes in technology supply” (Voss and Procter, 2009: 174-90). DH Centers, labs or less formal structures such as associations benefit from many kind of VREs, as they facilitate researchers and users a place to develop, store, share and preserve their work, making it more visible. The focus and implementation of each of these VREs is different, as Carusi and Reimer (2010) show in their comparative analysis, but there are some common guidelines, philosophy and standards that are generally shared (as an example, see the Centernet map and guidelines of TGIR Huma-Num, 2015).

This poster presents the structure and design of the VRE of LINHD, the Digital Innovation Lab at UNED (http://linhd.uned.es), and the first Digital Humanities Center in Spain. This VRE focuses on the possibilities of a collaborative environment for (profane or advanced) Spanish-speakers scholarly digital editors. Taking into account the language barrier that English may suppose for a Spanish-speakers scholar or student and the distance they may encounter with the data and organization of the interface (in terms of computational knowledge) while facing a scholarly digital edition or collection, LINHD’s VRE comes as a solution for the VRC interested in scholarly digital work. Moreover, it will make it possible to add an apply tools that contribute to improve Spanish-English applications or tools developed locally, such as Contawords, by Iula-UPF http://contawords.iula.upf.edu/executions. Opening such an environment to the Spanish speaking world will make it possible to reach different kinds of communities, whose profile and training in digital humanities differ from the typical users of DH tools and environment. Testing all these tools in this new environment will, for sure, draw interesting project results.

In this sense, our project dialogues and aims to join the landscape of other VREs devoted to digital edition, such as Textgrid, e-laborate, etc. and, in a further stage, to build a complete virtual environment to collect and classify data, tools and projects, work and publish them and share the results with the research community. After having studied the structure and components of other digital virtual environment, our VRE has been designed on a humanist-user centered perspective, in which interface design, accessibility easiness and familiarity with tools and standards are key factors.

Therefore, the key of our VRE is the combination of different open-source software that will enable users to complete the whole process of developing a digital editorial project. The environment is, up-to-now, divided into three parts: 1) A repository of data to (projects, tools, etc.) with permanent identifiers in which the information will be indexed through a semantic structured ontology of metadata and controlled vocabularies (such as Isidore and Huni, but using LINDAT software by Clarin. eu). 2) A working space based on the possibilities of eXistDB to work on text encoding together with Tei-Scribe, a tool developed at LINHD to tag texts in an intuitive way, storing and querying, plus some publishing tools (pre-defined stylesheets and some other open-source projects, such as Sade, Versioning machine, etc.). 3) A collaborative cloud
workspace which integrates a wiki, a file archiving system and a publishing space for each team.

Sustainability and long-term preservation are issues which we contemplate from the beginning, as our group is leading the addition of Spain into Dariah and LINHD is also part of a Clarin-Knowledge center with two powerful NLP groups from U.Pompeu Fabra in Barcelona and IXA in País Vasco. Our project has been conceived according to DH standards and open-source tools and its infrastructure is supported by our university UNED.
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meaning of appel for example is ‘a fruit’ (so appel is also used for pears, plums etc.).

We describe the structure of the diachronic semantic lexicon and procedures for the acquisition and aggregation of content. The INL historical dictionaries will be the main source of the lexicon, as these dictionaries describe the Dutch lexicon from the 6th to the 20th century and cover most of the basic vocabulary of this period. Word sense descriptions are illustrated by dated quotations, which constitute a first step towards dating a concept. The temporal distribution of quotations pertaining to different senses gives a first picture of the diachronic development of the sense inventory of a headword. The fact that many words in the historical dictionaries are defined (partly) by synonym definitions and contemporary semantic (near)-equivalents enables us to extract an initial set of semantic relations.

Information from other sources is not disregarded. For contemporary Dutch, several lexical resources cataloging semantic relationships are available. This includes traditional synonym dictionaries like Brouwers “Het Juiste woord” and more recent initiatives such as Open Dutch Wordnet (Vossen). For some specific domains, thesauri with a diachronic component are in development (eg. the HISCO (http://historyofwork.iisg.nl/index.php)).

Besides lexical sources, diachronic corpus material and corpus-based methods are no less essential to the development and verification of the relevance of the lexicon content. This includes: i) corpus based analysis of semantic change at the “type”-level, using distributional methods. Here, the fact that our starting point is defined by the set of quotation dates per word sense provides an interesting perspective. ii) research into the application of token-based distributional methods to the interlinking of historical corpora and lexical resources.
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Gauntlet was developed for the international SNSF project “Drawings of gods”, which is dealing with up to 5'100 drawings collected in different parts of the world (e.g. Japan, Russia, Switzerland, Romania). The data was digitalized and deposited on a publicly available database designed on MySQL for this project (http://ddd.unil.ch). The presentation of this tool will then make use of a specific application on such material.

Subsequent analyses involve interpretation of collected data and metadata (Brandt et al., 2009; Dandarova, 2013) as well as image analysis (Konushkova et al., submitted). While algorithms and software tools for automated image analysis of photographic pictures are steadily expanding, high-variability and approximate nature of children’s drawings make analysis and object detection (e.g. stars, clouds, eyes) rather challenging.

Convinced that the curation (i.e. manual annotation) of our complex objects is the solution both to tackling such a big data problematic and to guiding further automated computational approaches, we built Gauntlet, a web application tool for image annotation. It results from a collaborative and interdisciplinary software development process gathering psychologists, theologians and bioinformatics specialists. The tool is available for Chrome (version 44.0 or higher) and Firefox (version 41.0.2 or higher). It was built on modern and open source web standards for software development such as HTML5/ CSS3 and AngularJS. There is no restriction to the use of this tool and it is GNU GPLv>=2. The logic behind follows from web tool development in bioinformatics, aiming to provide platform-independent and barrier-free solutions - which could not be found with existing tools.

Gauntlet’s main benefit is to provide our worldwide collaborators with common semantics from a set of attributes (i.e. features) and geometrical tools for annotating the collected drawings. The set is displayed on the interface as a hierarchical list - termed “annotation tree” - of categories and subcategories (e.g. “characters area” branch contains sub-branch attributes: “human”, “non-human”, “text” and “blank sheet”). The tree is designed and edited via Excel and converted to JSON for web display. Such an implementation grants us flexibility and editing of the annotation tree based on curators’ comments (full text comments can be dropped at every level) and the degree of attributes occurrences. The annotation tree first took after McCarty et al’s personification model (2004) approach, but is currently fashioned in such a way that the role played by annotators’ subjectivity should be reduced.

While it allows relatively fast annotations of large samples of drawings, Gauntlet’s main purpose is to provide positional coordinates of attributes from smooth and accurate user-image interactions. Such interactions rely on points to target repeated objects of a specific attribute (e.g. accessories or hands) and boxes to mark off the whole spanning area of an attribute (e.g. characters area). Curators can, at any time, export the current status of annotation in CSV format and run comparative statistical analysis on feature frequency, occupancy or positioning. So far, annotations have been carried out by researchers who are affiliated with our project, although crowdsourcing may be used in the future.

In the end, it is expected to help highlight developmental, intercultural and interfaith variations on the material collected for the abovementioned project “Drawings of gods”. Moreover, exports from Gauntlet will help complete further explorations into pattern recognition by providing the ground truth.

At this stage the tool is client-based and main features are ready for use. Even though it is stand-alone, it may go through further development to plug into API for operating with any kind of data storage systems (e.g. RDBMS, nosql or rdf-based). Beside this, due to its flexibility such a tool might prove practical for a wider use, targeting the processing of data in various contexts, such as photos of paintings or other art forms.

Overall, the collaborative and interdisciplinary work from which Gauntlet emerged represents a great deal of mutually enriching influences between agents from various fields ready to revise their initial views, thus shedding light on what today’s scientific project development should look like.
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EVT (Edition Visualization Technology) is a lightweight, open source tool specifically designed to create digital editions from XML-encoded texts, freeing the scholar from the burden of web programming and enabling the final user to browse, explore and study digital editions by means of a user-friendly interface, providing a set of tools (zoom, magnifier and hot-spots for manuscript images, text-image linking and an internal search engine for the edited texts) for research purposes. The starting point of the system is one or more documents in the standard TEI P5 format, which is turned into a web based application – a mix of HTML5, CSS3 and JavaScript – that can be easily shared on the Web. The text can be presented in different levels of edition (e.g. interpretative, diplomatic) and, besides the default visualization layout where text and scans of the original manuscript are linked together and placed side by side, a book reader mode can be activated if double side images are supplied.

Even if it was born in the context of the specific use case the Digital Vercelli Book project, whose first version has been available online for about a year, it is able to fit different texts and needs. For example, it is now being used to publish the digital edition of the Codice Pelavicino manuscript, a medieval codex preserving charters dating back to the XIII century. Moreover, it has been used by the CVCE (Centre Virtuel de la Connaissance sur l’Europe) as a starting point to create a publication framework for bilingual (French, English) documents of the W.E.U. (Western European Union). As a first consequence of these collaborations, EVT has been enriched with several new features:

- thanks to an appropriate encoding, it is now possible to automatically create a list of all the entity names in the text that can be used both to provide a direct access to the page where a particular entity occurs and to present all the additional information considered relevant for that specific entity;
- an internal search engine allows the user to perform textual searches in a specific edition level for the shown text, and a virtual keyboard holding special characters is available if necessary;
- a generalized method to add critical textual notes has been implemented;
- all the information included in the TEI header, in particular the <msDesc> element, and in the <front> element, can now be shown to the user in a separate formatted panel;
- the user interface is now more flexible thanks to new configuration options, and it can be localized in different languages.

The continuous development and need to adapt EVT to different types of documents and TEI-encoded texts has shifted the development focus towards creation of a more general tool for the web publication of TEI-based documents, able to cater for multiple use cases. This decision has led to a complete revision of the infrastructure in order to improve flexibility and modularity, to make it easier to implement new features and to adjust the UI layout for different kinds of editions. This is why the development team decided to refactor the whole code of the viewer.
and base it on AngularJS®, a Javascript framework which implements the MVC (Model View Controller) pattern to separate presentation, data, and logic component, providing a great modularity of the web application.

Perhaps the most important new feature developed for the next EVT version is the support for critical editions, again encoded according to the TEI XML P5 standard. This new level of edition is based on the current TEI relevant CA module and Guidelines chapter and it supports the Parallel Segmentation method. The current implementation, however, is kept as generic and flexible as possible to make it easier to update it when the TEI module will be rewritten and expanded to become more powerful and suitable to philologists. Among the different tools offered, EVT will provide a straightforward and quick link from the critical apparatus to the textual context of a specific reading; moreover, it will allow to compare witnesses’ texts among each other or with respect to the base text of the edition (or to another specific text); finally, if the digitized images of each manuscript are provided, each variant can be examined in its palaeographic context.

From the point of view of the editor, the new architecture will be as easy to use as the current one: the only technical skill required from the editors will be a general competence in XML editing to configure EVT properly and the care to place each XML-related component of the edition (mainly the schema besides the encoded texts) into the correct area of the directory structure. Moreover, the editor will be able to modify the CSS style sheets to customize all aspects of text visualization, according to his/her needs.

From the point of view of the editor, the new architecture will be as easy to use as the current one: the only technical skill required from the editors will be a general competence in XML editing to configure EVT properly and the care to place each XML-related component of the edition (mainly the schema besides the encoded texts) into the correct area of the directory structure. Moreover, the editor will be able to modify the CSS style sheets to customize all aspects of text visualization, according to his/her needs.

Figure 3: EVT 2.0 - Critical edition. Collation of witnesses

The poster that we would like to present at the DH 2016 will show how far EVT has progressed and matured in terms of features, code robustness and UI innovation especially with regard to critical edition support and handling of manuscript variants.

During the poster session you will be able to try a working demo of the software.
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Notes

1 Edition Visualization Technology: https://sourceforge.net/projects/evt-project/
2 Digital Vercelli Book beta edition: http://vbd.humnet.unipi.it/beta/
3 Codice Pelavicino digital edition: http://labcd.humnet.unipi.it/
4 http://www.cvce.eu/
5 Especially if compared to the first version presented at DH 2014.
6 AngularJS: https://angularjs.org/
8 For more information see: TEI Wiki. Critical Apparatus Workgroup, TEI Wiki. TEI Special Interest Group on Manuscripts and Hugh Cayless. Representing Textual Variation
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Delta (Burrows, 2002) is a measure, which has already been proven as a reliable method to resolve authorship attribution problems in different languages such as English and German. However, there has been no report about the accuracy of Delta on Chinese texts so far. As such, I set an experiment to test it. The tests cover both modern and classical Chinese because of the grammatical and lexical differences between them.

First I determined whether Delta works on modern Chinese. After that I did tests on classical Chinese. At
last, I tested the Dream of the Red Chamber (DRC, 红楼梦). The number of authors of DRC is a classic question of Chinese literary studies. The tool I used in the experiments is “stylo”, an R package introduced in the context of stylometry in 2013 (Eder, 2013). Using “stylo” I have done cluster analysis. All texts of one author should stay in one group. Misplaced texts are considered as mistakes. The more mistakes Delta makes, the less Delta is appropriate for Chinese.

Working on Chinese language processing is different compared to languages like English. The greatest challenge lies that we are unable to recognize the boundary of words because there are no spaces between words. There are two possibilities to address this problem: (i) by using a segmenter to split a text into words and select words as the textual feature, or (ii) by selecting character N-grams as the feature. Both solutions were tested here and the results are presented as a comparison.

For my first experiment I gathered 45 modern Chinese texts from 6 authors. I used the Stanford segmenter to split the texts and select both words and characters as features. The results showed that Delta is reliable (Fig. 1). With the 100 most frequent words bigrams Delta correctly identifies 38 of 45 texts. The best results, 43 of 45 texts, occur with the 200 to 700 most frequent character bigrams or most frequent words unigram.

After the tests on modern Chinese, I proceeded with my second experiment on classical Chinese. I took 4 chapters each randomly from 10 novels from the Ming and Qing Dynasties (16th to 19th century) and built a corpus of 40 documents. One problem was that the Stanford segmenter did not work anymore, because the segmentation standards are not suitable for classical Chinese. Hence the only option was to take characters as feature. The results showed that Delta also works (Fig. 2). While many mistakes occurred with characters trigrams, taking characters bigrams for the tests achieved a high level of accuracy. With 600 most frequent characters 39 of 40 documents were correctly identified.

The first two experiments confirmed Delta as a valid measure for both modern and classical Chinese. In the third experiment Delta was applied to Dream of Red Chamber (DRC). As one of the most famous Chinese classic novels, DRC was written by Cao Xueqin (曹雪芹) during the 18th century. The first version had 80 chapters. However in 1791 Gao E (高鹗) and Cheng Weiyuan (程伟元) published another edition with 120 chapters. They claimed that theirs was the complete version. Since there, there has been a constant debate about the number of authors of DRC. Some scholars think that Cao penned all 120 chapters. Some beg to differ. According to a study by
Hu Shi (胡适) (Hu, 1998), the first 80 chapters of DRC are the original work of Cao and the last 40 chapters are written by Gao. Hu’s research is now widely accepted in China. Some modern research approaches also suggest that the first 80 chapters and the last 40 chapters of DRC are written by two different authors. They also find evidence that Chapters 64 and 67 may not be written by Cao (Hu, 2014; Tu, 2013).

My experiment suggested the same conclusion as the other scholars that DRC is written by two different authors (Fig. 3). The texts were divided into two groups. Red texts represent the first 80 and green texts are the rest 40 chapters. Delta also suggests that Chapter 67 is written by the second author.
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Knowledge Representation

The research we present is a digital reworking of the categories. This research forms part of a larger work which explores the impact of computational methods on philosophy. Nearly 40-years-ago Aaron Sloman anticipated this Computer Revolution in Philosophy (Sloman, 1978). This revolution is as yet not fully under way, we would argue, at least not to the same extent that it is currently transforming the humanities and has already transformed the sciences. Our research adds momentum.

A distinction must be made between the general notion of category in philosophy and the top-level categories of metaphysics. When we refer to the categories of virtue of vice, for instance, it is to the general notion of category to which we refer. When we refer to the ontologies of Aristotle, Kant, Peirce, Whitehead, or whoever, it is to the top-level categories that we refer. Every object/entity there is, without exception, participates in at least one of these top-level categories because these categories indicate universal properties. Properties such as: quality, substance, modality, form, and so on. C. S. Peirce arguably took these investigations to their logical conclusion with his triad of logical terms: firstness, secondness, thirdness. John F. Sowa in Knowledge Representation (Sowa, 2000) presents a historical account of this philosophical activity and its connections with software modelling. we regard our research is a continuation of Sowa’s investigations.

Saffron (Bordea, 2013) is a domain modelling research
tool that uses novel natural language parsing and taxonomic techniques. Specifically, it performs domain adaptive extraction of topical hierarchies. Saffron was conceived and is being developed at the Insight Centre for Data Analytics in the National University of Ireland, Galway.

PACT.x (Durity, 2015) is a purpose-built corpus of philosophical texts, these are stored in plain text with their associated metadata and they reflect 2500 years of mainly Western thought, from Plato’s Symposium to Wittgenstein’s Tractatus. PACT.x was conceived and is being developed at the Digital Arts and Humanities program in University College Cork, Ireland.

We arrive at a digital reworking of the categories in a number of algorithmic steps.

(1) By performing a semantic-based analysis of the PACT.x corpus using Saffron we obtain result set α, Ra, which comprises a sequence of terms, Sa, and related taxonomy, Ta, of philosophical concepts (Vulcu, 2015) and their corresponding visualisation - Figure 1. Sequence Sa is ordered by a weighted combination of frequency and coherence, meaning frequency of occurrence of a word within the corpus coupled with terms that contain a word from the domain model, and terms that appear in the context of a word from the domain model. The structure and relation of the topics in taxonomy Ta are drawn from result set Ra. The directed edges of the graph are constructed using the broader/narrower than relation from WordNet and the graph is pruned using the ChuLiu/Edmonds algorithm resulting in a directed acyclic graph.

The first 30 terms in sequence α are:

| 1  | Nature       | 16 | Truth          |
| 2  | Life         | 17 | Matter         |
| 3  | God          | 18 | Cause          |
| 4  | Knowledge    | 19 | Mind           |
| 5  | Law          | 20 | Terms          |
| 6  | Words        | 21 | Object         |
| 7  | Principle    | 22 | Character      |
| 8  | Sense        | 23 | Soul           |
| 9  | Power        | 24 | Person         |
| 10 | World        | 25 | Philosophy     |
| 11 | Time         | 26 | Moral          |
| 12 | Reason       | 27 | Pleasure       |
| 13 | Body         | 28 | Experience     |
| 14 | Idea         | 29 | Government     |
| 15 | Form         | 30 | Action         |

(2) We iterate through each of the terms in result set α in turn and query the open knowledge graph Wikidata1 to perform further analysis. By tracing the compositional relationship properties (instance-of, subclass-of, part-of) of each term we infer the compositional structure of these concepts and obtain ultimately another sequence, Sβ, and related taxonomy, Tβ. The list of topics that is sequence Sβ is more or less identical to sequence Sa save for disambiguation and completeness. Note that taxonomy Tβ differs from taxonomy Ta in that it reflects the mereological structure of Wikidata rather than WordNet.

(3) Taxonomy Tβ is then divided into two parts using a heuristic method: the base taxonomy, Ty, which comprises the most abstract part, and superstructure which comprises the rest.

Taxonomy Ty is the digital reworking of the categories.

Critical Assessment in Context

We compare taxonomy y with the traditional categories of philosophy to see how the singular vision of individuals (Aristotle, 1938; Kant, 1787, for instance) differs from what may be viewed as a complex adaptive system (WordNet and Wikidata). To clarify, the idea here is to contrast the semi-isolated contemplation of individuals from different eras with the distillation of the organic collective behaviour of billions of wiki edits. In what way does a digitally generated ontology differ from the standard hand-built ones? For a contrasting approach see the recent theoretical work Foundations of an Ontology of Philosophy (Grenon and Smith, 2011) with attendant Web Ontology Language applied work Philosophy Ontology (Grenon, 2007)

We validate result set α against authoritative philosophical reference works such as The Oxford Dictionary of Philosophy (Blackburn, 2008), Routledge Encyclopedia of Philosophy (Craig, 1996), and so on. In this way we are able to understand how a distant reading (to use a term that has almost become a generalised coinage) of topics by machine algorithms compares to professional reference works. Is it possible that topics that philosophers have touched on down through the ages, as highlighted by the machine, haven’t gotten the attention they deserve? If so, why? Is it possible that there are topics which are considered important enough to gain a reference entry that have been overlooked by the machine? Again, what could be the reason? Because the topics in result set α are ordered by frequency we now have a rough quantitative measure of the relative usage of different philosophical concepts which perhaps can be used as a proxy for their relative human significance; reference works obviously arrange entries in alphabetical order having no other metric.

Our research indicates that novel computational methods may be brought to bear on the task of philosophy. It suggests a radically different route than that taken by others, such as that of modelling the formal systems discussed within philosophical works, as exemplified by The Philosophical Computer (Grim, Mar, and St. Denis, 1998). It suggests also that we should take a sustained look beyond the more, if we may say, pedestrian use of the computer.
as an educational and communication tool as discussed, for example, in *Cyberphilosophy* (Moor and Bynum, 2002).

Though some way off from becoming part of the standard philosophical curriculum the investigations we have undertaken indicate further avenues of fruitful research and hint at future novel results once the methods have been refined through third-party experimentation, replication, and feedback.

Figure 1: Visualisation of philosophical topic list and taxonomy
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“Remapping Leigh Hunt’s Circles” is an ambitious project that explores Leigh Hunt’s central position in the London literary and critical scene of the first half of the nineteenth century, through the lens of digital humanities tools. Hunt is today considered one of the key figures of the Romantic period in England, known for his work as editor, journalist, poet, and facilitator. Numerous articles, essay collections, biographies, and monographs published in the last fifteen years have made this clear. Hunt’s contribution to Romantic and Victorian literature was as extensive as it has proven durable, in matters as various as prosodic experimentation and the modernization of the magazine essay. Yet little work (beyond some biographical notes) has been done on the second half of his life, a period that was as productive as the first, and during which Hunt
was intimate with many of the finest writers of the time, and continued to contribute to London’s literary circles through the ongoing publication of critical essays in periodicals and anthologies. This project aims to redress this imbalance/oversight and reassert Hunt’s place in the Romantic and Victorian eras, as well as his continuing significance for understanding the London literary scene between 1805 (publication of his first critical essay) and 1859 (date of his death, with his last article published only a few weeks before).

“Remapping Leigh Hunt’s Circles” makes a case for Hunt’s position as a key critical voice in London beyond his already established prominence during the Examiner years. It does so through a careful analysis of his critical reviews and essays (with a specific focus on his drama criticism to underscore Hunt’s ongoing engagement with the public sphere) published during his entire career, which spanned the first half of the nineteenth century. Data mining and textual analysis offer exciting opportunities to bring together different sets of data which, when prepared to the highest standard of text encoding, can yield new and innovative results that encourage reconsideration of preconceived notions regarding the transfer of ideas from one author to another, or one literary genre to another. The results of the research undertaken in “Remapping Leigh Hunt’s Circles” will be presented in a collaborative, visual context that reimagines the digital scholarly edition as a transparent workspace in which established primary objects from existing databases can be gathered, organized, correlated, annotated, and augmented by multiple users in a dynamic environment.

All the texts prepared for inclusion in our project are encoded to the Text-Encoding-Initiative (TEI) standards. The mark-up language and quality controls for improving metadata in all the resources provide more accurate search and discovery, allow for the presentation of well-supported content on multiple devices and develop tools for assembling, archiving and indexing research objects and artifacts. Ongoing work on this platform will enable researchers to undertake world-class research by providing the means to link data-sets to published content, encouraging data reanalysis, replication studies, and data re-purposing, all of which improve research quality and efficiency.

Our poster will report on the first year of this project, and the implementation of the latest version of the Voyant Tools to examine the dramatic essays written by Hunt between 1805 and 1813 (when he was sentenced to two years in prison for libel against the Prince Regent). We will showcase in particular two aspects of the integration between the Hunt archives and Voyant Tools. First, the ability to identify and visualize named entity connections and their networks across multiple documents (this a refinement of the previous RezoViz tool in Voyant). The Hunt collection presents an ideal corpus for network exploration given the interconnectedness of the people, locations and events that animate the documents. Second, Voyant provides a generic and customizable way of presenting a web-based corpus catalogue with the same kinds of faceted browsing and advanced querying capabilities we have come to expect from library databases and online stores. A further benefit of this functionality is the ability to create dynamic subsets of a corpus to examine more closely (in other words, using a catalogue skin in Voyant to create worksets destined for Voyant’s more conventional analytic skin).

The “Remapping Leigh Hunt’s Circles” is essentially a project of digital text editing and literary criticism whereas Voyant Tools is essentially a software platform for reading, analyzing and visualizing digital texts. These are separate traditions and separate concerns, but this poster will demonstrate the value of symbiotic development: both projects benefit from the collaboration.
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Digital Humanities has seen slow adoption in the Slavic language and literature fields in North American academia. This issue frames our project, the Digital Émigré, a digital resource for exploring Russian émigré periodical literature. Our project has a threefold aim. As periodical studies scholars, we want to enable access to Russian émigré journals for new audiences. As digital humanists, we believe that DH tools and methodologies can facilitate new forms of knowledge about twentieth-century Russian, and more broadly diaspora, literary and cultural history.
Finally, as Slavists, we hope our project will be a hub for discussion about the applicability of DH theory and practice for scholars working with Russian-language material.

At this pilot stage, Digital Émigré is a web-based searchable database of article-level metadata of Russian-language journals published outside of Russia in the twentieth century. Our pilot contains four titles (approximately 100 issues and 1,500 articles): Novoselye and Novyi zhurnal were published in the 1940s in New York, and Sintaksis and Kontinent, in the late 1970s and 1980s in Paris. Our pilot site provides insight into literary culture at both the beginning and end of the Cold War, bookending the twentieth-century Russian diaspora experience. Digital Émigré is intended to scale, and will eventually contain additional titles and new functionality.

We will highlight the main scholarly avenues that DH methods allow us investigate, such as mapping networks of co-publication, tracking evolving political, social and cultural concerns of émigrés over the course of the Cold War, demonstrating the increased opportunities for émigré women as editors and contributors, and highlighting the proportion of original vs. re-printed work in émigré publications. This way, our project encourages experimentation that will enrich the study of Slavic periodical culture: accessing journals through their data can challenge narratives that are often framed by retroactive canonization, close reading and focus on individual authors. Digital Émigré thereby bridges philological approaches and sociological questions about intellectual networks and communities of artistic production.

The poster address the project’s core technical design: our strategy for data modeling and management and database design. We will also present our plans for next steps, which is to provide full-text access and to federate our titles with other digital periodical collections. For this, we are designing a TEI schema modeled on major periodical studies digital collections - specifically the Blue Mountain Project at Princeton University (http://bluemountain.princeton.edu) and the Yellow 90’s Online at Ryerson University (http://www.1890s.ca).

We will also discuss the specific challenges of working with Russian language material and Cyrillic script, such as character encoding, transliteration, translation, and tokenizing and stemming. These issues can be barriers to success when working with popular DH tools that are developed primarily for Western scripts and languages, and we will show our solutions for using some well-known tools for: data normalization (OpenRefine), text analysis (Voyant), network analysis (Gephi), visualization (Raw, Palladio), and topic modeling (MALLET).

Digital Émigré is committed not only to the exploration of the intellectual experience of diaspora cultural life. As a digital humanities project, it is itself invested in building intellectual communities around the engagement with this material and its afterlife. It aims to foster contact between scholars working with Russian and other Slavic languages internationally, especially through the discussion of issues of interoperability and creating multilingual digital research environments.

Faraway, So Close!: Reading Adeline Mowbray Closely Using Topic Modelling

Michael Gregory Falk
michaelgfalk@gmail.com
University of Kent, UK, United Kingdom

1. Introduction: The “reading” debate


The hot polemic of this debate obscures a fundamental point: all these kinds of reading are deeply intertwined, and none should be treated as an exclusive option.

To demonstrate this, I apply a classic distant reading technique, topic modelling, to a corpus of texts, in order to assist in my close reading of a single novel, Amelia Opie’s Adeline Mowbray (1804). This is a good novel to test new methods on, because it poses stark interpretive problems. Its heroine is a radical who dies repenting her earlier beliefs: are we supposed to admire or condemn her? For two centuries, readers have disagreed, some finding the novel conservative (Tomalin, 1974; Butler, 1987), others radical (Kelly, 1881; King, 2009)—its original readers were mostly just confused (Cooper, 2001). If digital reading can help us answer this question, then we will learn more about the nature and use of digital reading itself.

2. Methods

2.1. Software. I used the popular mallet package to perform Latent Dirichlet Allocation on Adeline Mowbray and 55 other realist novels from the period 1776-1822 (McCallum, 2002). Blei and Jockers describe the method comprehensively (Blei, 2012, Jockers, 2014).

2.2. Corpus construction. A comprehensive selection of
similar contemporary novels was taken from high-quality online archives.

2.3. Data preparation. Scholars disagree about how texts should be prepared for modelling: should they be chunked by paragraph (Algee-Hewitt et al., 2015), or by \(x\)-length chunk (Jockers, 2013, Jockers and Mimno, 2013, Jockers, 2014)? \(X\)-length chunks make it easier to include dialogue in the analysis, so these were preferred. The length was set at 125 words, any longer made close reading of the chunks harder; any shorter made the “topics” incoherent.

2.4. Parameters. I used hyperparameter optimization and Jockers’ stopword list; excluded characters’ names from the analysis; and set the number of topics at 150, avoiding the problems of incoherent and “chimera” topics identified by Schmidt (2012).

3. Discussion and Results

Applying this technique to the novels in my corpus produced two main kinds of results. First, the model identifies key “topics” in the corpus:

Such topics uncover hidden patterns between words in the corpus: for instance, the prominence of the words “year” and “years” in the discussion of a family’s marital history in novels of this period.

Secondly, as Rhody (2012) has shown, topic modelling enables us to visualise the linguistic composition of a passage:

Table 4. Adeline Mowbray #141 Topic Assignments

<table>
<thead>
<tr>
<th>Topic</th>
<th>Top Word</th>
<th>Words</th>
<th>As %</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>rank</td>
<td>10</td>
<td>23.8%</td>
</tr>
<tr>
<td>24</td>
<td>years</td>
<td>5</td>
<td>11.9%</td>
</tr>
<tr>
<td>26</td>
<td>opinion</td>
<td>5</td>
<td>11.9%</td>
</tr>
<tr>
<td>38</td>
<td>plan</td>
<td>3</td>
<td>7.1%</td>
</tr>
<tr>
<td>47</td>
<td>situation</td>
<td>3</td>
<td>7.1%</td>
</tr>
<tr>
<td>125</td>
<td>having</td>
<td>3</td>
<td>7.1%</td>
</tr>
<tr>
<td>55</td>
<td>manner</td>
<td>2</td>
<td>4.8%</td>
</tr>
<tr>
<td>98</td>
<td>father</td>
<td>2</td>
<td>4.8%</td>
</tr>
<tr>
<td>100</td>
<td>letter</td>
<td>2</td>
<td>4.8%</td>
</tr>
<tr>
<td>146</td>
<td>madam</td>
<td>2</td>
<td>4.8%</td>
</tr>
<tr>
<td>16</td>
<td>favour</td>
<td>1</td>
<td>2.4%</td>
</tr>
<tr>
<td>60</td>
<td>laugh</td>
<td>1</td>
<td>2.4%</td>
</tr>
<tr>
<td>67</td>
<td>little</td>
<td>1</td>
<td>2.4%</td>
</tr>
<tr>
<td>81</td>
<td>heart</td>
<td>1</td>
<td>2.4%</td>
</tr>
<tr>
<td>83</td>
<td>eyes</td>
<td>1</td>
<td>2.4%</td>
</tr>
</tbody>
</table>

Figure 2. The topic composition of a single fragment

 Such visualisation is an invaluable tool of discovery, directing the scholar’s eye to significant patterns in a text’s language. In this case, the prominence of topics 120 and 24 in the passage turned out to be crucial.

In this passage, Glenmurray uses these topics to per-
suade Adeline’s mother that he is a good suitor. He is a radical who has published philosophical tracts against marriage. If the novel presents him as the ideal suitor for Adeline’s hand, we may assume that the novel itself has radical sympathies. As close reading reveals, topics 120 and 24 are often used to describe past or potential suitors, in both this and other novels from the corpus. In Adeline Mowbray, the language of these topics is used to describe many characters negatively, and only one positively—Glenmurray. This is compelling new evidence that he is the ideal suitor, and that the novel therefore portrays him and his radicalism sympathetically.

This reading was both “close” and “distant.” The reading was “distant” because it involved statistical analysis of 65,000 125-word chunks. But these patterns observed from a distance were used to unravel the complexities of a closely-read text. Close reading reveals strengths and flaws of the distant reading tool: it turns out that LDA assigns words to topics differently each time it is run, and is scuppered by novelists who write idiomatically. Close and distant reading, it seems, are so closely bound together that they are part of a single process. Their messy, unpredictable connections suggest a new kind of readerly ideal for the Digital Humanities: anarchic reading.
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Discoveries in anatomy and dissection in early modern England and the lively publishing economy of medical texts during this period undoubtedly played a critical role in the popularization of medical and anatomical language in early modern English drama. England’s mid-sixteenth century saw the beginnings of the culture of dissection (Sawday 1995), and it was not long until language once exclusive to physicians and anatomists found its way onto the early modern stage and invested the tumultuous worlds of revenge tragedy. Just as the human envelope was peeled away on anatomists’ tables, in artists’ engravings, and by writers’ quills in order to permit autoptic access to what was previously veiled, so can Digital Humanities (DH) techniques and processes of inquiry offer new modes of dissection on dramatic texts. The value of DH to and in early modern dramatic studies rests not only in its capacity to complement existing modes of literary analysis but also...
in its disruption of reading, interpretive, and knowledge construction practices of early English texts.

Additionally, within the work of genre analysis, DH approaches perform a valuable role in the furthered exploration and understanding of a genre's discursivity and position as a cultural phenomenon rather than just a material object (Steggle 2015). In the continued study of early modern revenge tragedy—a genre that has received relatively little attention in comparison to others—DH can prove invaluable by demonstrating how this genre increasingly participated in discourses of medicine and anatomy across the Elizabethan (1558-1603), Jacobean (1603-1625), and Caroline (1625-1642) periods via mapping the movement of anatomical language from the medical register to a literary and dramatic one. As has been rightly suggested, DH significantly expands the purview of what can be questioned by literary analysis to include not just a consideration of literary texts but also larger modes of cultural production (Wilkens 2015). An examination of how revenge tragedies adopted and exploited the medical register is significant to understanding not only the cultural significance of the revenge tragedy genre but also discovering the early modern conceptions of embodiment and the pervasiveness of the contemporary medical arena in popular culture.

This project thus reports on a hybrid corpus linguistics and geohumanities approach to a genre analysis of early modern revenge tragedy, which serves to widen the scope of inquiry and interpretation in respect to the role of the body and anatomical language in revenge tragedy. As a means to map the increasing frequency of anatomical language and medical vernacular in revenge tragedy, a corpus analysis was conducted using AntConc, a digital tool that enables textual analysis and corpora comparison. I created the Corpus of Revenge Tragedy (CoRT) as an experimental corpus of approximately 40 revenge tragedies to compare against other corpora, including Shakespeare's corpus and other larger corpora, such as the Early Modern English Medical Texts (EMEMT) Corpus, the Corpus of English Dialogues (CED), and the Early English Books Online-Text Creation Partnership (EEBO-TCP) Phase I database of more than 25,000 texts. As a means to focus interpretation, I developed a variety of word lists by collating—through traditional concordance-making methods—an Anatomical Lexicon (AL) of 209 representative material and metaphorical words from revenge tragedies. The AL provides first recorded usages of each word, root language(s), as well as select definitions from the Oxford English Dictionary and definitions (when available) from Henry Cockeram's The English Dictionarie (1623). In a subset of revenge tragedies, I manually flagged all anatomically inflected words. I then broke the list up into 2 primary categories and 13 secondary categories. Anatomically direct words are words that deal directly with anatomy (e.g., eye, brain, arm, etc.). Anatomically indirect words are words that deal indirectly with anatomy (e.g., sconce, aspect, soul, etc.). The categories are compositely based on the early modern medical texts of Thomas Vicary, John Banister, Andreas Vesalius via Thomas Geminus, Helkiah Crooke, and Ambroise Paré via Thomas Johnson. As such, data mining is an essential method to this project since this is a method that necessitates and encourages interdisciplinary work (Hagood 2012). Data mining has also helped shaped this project both instructively and interpretively since—as DH typically does—it allows not only new modes of investigation but also produces new systems of knowledge making.

As this diachronic project's interest is grounded in a discussion of how early modernity conceptualized not only the body itself but also understood embodiment (and how those two things manifested in revenge tragedy), this project also looks to geohumanities—a branch of DH—as a means to consider the geography of anatomical language and printing trends in early modern London. Through a lexical mapping of anatomical words in conjunction with a mapping of publication locations that printed revenge tragedy texts, we can gain an understanding of the cultural geography of London in respect to the pervasiveness of the medical register. Through various DH methods, the CoRT and AL complement and enrich existing bodies of knowledge about histories of anatomy and medicine, early modern drama, and early modern theories of embodiment.
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The use of 3D scanning & visualisation technologies for creation of digital surrogates has begun to gain wider acceptance in the museums and archives sector, largely due to significant advances in technology and price over the last few years. However, the technology is still evolving, and in some situations can struggle to yield accurate results. This poster will look at the pragmatic aspects of scanning for preservation, and will, it is hoped, generate public discussion and sharing of best practice.

We present a number of case studies. Firstly, looking at reflectivity, we show techniques in scanning metallic objects, and non-intrusive ways of reducing and eliminating surface reflection which can introduce unwanted noise and confuse tracking calculations in hand-held scanners.

Secondly, we look at results from a number of objects with significant amounts of very fine surface detail or flexible materials. Various materials such as modern fabrics, leather, thread and wool present particular challenges, and the results of working with these objects will provide the basis of guidance in preparation for undergraduate and postgraduate users of equipment at Exeter, which will be shared publically.

Thirdly, we examine experiments in the use of 3D scanning to evaluate and preserve archaeological finds in situ during excavation, and in particular, we evaluate the accuracy of measurement using hand-held scanners. This has clear advantages if sufficiently reliable, including the taking of otherwise impossible measurement through objects and evaluation through reconstruction of artefact fragments.

Finally, we look at means of disseminating the results of the scanning process, looking at the problems of reducing polygon counts, and the importance of surface texture and overlays in recreating the 'look and feel' of objects. We briefly look at the 'impact' of virtual 3D surrogates against 2D images, in particular referencing a student-engagement project involving the evoking of memory in dementia sufferers, using archival material and 3D visualisations of football memorabilia.

We examine the cross-generational possibilities opened up by engaging groups of students and seniors in the capture process, and suggest further possibilities for triggering memory or emotional responses through the use of detailed and immersive surrogates.

It is highly likely that further case studies will be examined; by June 2016, projects looking at difficult materials such as beeswax and ancient fabric remnants are likely to be under way, and preliminary findings will be included in the poster.

It is hoped that this poster will allow the sharing of ideas and experience both directly at the interactive poster session, and through the linked web objects, where comments can be left and dialogue can continue.
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Linguistic DNA is a collaboration by linguists, historians, and digital humanities specialists at the Universities of Sheffield, Glasgow and Sussex. Our aim is to explore the emergence and development of semantic concepts as they are realised in historic textual corpora through a combination of computational processing and data visualisation techniques. This poster outlines the project’s goals and methodology, describes the progress made towards those goals, and offers interim results. Prior to the era of big data, semantic research has relied on intuitive selection of concepts worthy for study and has drawn its evidence largely from canonical texts. The advent of large machine-readable textual collections opens the door to new methodologies for research in conceptual history, revolutionising our ability to extract information from such data sets. The Linguistic DNA project explores the use of these techniques for historical semantics, beginning with annotated corpora yet without a predetermined set of concepts to study, the intention being that through text processing and data visualisation, concepts should emerge ‘bottom-up’ out of collections that extend far beyond the canonical texts.

The main source of data for analysis is the Early English Books Online collection (henceforth EEBO) and Eighteenth Century Collections Online (ECCO). EEBO has been manually transcribed to high accuracy levels by the Text Creation Partnership (TCP) whilst ECCO is partly manually transcribed and partly OCR’d. All are to be annotated with lemma and part of speech information, although our process takes different inputs, and begins with cleaned text. These collections together consist of English-language material printed between the 15th and 18th centuries. Initial stages of investigation involve the development of a software tool or suite of tools to query the data and provide input for visualisation. The success of the visualisations is then evaluated by the project’s team of research associates, investigating patterns which emerge, seeking verification of these patterns through returning to the textual source material, and using the resulting insights as input for iterative improvement of the querying and visualisation processes.

In the first year of the project, development of the query software has begun with assessment of the text for potentially challenging features, such as the difficulty posed by pre-standardisation spelling, inconsistent transcription practices, and atypical syntax. Also essential has been identification of the pre-processing required before the texts are analysed, and investigation of existing software packages that might be adapted and extended to meet our research goals. S-Space and BlackLab are examples of tools which might form part of a new pipeline, the components and algorithms of which will be developed by iterative experimentation. The processor will take account of different statistical measures starting with Pointwise Mutual Information, collecting data for a range of proximity windows to assess semantic relevance through distributional semantics techniques. Groups of words with strong patterns of association are output, which are then investigated as candidate concepts. In later stages the project will also use versions of the textual data annotated with sense codes based on the Historical Thesaurus of English. This facilitates disambiguation of the senses of homographs, as well as offering another means of assessing relationships between words. To maximise the ‘bottom-up’ approach to data analysis, the LDNA processor initially indexes and
runs queries on every word in the corpus. This avoids presupposing concepts or key terms \textit{a priori}.

Further evaluation will be conducted through the lens of three ‘research themes’. Research Theme 1, led by Professor Susan Fitzmaurice at the University of Sheffield, will contextualise the emergence and development of concepts within the historical situations which have instigated and shaped them. Research Theme 2, led by Dr Justyna Robinson at the University of Sussex, will investigate where the boundaries of concepts lie and the families of words which delineate and cross these boundaries. Research theme 3, led by Dr Marc Alexander at the University of Glasgow, will explore moments of rapid change in the lexical items used to instantiate concepts. The research themes begin their work once initial processor development has taken place, and case studies with preliminary findings will be included on the poster. The project runs until 2018.

The Linguistic DNA project is funded by the Arts and Humanities Research Council (project AH/M00614X/1).

Notes
1 http://www.textcreationpartnership.org/tcp-eebo/
2 http://gdc.gale.com/products/eighteenth-century-collections-online/
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**Grimm’s Kinder- und Hausmärchen: Intratextuality and Intertextuality**

Described as ‘a great monument to European literature’ (David and David, 1964: 180), Jacob and Wilhelm Grimm’s masterpiece \textit{Kinder- und Hausmärchen} (hereafter KHM) has captured adult and child imagination for 200 years. International cinema, literature and folklore have borrowed and adapted the Brothers’ fairy tales in multifarious ways, inspiring themes and characters in numerous cultures and languages. While commonly and erroneously considered the fathers of the genre, the fairy tales were not original to the Brothers. In fact, Jacob and Wilhelm collected and adapted their stories from earlier works, some of them dating back to as far as the seventh century BC, and made numerous changes to their own collection (David and David, 1964, p. 183), producing seven distinct editions between 1812 and 1857. In these four decades of writing and rewriting, the fairy tales changed in number, style and content in accordance with historical, social and literary influences. And yet, how did forty years of revisions not confuse the tradition and transmission amongst followers and readers? Indeed, some fairy tales were changed almost beyond recognition. What makes them so timeless and memorable? What is it that immortalises these tales? An answer to this question can be found in the \textit{motifs} the Brothers borrowed from earlier traditions and disseminated by way of their famous collection.

Motifs, defined by Prince’s \textit{Dictionary of Narratology} (2003) as ‘[...] minimal thematic unit[s]’, pervade the Grimm collection and are stable elements interlacing the seven editions of the KHM. The puss with the boots (\textit{Der gestiefelte Kater}) and the concept of the breadcrumb trail (originating in the \textit{Hänsel und Gretel} tale) are both
examples of motifs, and they recur not only throughout the Grimm editions, but also over time and space. The occurrence and repetition of motifs within the Grimm collection is a form of *intratextuality*, a term used to describe the internal relations within a text or an author and, in our case, within the KHM editions. But a motif may also appear in other authors across traditions and languages, thus creating *intertextual* relations, relations that the KHM may have with other texts.

**Related work and computational opportunities**

The breadcrumb trail generated by these motifs in literary history, and internationally spread through the Brothers Grimm, has been extensively studied by folklorists, historians and literary critics. Akin to memes, motifs are a form of information transfer and reuse, which opens up numerous opportunities for computational research in cultural evolution and transmission. Interestingly, however, the study of motifs has not yet fully explored the affordances of digital methods. Many authoritative volumes and ontologies have been published in print, such as the well-known *Enzyklopädie des Märchens*, or the *Estonian Folktales* and the *Catalogue of Portuguese Folktales*, but only a few digital projects or digital editions of these print sources exist. One such digital initiative is the *Aarne-Thompson’s Motif-Index*, a crucial contribution to the field, often used as a reference system for the production of folktales catalogues.

The situation, however, is different for fairy tales, inasmuch as digital copies of many folktale collections are freely available from Google Books or the Internet Archive, or from online collections, such as the Nederlandse VolksverhalenBank initiative or the Satorbase project, fostering intertextual research never before possible. Indeed, we can now leverage hyperlinks and APIs in order to automatically retrieve specific and previously inaccessible information across the web, and to connect existing resources for comparative studies. Moreover, no effort has yet addressed the cross-cultural relations of fairy tales, giving way to opportunities for interdisciplinary, multilingual and big data research.

**Our project**

The new project described in this paper is one such opportunity, whereby an international and interdisciplinary team of computer scientists and humanists is semi-automatically crawling digitised texts and the web to produce a multilingual motif index that uses the Grimm collection as its base reference. More specifically, we combine knowledge acquired from existing print and digital resources with the deployment of the Google Search and Google Books APIs in order to automatically retrieve as many motifs across the web in as many languages as possible, and hence to explore the intratextual and inter-textual relations that characterise the motifs’ hosting texts. The end goal is twofold; on the one hand, we provide a comprehensive reference resource for scholars in the field and interested citizens alike and concurrently revise the Aarne-Thompson Index; on the other, by testing state-of-the-art text reuse and retrieval algorithms on a sample of these diverse and large datasets, we are able to refine our methods in order to accommodate further web-scale queries and thus sharpen our understanding of why and how motifs changed.

**Methodology**

The case studies we are working with to address our research questions are three Brothers Grimm tales: *Snow White*, *Puss in Boots* and *The Fisherman and his Wife*. These were chosen on the basis of their differing degree of popularity in order to better understand how transmission affects popularisation.

Our research starts with digital and clean copies of the Grimm texts, downloaded and catalogued from TextGrid and Wikisource. Next, our international team of researchers and student assistants collects digitally available translations and/or editions of the three tales in multiple languages and manually enters them into a database, where information about the web source, the tales, the language, the work and the author is stored. Once this manually-compiled dataset is complete, we deploy the TRACER suite of text reuse algorithms (Büchler, 2013) to trace additional motifs in other digital libraries or corpora. At the same time, we use the Google Search and the Google Books APIs to search for motifs at a much larger scale, effectively crawling the web.

**Impact**

Like the KHM, we believe this project appeals to a wide and diverse audience not only because of its subject matter, but also because of its international and interdisciplinary character. Our international group operates at the intersection of Computer Science and the Humanities in the arena that is Digital Humanities. This project is unique insofar as each and every member of the team can contribute a piece of his or her own culture, adding a personal and familiar touch to this joint endeavour. By exploring these different cultures, we aim to establish fruitful collaborations and, in so doing, broaden the boundaries of the Digital Humanities.

Furthermore, we believe that this project fully engages humanists in the digital process of tracing texts through space and time. Following the motif trail back in time allows humanists to investigate lines of transmission of folktales and to potentially uncover additional trails through which other documents or stories travelled. At the same time, it enables the computer scientists in the team to identify any shortcomings in our algorithms and
to better understand what to automatically feature when tracing this type of information in a digital ecosystem.
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2 For example, the 1550-1553 Venetian collection *Le piacevoli notti* by Giovanni Francesco Straparola, at: https://goo.gl/fAA0J6 (accessed 21 October 2015).

3 Available at: http://www.verhalenbank.nl (accessed 1 January 2016).

4 Available at: http://satorbase.org/ (accessed 1 January 2016).

5 The increasing availability of digital and digitised assets allows us to access information more easily and to potentially uncover previously unknown or unchartered territory.

6 Starting in October 2015 and running until December 2018.

7 The team does not include but consults folklorists. We start with the Grimm collection as we already have clean data to work from.

8 Available at: https://developers.google.com/custom-search/ (accessed 26 October 2015).

9 Available at: https://developers.google.com/books/?hl=en (accessed 26 October 2015).

10 Available at: https://textgridrep.org/browse/-/browse/nxvg_o (accessed 26 October 2015).

11 Available at: https://de.wikisource.org/wiki/Kinder-_und_Haus-M%C3%A4rchen_Band_1_%281819%29 (accessed 26 October 2015).

12 eTRAP is currently a team of twelve people from seven nationalities speaking eleven different languages.

13 An example may be of use in clarifying the point. Grimm’s *Snow White* corresponds to Pushkin’s Сказка о Мёртвой Перише и о Семи Братырях (*The Tale of the Dead Princess and the Seven Knights* in English). The two tales differ in many points, including the title of the tale. In Pushkin the princess is protected by seven *knights* (семь богатырей) whereas in the Grimm tale it is seven *dwarves*. Despite the differences, the motifs of the beautiful princess and of her seven protectors link the two stories. To hyperlink and map these versions and their differences, we use a combination of Thompson identifiers for tales, VIAF identifiers for authors and works, and customised identifiers where existing ones do not apply. This semi-automatic approach allows us to populate our database with both content and metadata, and establish relations between the different versions.
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In the early modern period, books were the most important medium of cultural and scientific exchange. The trade in books and the translation of books were two major aspects in this process. This presentation aims to introduce a research project at the KU Leuven (Belgium) that examines the specific contribution of books published in the Southern Netherlands and their role in early modern globalisation. This investigation encompasses four sub-projects, three of which analyse the importance of books from Southern Netherlands for the cultural life of early modern Spanish America. These focus on the viceroyalties of New Spain, Peru, New Granada, and Rio de la Plata. The poster introduces the sub-project about the viceroyalty of Peru, thereby outlining the use of digital tools in this research context.

Books from the Southern Netherlands and their role in early modern globalisation (1500-1800)

The fourth sub-project looks at book translations produced in the Southern Netherlands. It aims to increase
our understanding of the world-system of translations as it existed (and evolved) during the early modern period.

All four sub-projects are unique, in that for the first time, they harness the potential offered by the digitalisation of books and library catalogues allowing us to arrive at more comprehensive conclusions than could be reached in the past.

The two show-cased sub-projects were facilitated by the use of online tools and the effective use of standard software. They are exemplary for new approaches to research questions which could not be posed earlier, because the data was not accessible and/or the amount of resulting detailed information could not be appropriately analysed.

The book trade projects prove the existence of a global network spanning three hundred years, while content analysis based case studies and comparisons made to books by Peruvian authors in the early modern period reveal how publications originating from the Southern Netherlands influenced intellectual elites in the Spanish Colonies. The translation project has documented how translation was used to bolster the image of the Spanish Monarchy and advance the cause of the Counter Reformation.

This presentation gives an overview of the methodological steps needed to answer the research questions and it presents the digital tools employed in these tasks.

The main section provides exemplary representative results based on the evaluation of metadata collected from digital resources such as library catalogues. This data was analysed using standard MS office software.

Initial results have already been published in various articles. More comprehensive results are awaiting publication.
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In 1996, Don Michael Randel wrote a chapter entitled “The Canons in the Musicology Toolbox,” which examined “a common set of techniques that every dissertation and scholarly article employs” a type of “musicological interface” or “toolbox” that addresses the issues of theoretical and methodological consistency across the discipline, and, in theory, reduces the time and effort spent on producing the scholarly output (Randel, 1996:10). Fifteen years after Randel’s chapter was published, Zoe Lang reexamined his original concept in a post entitled “Today’s Musicological Toolbox,” in which she asks that we imagine afresh this concept of the “musicological toolbox” (Lang, 2010). Her argument was that a customized toolbox of both specialized and general tools would be required for producing a diverse range of musicological scholarship. The training of the musicologist should thus include as many of the specialized and generalist tools as possible, with the aim of creating a common ground with scholars of other disciplines, allowing the musicologist to move beyond the boundaries of her academic discipline. In the past twenty years, skills once considered general and essential (music notation) have given ground to areas of specialization like popular music and feminist readings. As in other humanistic disciplines, musicologists consider postcolonial and identity theories, together with the more “native” topics of music analysis and Western “art” repertories.

If we were to reimagine the “musicological toolbox” yet again, how would we do so from a digital humanities and/or information science perspective? What tools should be added to a customizable “musicological toolbox” such that...
students and faculty become proficient in applying a set of techniques that may eventually become commonplace to all humanistic disciplines? Are there specific misapprehensions to be wary of when appropriating tools created for other academic fields? Can an incubator approach be tolerated to make room for learning and experimentation, without requiring formal, publishable results? Finally, how does one make room for collaboration in a discipline that is still largely driven by individual scholarly endeavor?

As librarians who study and practice both digital humanities and musicology, we use certain tools and methods that we propose be part of a DH musicological toolbox. These include free and open source tools for data capture, cleaning and formatting, geospatial, temporal and network analysis, as well as tools for data enhancement and encoding (i.e. metadata and text/music encoding).

We propose that concepts and methods core to digital humanities, as well information science, should be introduced into the musicological toolbox to expand students’ abilities and understanding beyond the boundaries of musicology. These include:

- Digital curation and publishing
- Metadata standards and schemas
- Information architecture (i.e. relational databases, indexing)
- Close reading and content analysis (i.e. encoding (text/music), transcription, analyses)
- Graph theory
- Spatial and temporal analysis
- Exploratory data analysis for framing scholarly arguments

Training students and scholars in all of these concepts or tools may not be feasible, however as it is important for musicologists to be introduced to methods, such as historiography, paleography, or musical analysis, it is also important that they are introduced to the concepts and methods used in digital humanities work, which will allow them to push the boundaries of musicological research and build an understanding around developing scholarship or research projects in a digital mode.

Drawing from our own experiences, first as musicology students, and now as librarians, we will demonstrate how these concepts may be applied to musicological research using our current projects as case studies. Documenting Teresa Carreño (Kijas) and an analysis of librettist Felice Romani’s I due Figaro (Giannetti). In addition, we will demonstrate some of the rewards and challenges of blending the information science, musicology and digital humanities perspectives.

In Documenting Teresa Carreño, a project focused on the performance career of Teresa Carreño (1853-1917), a Venezuelan pianist and composer, Kijas curates metadata and content in Omeka to document Carreño’s key performances between 1862 and 1917. An understanding of concepts and methods related to metadata standards, musicological research, as well as, digital curation and publishing, are especially relevant to this project. Giannetti’s project analyzes Felice Romani’s I due Figaro alongside its French source play, Les deux Figaro. The concepts and methods applicable to her project include close reading, OCR, text transcriptions, network, data and text analysis. These two case studies demonstrate a data-enhanced view of the musicological toolkit in which findings drawn from traditional approaches (archival studies, bibliography, close reading) are challenged and supplemented by digital concepts and methods. Although not without its complement of additional labor and uncertainty, this DH-leavened musicological toolkit compensates by improving one’s understanding of sources, enhancing digital literacies, and raising the chances of finding intra- or inter-departmental collaborators.
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The design of serious, humanities-rich games is a challenging process full of difficult problems. Of particular interest to us is the development of humanities games that might appeal to the general public and compete with commercial games. The Garden, is a high level prototype that allows players to explore the world of Hieronymus Bosch’s Garden of Earthly Delights.
Bosch and his painting, *The Garden of Earthly Delights*. *The Garden* prototype focuses on concept, level design and game mechanics and was submitted for review in competitions such as IndieCade. Although the level of polish of the prototype was not high enough for inclusion in mainstream festivals, the concept and game elements were enthusiastically received by the jurors. Our development focus has now shifted to review of the educational content and the development of narrative and characters before the final phase of art asset creation and polish. We are looking for input and feedback from the digital humanities community to improve the educational content and gameplay. Visitors to the demonstration will be able to play the prototype, complete surveys and join in the discussion to help make this a better game for humanities outreach.

To play the game, players take on the role of Godefroy, a tormented denizen of Musician’s Hell who is confined by fiery borders within a small patch of the underworld. As Godefroy, the player tries to escape hell by figuring out the secret of each NPC in order to possess them. This is the only way for the player to interact with different areas of hell and win the game.

Mechanics are used to connect the game play to the educational goals of the project. One example is that of engaging the player with history and material culture through the manipulation of identity. As the game location is Musician’s Hell, each of the NPCs is drawn from a diverse cast of historic troubadour or trobairitz. General audiences have preconceptions about the Middle Ages and Early Renaissance that are limited, and sometimes incorrect, that they have learned from popular culture. The possession mechanic was developed specifically to engage players with these characters in order to deepen understanding of the culture: musicians could be females or Jews, for example, with rich histories and personal lives. Not only do the players engage in dialogue, but they also must possess each of the characters and take on their identity in order to progress the game. This gives an opportunity to see the world from that NPC’s perspective.

The game environment is filled with themes derived from the painting itself. The player is immersed in a world where everything is watched and counted. The object in this interpretation was not to recreate the painting but to interpret it in a way that would resonate with the contemporary players. Players encounter an underworld different from those commonly depicted so that they may connect with Bosch’s themes: For example, the importance of being able to see past the superficial, material surface to the spiritual truth of worldly choices and actions. In *The Garden* this is expressed by the environment. Here, Hell is beautiful and invites exploration but poisonous secrets are buried beneath the façade. The player must search for a way out by jumping from soul to soul while avoiding the relentless demon horde run by the bureaucrats of Hell. Along the way, to face the awful overlord Mallebisse, they uncover a story of lust, jealousy and betrayal. Overall, the game puts them in the position of questioning who they really are and what the ultimate objective is in a way, we hope, that parallels Bosch’s understanding of choice and salvation.
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The Authorial {X} project introduces novel means for compiling and mapping references to place within literary works, then exploring and analyzing them from literary, geographical, and biographical perspectives. Its first exemplar locale is London, significantly extending a 2011 project directed by Professor Martin Evans (2011), which mapped the residences of 47 London authors living between the 14th and 20th century. The revamped *Authorial London* project (https://authoriallondon.stanford.edu) delves deeply into hundreds of written works by those same authors, with interactive features permitting the examination of over 1600 place-inflected passages, faceted on dimensions of genre, form, literary community, social standing, and neighborhood.

The *Authorial London* web application has been developed as a re-usable platform, hence, “Authorial {X}.” Our intent is that researchers and college instructors may readily instantiate a similar site for any place of interest, and engage either a class or research community of interest in gathering data for it: authors, texts, references to places within texts, and the geometry necessary for mapping them. The software code and documentation required for
standing up an empty, configurable Authorial [X] instance will be freely available on GitHub.

Scale

The Authorial [X] platform operates at multiple scales of analysis, viewed from both geographic and literary perspectives.

Geographic scale

Cities are a distinctive kind of place in many respects, sharing the quality of geographic variability of lived experience with areas of other scales. Neighborhoods within cities are distinctive places themselves: Belgravia and Southwark are both in London, but are not similar—either in economic and social scientific terms, or in the literary imagination that is this project’s focus. The same can be said of provinces within countries and districts within provinces. Authorial [X] provides one means for discovering within literature how places within places of any scale differ, and whether and how they have changed over time.

Analytic scale

The platform is designed to permit the close reading of particular works, at the scale of passages, and also facilitates the aggregation of those passages in several ways: across authors, by any of 17 genres (e.g. comedy, novel, bildungsroman) and 3 forms (prose, drama, and poetry); across time, by one of 13 literary communities (e.g. Romantic, Victorian, Modernist); and across space (by several dozen neighborhoods). These groupings are visualized spatially, as interactive dots and lines on a map, temporally in simple histograms; and conceptually, in word clouds of salient terms as measured by the TF-IDF statistic computed on the project corpus.

Data

Textual

The Authorial London corpus has been developed by manual and machine-assisted means. Initially, over 600 passages were hand-selected from approximately 80 works under copyright. The place references tagged in those passages were then used to search an indexed corpus of 690 texts in the public domain acquired from Project Gutenberg. The result narrowed the search space dramatically (from 690 to 220 texts), allowing the still arduous manual selection of several hundred more passages in a timely fashion. During the second round of manual selection numerous additional place references were identified, and the process repeated. Passage length varies significantly, from a sentence or two to several hundred words.

In addition to passages from authored works, the application presents georeferenced biographical essays for each of the 47 authors.

Geographic

All references to places—whether in featured works or biographical essays—are “place-reference” records, each linked to a spatial location. Their scale ranges from a single tavern to the entire city. A place may have multiple names, but link to the same geometry; for example “The Thames” and “the silver Flood” are from different works, referring to the same place and physical location. Cartographic representations are not limited to single points; many streets are displayed as lines. A modern basemap is supplemented by three geo-rectified (“warped”) historical maps.

Graphical

A number of photographs related to locations within the biographical essays are also made available in the interface.

Platform details

The Authorial [X] platform back-end is built with the Ruby-on-Rails framework on a PostgreSQL database. Its custom front-end code leverages several JavaScript software libraries, including Leaflet for mapping and D3 for visualization. The Rails technology has enabled the efficient development of an administrative interface to the data, wherein a set of simple web-based forms for populating and editing the database are available to authenticated users. In this way, once an instance of Authorial [X] is initialized, non-technical users can develop data that will appear dynamically in the interface. The project is open-source, and its developers expect that improvements will be made by digital humanities developers over time.

Bibliography

Documenting the pain: Sharing Second World War survivors’ stories to help meaning making and lessons learning through curating trans-European digital narrative trajectories

Siegfried Handschuh
siegfried.handschuh@uni-passau.de
Universität Passau, Germany

Simon Donig
simon.donig@gmx.com
Universität Passau, Germany

Adamantios Koumpis
adamantios.koumpis@gmail.com
Universität Passau, Germany

Hanna Diamond
DiamondH@cardiff.ac.uk
Cardiff University, U.K.

“The world is the totality of facts, not of things” but facts do not speak for themselves; they have no voice. The lifeworld is the totality of human experiences. When people die, those experiences are lost, unless they are recorded in some way, becoming part of individual or collective memories. This includes Second World War survivors’ experiences of the role of the war in their lives, over their subjective time, and the physical and social spaces that they have traversed. With our research, we aspire to explore novel ways to capture, preserve, curate, organise and communicate this set of experiences, stories, narratives, so that they can constitute a shared resource that people can augment, and that individuals as well as institutions can delve into, to find inspiration for new ways of conceptualising acceptance, tolerance and understanding, and how these new ways can be reflected into every-day practices and policies, and foundations for visions of our future.

The Second World War was one of the major transformative events of the 20th century. Millions of lives were lost; crimes were committed, physical capital was destroyed, populations were displaced, families experienced extended periods of separation, and many Europeans, including young children were exposed to the horrors of War. Unlike many earlier wars when casualties were mainly confined to the battlefield, during this conflict civilians were also directly affected by warfare. About half of the European casualties of the war were civilians (including women and children). At the end of the war, millions of people were homeless, the European economy had collapsed, and much of the European industrial infrastructure had been destroyed. Reconstruction in the aftermath of the Second World War brought significant change to political, economic and social systems across most European countries and was the touchstone for the realization of the European project.

The trauma of these Second World War experiences and the upheaval it brought to ordinary people’s lives continues to have a compelling resonance in contemporary European societies. Formal commemorative practices on local, national and international platforms draw attention to the bravery of combatants and pay tribute to those who lost their lives, during this and other conflicts, as demonstrated by the recent commemorations of the centenary of the First World War and the 70th anniversary of the Second World War. As the Second World War survivor generation disappears, their lived experience is also being lost. However, family story telling means that their personal stories continue to circulate. Individuals who have passed on their personal war stories to their descendants, along with these descendants, comprise contemporary European society and shape ‘European identity’. From a psychological point of view, citizens experience all these war-related political and economic changes on a personal level and they develop their own personal stories which may differ from official political discourses. Since past stories transform our present image of the war, and past stories can save both us and our descendants from committing the same ‘mistakes’ in the future, it is important to uncover, save and preserve individual’s personal and family war stories, and officially record them as a part of European cultural heritage. Our research seeks to develop a story telling platform and research framework which will allow for the collection of these stories. This will process material and narratives from three source types:

1. Resources provided by Second World War survivors which were originally collected at source / by the source (e.g. diaries, letters),

2. Resources provided by Second World War survivors that were later created in the form of memoirs or documentaries,

3. Resources created by third parties (family, children, others) and which may be of a variety of types like fiction / non-fiction works, scientific publications in the form of e.g. research dissertations, journalistic newspaper articles, posts in social media or blogs, etc.

They will be complemented by contributions from multimodal sources such as open data collections, closed archives, collections of pictures (drawings and photographs), video footage and sounds, etc.

We aspire to offer a unique access point for producing and annotating stories on the basis of impromptu / ad hoc ontologies that will be leveraged to construct trajectories of narratives over time. Besides a time-based order of the narratives, ontologies could relate key concepts, key emotions, and key arguments, in single narratives or over
several narratives by the same or by different individuals. Part of the work can already start with narratives on existing community platforms exploiting the www.fleeinghitler.org infrastructure.
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Introduction

In historical statements, we face narrations that are vague in sense of persons, places, times, and events. This means that we have uncertainties and non-specificities about the persons and the events, and the time and place the event has taken place. These uncertainties are mostly caused by ignorance about the characters and events assignments, and definition of the boundaries narrowing down the time and space frames. Moreover, we have narrations that usually do not uphold each other, and have different validities or certainties. Putting these contradictory narrations together to judge about the most definite event needs a great effort, and is a hard task for unaided human mind.

Although its importance and utility, there are not any noteworthy research on spatio-temporal reasoning to combine evidences, or applying evidence combination methods (such as Dempster-Shafer Theory of Evidence) in spatio-temporal reasoning. Hence, this paper delivers a novel tool to compensate this deficiency.

Methodology

To reach this goal, we divide the problem to three main domains, and simplify the question to minimize the efforts and implementation cost of each step.

Extracting and Structuring Evidences

In this step, we model narrations as narration trees, such as ‘A’ says he has heard ‘B’ talking about [Event]. Each of the narrators has a validity coefficient indicating the reliability of the narration made by the person. Then using the SRL (Semantic Role Labeling) methods (Gildea and Jurafsky, 2000), we structure the narrations to a standard form Jurafsky and Martin (2009). Hence, we have a bunch of narrations, and each of the narrations has a narration chain and a standard, structured event.

Finding Similar Events

In this step, using Natural Language Processing tools, we form [multiresolution] verb clusters that help us define the same events that have meanings in common. For example, killing, shooting down, hanging, and choking can be considered as different ways to end one’s life, and we may put them in one cluster. These clusters are extracted from WordNet (Hirst and St-Onge, 1998), and define the degree to which we may merge events based on their verbs (Meng et al., 2013).

Evidence Combination

The main role of the reasoning engine is to combine different evidences to calculate the probability of a hypothesis. To do so, one can use the very familiar Bayesian inference method to incorporate different evidences using the Bayes theorem. However, this modeling cannot deal with non-specificities. For instance, if we have four persons A, B, C, and D as candidates of an assassination, we may assign probabilities to Assassins = {A,B,C,D} or other probabilities to subsets of the Assassins set. However, if we do not have crisp evidences defining the probabilities of each member we are unable to do inference where the subsets overlap. As a result, we cannot use the Bayes rule to combine evidences of Pr(A or B or C) and Pr(B or C or D) if we do not know Pr(B or C) or assume some other hypothesis for it.

On the other hand, there is a great advantage in using the Dempster-Shafer Theory of Evidence (DST) compared to the classical probabilistic reasoning based on the Bayesian Theory (BT). By DST, it’s possible to take non-specificity into account as well as randomness, which was not possible in BT. In many problems, such as reasoning based on non-specific statements (which are modeled here as narrations), accumulated non-specificity (vagueness) may reveal more specific details. This is the main reason to use DST instead of BT.

It means that when each narration determines a non-specific time and place for an event, or these space-time pieces overlap each other, we are able to define precisely the most and least probabilities that the event has taken place in a specific portions of space-time. These probabilities are usually mentioned as lower and upper bounds of probability, and may be interpreted as Belief and Plausibility respectively (Zadeh, 1986).
Tools and Methods

The core element of the system is a reasoning engine that combines different pieces of evidence. The output will be total expected probabilities and the upper and lower bound of probabilities for different pieces of space-time. This task can be accomplished by efficiently succeeding in the following:

- Modelling space and time effectively, and
- Using the evidence combination methods to deliver the reasoning engine, mainly using Dempster-Shafer Theorem.

We used the CRMgeo model (Doerr and Hiebel 2013) that is standardized in ISO 21127:2014 as the space-time model. We have incorporated GIS tools (as done in Hirschfield and Bowers, 2001; and Fuhrmann et al., 2013) and standard ISO 8601:2004 to model space and time respectively. However, due to the rich and flexible ontology design of the CRMgeo model (Doerr and Hiebel, 2013) which is standardized in ISO 21127:2014, we switched to it as our main space-time model. We also benefited from the CRMinf argumentation model (Doerr 2015) to model the narrations.

At last, we implemented different evidence combination rules in R language to combine the structured narrations together, resulting in and reduced ambiguity and vagueness (Kohlas and Monney n.d., Barnett 1991).

An Example of a Toy Problem

The following figures are the output results of a reasoning over a toy problem of an airplane crash in different boroughs of London, and is plotted for each of the years in the 1930-1935 timeframe. Each plot is for a specific time (e.g. X1930 is for the year 1930). The values of the average probability of the crash in each borough are represented in decibels to better visualize the slight changes of probability in similar regions.

The problem is to combine the following five narrations to gather. The numbers in the parentheses are the validities and/or confidence of the statements.

1. I think (70%) it was between 1930-33 that a plane crashed in the south east of London
2. If I’m correct (90%) I heard my brother that he’s somehow sure (80%) that it was between 1932-35 that the Air Union cargo plane hit the northern bank of the Thames river.
3. I cannot remember it clearly (60%) but in 1933 or 34 an airplane of a post company hit the eastern London.
4. It’s hard to remember (60%), but my father once told me (90%) that he witnessed an airplane crash in the center of London, Old London.
5. If I’m remembering correctly (80%), an airplane crashed the west London between the 1932-34.
About the Project Name

Nuh (Noah) ibn Darraj al-Nakha’ī (d. 182 AH/ AD 798), was the Shi’ite judge of Kufa, and later in his life, the grand judge of the eastern half of Baghdad. Nuh’s older brother, Jamil ibn Darraj al-Nakha’ī was a prominent Shi’ite jurist in the latter part of the second Islamic century (AD 760s - 810s) (Modarressi, 2003)
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last century, Japanese people have lost the basic skills to read *kuzushiji*, classical calligraphic renderings of Japanese characters (see Fig. 1). Since Japanese society ceased to use *kuzushiji* for publication after the Meiji Period (1868-1891), most Japanese today except trained experts are unable to read books printed with *kuzushiji* only 150 years ago.

However, from 2008 a group of scholars of Japanese literature have started calling attention to the need for providing younger generation with the tools to access their own past (Nakano, 2011 and Moretti, 2014). The *kuzushiji* project, which started in 2015, is an attempt to build a mobile learning application that provides resources and trainings for reading *kuzushiji*. We call the app the KuLA (*kuzushiji* learning application). It is a public humanities project, as well as an interdisciplinary project of Japanese Literature and Digital Humanities scholars. In this paper, we will briefly describe the features, workflows, and implementation of the KuLA.

Fig. A comparison of a *kuzushiji* and modern Japanese type font. Both represents the same character 前, "front" in English

Features of KuLA

Learning *kuzushiji* is essentially similar with learning a foreign language. What you need for learning it are as followings: 1) the basic knowledge about *kuzushiji*, especially of character shapes, 2) decent amount of exercises of reading actual texts, and 3) good mentors and fellows who will teach and motivate you.

For the reasons above the KuLA consists of the following three modules:

- **Characters module**, where the user will learn the basic knowledge about *kuzushiji*, especially about character shapes. The user can browse the list of *kuzushiji* characters and jump to the detail page of each character (see Fig. 2).

- **Reading module**, where the user will read actual texts written with *kuzushiji* for exercises. The user can also check their transcribed texts (see Fig. 3).

- **Communication module**, where the user will communicate with others via the network. This module will, for instance, enable the user to ask others how to read a specific *kuzushiji* characters by sharing photos taken by the user (See Fig. 4).

Workflow and Implementation

In order to create the teaching materials bundled with the KuLA we needed a lot of actual images of *kuzushiji*. For collecting them efficiently we developed a Chrome extension which enables to capture arbitrary image regions from the digital collection of pre-modern books provided by the National Institute of Japanese Literature. The images captured by the extension will be automatically uploaded to an web app built with Ruby on Rails. In this way we have gathered so far about 3,000 images of *kuzushiji* characters.

The mobile app was built with Ionic, a HTML5 mobile framework based on Apache Cordova and AngularJS frameworks. The use of HTML5 technology makes it pos-
sible to generate the distributions both for iOS and Android from a single source code. As the backend of the mobile clients we used parse.com, which provides basic server-side features such as user authentication and data storage.

**Conclusion and Future Directions**

KuLA was released both on Google Play and on App Store for free on 18 February 2016. It has been downloaded more than 5,000 times in two weeks after the launch. The average review scores are 4.5/5.0 in AppStore (total 15 reviews), and 4.9/5.0 in Google Play (total 29 reviews). From these numbers we may say that our design strategy for building KuLA was successful.

We believe that it is a duty of humanities scholars to build the tools to access the past knowledge for future generations. And what makes Digital Humanities special in this regard among other humanities discipline is that it can directly provide those tools with the public with the help of digital media such as mobile devices.
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1. Our project blog: https://plus.google.com/10446795938384246945/posts.
2. https://www.nijl.ac.jp/
3. You can see the list of kuzushiji images we have collected in the following link: https://youreicollector.herokuapp.com/characters/
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Archival work has for centuries privileged the aggregation over the dissemination of rare and important content. And while this has been necessitated largely in order to preserve the objects within, it has particularly been harmful to marginalized communities whose narratives lie outside of mainstream consciousness. Thankfully, the affordances of digital humanities has opened up new avenues for these elusive materials, and the expansive histories they hold within, to reach a multitude of audiences.

The newest project at HyperStudio, MIT’s Digital Humanities Center, the Blacks in American Medicine (BAM) archive innovates on this unique potential offered by digital media to promote and display never-before-seen materials. The BAM project features over 23,000 biographical records of African American physicians from 1860-1980 and countless primary documents associated with these practitioners and the African-American medical community at large. From numerous pieces of personal correspondence, such as a letter to the AMA pleading with them to hold the annual convention in a non-segregated locale, to unique biographical data that charts the ebb and flow of African Americans in medicine, much of the content within the BAM archive has never been available to a wide audience, and all of it has never been digitalized in a central location. Our archive incorporates both a focused study into the history of specific physicians and a broader analysis of the trends within the African American medical community to unearth untold chapters in the vast history of the black experience in America.

While still in the initial stages of this project, we are working on a number of intersectional methods to display this wealth of content. As with most of HyperStudio’s archival projects, we are making sure that the content is discoverable by both scholars as well as more casual audiences. This begins by making sure that the content...
is encoded using established metadata standards such as Dublin Core, allowing to connect our high resolution primary materials and biographical records to other relevant archives. Additionally, within our site itself, we plan to integrate our Repertoire faceted browser, which allows for both a targeted search using specific criteria and the ability to explore interconnected documents that interest the user. Additionally, this project will feature our Chronos Timeline, which dynamically uses events and occurrences to present historical data. Outside of displaying content algorithmically and chronologically, we plan on incorporating geographic, visual and biographical tools to help novices and experts alike delve into this content in order to discover new stories and explore existing narratives. By allowing users multiple entry points, these cross-sectional methods of content interrogation will further highlight our project’s unique ability to test traditional views of the African American experience, which focus on a few key moments that affected the larger populace than the long history of the people themselves.

Our job as custodians of this trove of content is to make sure that it is not only widely accessible but, more importantly, that it is intuitive and useful to our audience. A poster session at DH2016 will allow us to gather feedback from thought leaders in the field in order to facilitate the evolution of our product. This is a crucial step in making sure that our project has the impact, reach and power that it deserves.

At HyperStudio, the Massachusetts Institute of Technology’s center for digital humanities, we use new media to discover and explore forgotten stories. By both focusing on specific people, places and details and zooming out to view trends and patterns, our methods and tools allow us to question traditional narratives and investigate emerging ones. This project, a collaboration with Pulitzer-Prize-finalist author and African-American science historian, Kenneth Manning, demonstrates the power of new/innovative archival approaches to discover and promote new content. This archive is a chance to articulate stories that have remained untold and question narratives that have remained unchallenged, and the Digital Humanities 2016 conference is the perfect place to deepen this discussion.
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In an unprecedented and very successful crowd sourcing project, the most important resource for abbreviations in Latin and Italian has been digitised and is now freely available. The e-learning project Ad fontes managed to accumulate and systematize all 14’357 abbreviations contained in the most renowned collection, the Dizionario di abbreviature by Adriano Cappelli (Cappelli, 1928). The digitized and systematized abbreviations offer new ways to access handwritten texts. Besides enhanced search methods (with wildcards, uncertainty, abbreviation placement etc.) it will soon be possible to add new abbreviations and rectify entries that were handled incorrectly by Cappelli.

The poster presents the crowd-sourced digitisation of the printed Lexicon and considers specific problems and lessons learned while dealing with the crowd; it gives insights into new possibilities regarding the research of abbreviations, discusses possible ways to deal with abbreviations, and at the same time raises questions concerning requirements and nice-to-haves for an application that hopes to become an ever-growing resource to abbreviations found in historical sources.

Following Cappelli’s model, each abbreviation is presented as a „facsimile“ of a hand-written abbreviation followed by a transliteration of the letters present, the placement of the abbreviation symbol(s) in a grid, if applicable the category of context (e.g. legal or medical) as well as the period the manuscript stems from.

All this information could be identified by users without further knowledge of paleography or Latin and thus offered ways to allow non-experts to take part in the crowdsourcing process. In addition to Cappelli’s system, we had the participants place the abbreviation symbols within a 3x3 grid. This allows the introduction of a new search parameter refining the search according to the positioning of abbreviation marks. Unlike the data indicated in Cappelli (for which only a very limited number of mistakes and typos were entered), the placement of abbreviation marks was highly problematic and needed to be corrected in most cases by expert validation. In a next phase we would not include this part in the regular crowd sourcing process, but instead have it done separately.

Within 23 days, all of the abbreviations contained in Cappelli were digitised by our crowd sourcing participants. Mobilising such a crowd was made possible by a highly connected academe and archivists (via mailing lists such as digital medievalist as well as social media). Apart from
the option of remote online participation, we planned a crowd sourcing event at the University of Zurich that was supplemented by smaller events at universities in Oxford and Berlin.

The information gained allows – based on very provisional data – conclusions concerning the use of abbreviations in Latin manuscripts. Of the 9'000 most common words in Latin (according to the SLU corpus, Pavur, 2009) 1094 (12.2 %, roughly 13% if we subtract words consisting of 3 letters or less which are usually not abbreviated) could potentially be abbreviated, only taking basic forms of words into account (no flections or conjugations). Compared to the Vulgate, the data shows that of the 38'138 words occurring in the Bible, 1083 exist in abbreviated form. Therefore the data demonstrates what could be expected (Traube, 1907): The abbreviations were not especially or solely conceived for the use in handwritten Bibles but for a variety of texts. A digital Cappelli is thus able to show in a quantitative way what specialists already suspected.

The abbreviations are being offered through the platform Ad fontes (www.adfontes.uzh.ch, Kränzle and Ritter, 2004) as well as the web app App fontes (t.uzh.ch/adf). A batch download of all data including the images is possible.

The digitization and systematization of the abbreviations according to Cappelli opens possibilities not included in the printed version: Unidentifiable letters and/or letters that are not part of the roman alphabet do not need to be known by the user; instead, they can use wildcards in order to get satisfactory search results. Generally, uncertainties won’t prevent a successful search, they will only increase the number of results.

Currently, a feedback loop (concerning emendations of the Cappelli) as well as the possibility to add further abbreviations are being developed. Especially the second part will once more use the power of a specialized crowd, at the same time assembling a resource for the use of everyone working with manuscripts.

By crowdsourcing the digitisation of the Cappelli by a heterogeneous group of people, we proved that there is an interest in and a need to deal with abbreviations (Pluta, 2016). With its new resource, Ad fontes will facilitate how abbreviations in handwritten documents are dealt with in the 21st century.
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Original early maps are usually only accessible for a small group of researchers and librarians because they are very old and sensitive, and could be easily destroyed. However, they are a valuable knowledge source for historical research, because they are also political and cultural evidences of its time. In the age of Digital Humanities, online access and information search in digitized historical documents and early maps allows people from all over the world to work with such artefacts of cultural heritage. However, the digitization solely generates images of the artefacts without any access to the semantics of the documents.

For most digital libraries of early maps (e.g. http://www. oldmapsonline.org/) the available metadata include only information about the map, e.g. author, title, size, creation date. Unfortunately, there is only little information about the data contained in the map. Tools for information retrieval in digitized early maps need to support users in typical queries like for instance:

- Development of places over time
- Toponym changes in the course of the history
- Position of the place from an early map on a modern map, if the place still exists.

Place markers and their text labels contain this information, for instance the place type town, village, village with church or a factory or mill. This makes the annotation and georeferencing of place markers a crucial task. This task is at the same time very challenging due to the nature of the manually created early maps, which contain a high variance in the used symbols. This gets even more
complicated by the fact that a single map can easily contain many thousands of place markers. Therefore, proper tool support and automation of the annotation and georeferencing are of interest.

The Referencing and Annotation Tool (RAT) supports annotators in the task of identifying place markers in a digitized early map and helps to create a link to a modern map with minimum effort. Because many different symbols are used as place markers and they differ across maps, the user needs to select a template for each type of place marker and to manually annotate a small subset of the map. Based on this, the templates get adjusted; all parameters for the template matching are calculated to automatically preselect place markers with high confidence and assign them the most likely of the possible types. These annotations can also be added by hand and the automatically generated annotations can be corrected.

RAT facilitates georeferencing by suggesting the most likely modern places based on an estimated mapping between the coordinates of the pixel- and geocoordinates of the already georeferenced place markers. The number of suggestions can be further restricted through a phonetic search to places with names sounding similar to the name given on the map. This allows for identification of the modern place name using the historic name if the spelling has changed but the names still sound similar.

Currently, RAT is in a prototype stage which we tested with a range of 16th to 18th century maps. For instance, one of the maps in the test set contained 3809 place markers. An area with 47 place markers was manually annotated. Based on this initial annotation 3399 place markers were identified and 3339 of them were correct matches. In other words, 98.2% of the identified markers were correct and 87.7% of the existing place markers were semi-automatically identified. A detailed description of the implementation and the functionality of an earlier version of RAT can be found in (Höhn et al., 2013) but the latest version uses a new template matching algorithm specifically optimized for maps where text, rivers and other structures are frequently next to the place markers and can disturb standard template matching algorithms.

We plan to reduce the manual work needed in all areas by identifying similar maps of the same region and time and exploiting their similarities to provide better suggestions for existing places and their georeferencing on new maps.
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Ringe, die um so breiter erscheinen als der Faden zarter od. dünner ist.4

The topic of this lecture is fairly clear: Optical interference and the diffraction of light. The main instrument mentioned is an “Ariometer” for measuring the thickness of woolen threads. This at least is the conclusion from what the anonymous writer of this text tells us.

Formal setting

The project’s tag set strictly follows the DTABf-M (cf. Haaf/Thomas, 2015)5 which is a specific DTA “Base Format” (DTABf) for manuscripts. This strict subset of the TEI P5 tag set provides “a balance between expressiveness and precision as well as an interoperable annotation scheme for a large variety of text types in historical corpora [...].” (Cf. Haaf et al., 2014)

The tag set and corresponding RNG-schema are the basis for a homogeneous TEI-encoding of all documents by different encoders, i. e. typists from the (external) vendor—providing transcription and TEI-conformant annotation of the easier legible manuscripts—as well as our project team.

The linguistic analysis of texts at the DTA (incl. lemmatization and fully automatized normalization of historical forms) and their search engine enable an ideal exploitation of the attendee’s lecture notes in the context of the DTA corpora, where hundreds of other texts from Humboldt himself as well as his contemporaries, predecessors and successors can be accessed and linked to the Kosmos-Lectures.

Obviously, as we are dealing with different notes by several attendees of Humboldt’s lectures—i. e. still referring to the same oral presentation—a collation of the witnesses is one essential way of access. The similarities and differences between the witnesses call for collation tools. CollateX or juXta, for instance, are well known and established DH tools for completely automatized detections and visualizations of comparisons of two or more texts. They are of great value for our project (cf. Thomas, 2014/15) and we will illustrate this by making accessible collation sets during our poster demo.

Due to our TEI-encoding more options for evaluations are given:

1. Humboldt’s course is segmented chronologically into single lectures.6 This is thoroughly done via <div type="session" n="[count]">. This approach enhances the possibilities of accessing parallel reading of the transcripts.

2. A systematic access to the sources is enabled due to referencing persons within the TEI documents (<personsName ref="[ID]">) as a basis for an encompassing index of all postscripts linked to authority records.

3. A third way of accessing the Kosmos-Lectures will be a complete bibliography of all mentioned sources tagged with <bibl>.

Contentwise Resumption

Starting point was the “Ariometer” and the diffraction of light in the one manuscript quoted above. A use case would be to see what the other listeners noted. For example, one other attendee wrote:

… durch die Beugung der Lichtstrahlen, indem sie durch einen engen Raum gehn, entstehn farbige Franzen, die man am besten erhalten kann, wenn man einen Lichtstral durch das Fenster bei einem dünnen Faden vorbei in ein dunkles Zimmer auf eine helle Wand leitet…7

Similarities between the two texts are obvious: light beams, diffraction, a woolen thread and coloured stripes of light. But while the first extract gives the impression of Humboldt being interested in measuring woolen threads, these clearly function as instruments for illustrating a physical phenomenon in the later passage.

The natural attempt to search for “Ariometer” in our corpus gives no results.8 We can derive from the context given in the quote above that Humboldt is talking about physical phenomena, but it would be helpful to have a protagonist. So let’s refine our search:

near(Lichtstrahlen,Interferenz,20) #has[corpus,/avhkv/i]

Looking at the results (see fig. 1) leads us to Thomas Young as well as Jung,10 which obviously only is a German version of the first. Next attempt:

near(*meter,/[JY]o?ung$/,20) #has[corpus,/avhkv/i]

And this leads to another meter, the “Circometer”. Maybe we couldn’t find the “Ariometer” since it doesn’t exist? To shorten the track here: A “Circometer” doesn’t exist either. What we are in fact looking for is the so-called eriometer.

Summary

The following DDC-search leads to the third volume of the Kosmos (1850), where Humboldt is talking about the above mentioned physical phenomena: near("sp=ADJA

Fig. 1: Result of the DDC-SearchWhat we are facing here is an inherent difficulty of our text type: attendee’s lecture notes. It’s always possible that the listeners misheard something. This is why 1) the deeply granulated TEI encoding of the project, 2) the technical solutions provided by the DTA and 3) text-comparison visualizations (being developed for our project’s) are absolutely necessary.
About 30 years after his lectures the eriometer and the wool are no issue any more. The reason for this is not inherent, but a little research on the basis of other digitized sources reveals it: Whereas the real eriometer—the apparatus for measuring the fineness of woolen threads—, which Young used to demonstrate the diffraction of light in his famous Lectures on Natural Philosophy at the Royal Institution, became forgotten,11 the idea of combining the craft and the theory (or the engineer and the scientist) succeeded:

… das ähnliche Instrument dient dazu die Güte der Wolle zu messen, und die Natur der Weltkörper zu bestimmen.12

Apart from the implementation of means for collation it is obvious that linking to more (external) data-sets, as shown here, will add even further value to the project.13
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Notes

1 www.culture.hu-berlin.de/hidden-kosmos.

2 https://creativecommons.org/licenses/by-sa/3.0/de/.

3 Singakademie is today’s Maxim-Gorki-Theater. After its opening on April 8th, 1827 it has been the biggest event hall in Berlin.


6 A contentual segmentation is in preparation.

7 http://www.deutschestextarchiv.de/parthey msgermqu1711_1828/126.

8 If you give google search a try, this leads you to Ariäometer, which is a totally different instrument. The reason for this is easy to tell: It’s an OCR-mistake due to the “latin superscript small letter e”.

9 This and the following DDC searches are documented in detail here: http://www.deutschestextarchiv.de/doku/DDC-suche_hilfe. In brief: We are looking for sentences including “Lichstrahlen” and “Interferenz” where there are no more than 20 tokens in between. And the search is restricted to our Kosmos-Lecture corpus (avhk). If you want to give it a try, go to: http://www.deutschestextarchiv.de/search/ddc.

10 Jung is not to be seen on the screenshot only because a little more context would be necessary. Just add \#cntxt2 to your search and choose the HTML-view.

11 For “it seems hitherto to have been found much too delicate to be employed by the hard hands of peasants, with any advantage.” (Cf. George/Guarino 1973, p. 392).

12 http://www.deutschestextarchiv.de/nn msgermqu2124_1827/147.

13 The »ariometer« obviously is just one trace to follow. For an extended list of (the approx. 120 different) instruments mentioned please grab https://github.com/haoess/hidden-kosmos/blob/master/lists/Liste_Instrumente.txt.
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We propose a strategy for conducting digital humanities teaching and research that prioritizes publishing data above all other project activities. Drawing on our experience working with faculty, librarians, and graduate students on a critical edition in TEI of Charles Baudelaire’s *Les Fleurs du Mal*, we demonstrate how adopting a data-first strategy fosters research, collaboration, pedagogy, and scholarly communications in the digital humanities.

The *Corpus Baudelaire Project* began at Vanderbilt University in 2013, when a hybrid group of approximately ten scholars, who had recently learned how to encode literary texts in the TEI, aspired to do something practical with their new skills. The group developed a connection to Vanderbilt University Library’s W. T. Bandy Center for Baudelaire and Modern French Studies, who exhaustively collects Baudelaire’s works, including *Les Fleurs du Mal*. The work itself was published in four editions: 1857, 1861 (containing 35 additional poems, the *Tableaux parisiens*, and lacking six poems censored by the Second Empire), 1866 (including *Les Épauves* or *The Scraps*, and the six poems missing from the 1861 edition), and the posthumous 1886 edition. Participants in the *Corpus Baudelaire Project* are encoding all the editions using the critical edition apparatus in the TEI.

We describe our data-first approach to *Corpus Baudelaire Project*, which minimizes otherwise common tasks such as developing databases or coding interfaces, and argue for its advantage over alternative approaches in fostering collaboration, pedagogy, and new forms of publishing. We also suggest that our data-first approach may also productively be generalized to any digital humanities projects developing significant quantities of data.

By prioritizing these three activities above other forms of digital humanities, we simultaneously lower the barriers for participants to join our project while offering them the opportunity to publish and begin receive credit for their work almost immediately. Crucially, credit is allocated with respect to contributions, not by seniority or other hierarchical designations; the data bear witness directly to their creators.
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Background

Digital Harlem (DigitalHarlem.org), winner of the American Historical Association’s 2009 Roy Rosenzweig Prize for Innovation in Digital History, was a bespoke php/js/MySQL application with 34 tables and over 9,000 lines of code. While bespoke programming may under some circumstances offer the shortest path to a particular outcome, a fixed database structure and bespoke codebase pose problems for sustainability (the codebase will require ongoing maintenance and retention of support for code which is no longer current), for transferability (knowledge and development work which is not directly transferrable to other projects) and for evolutionary change (modification can involve significant rewriting and programming expertise). For Digital Harlem both evolving requirements and external changes have forced the excavation and re-learning of code long after development funding ceased, an experience which will be common for any project which seeks longevity beyond short-term project grants.

Conversion

In 2014/2015 we converted the Digital Harlem database to Heurist (HeuristNetwork.org). This allowed us to unlock the previously inflexible data structures and rigid interface, and refine the data model, enabling the project to start a campaign of data entry for a new research grant and focus. Where analysis of the data was previously restricted to three rather limiting search forms for People, Places and Events, the new version (Figure 1) opens up a full range of built-in data management functions and user-defined searches/filters, including multi-level faceted search. Search results can now be saved and visualised with maps, timelines, network diagrams and user-defined reports, as well as file and printed output.

The original public website was subsequently reimplemented, with minor external changes, as a reskinned view of the database running natively within Heurist (Figure 2). We moved significant elements of the interface - search forms, base maps, popup content, buttons – out of custom code into data. These data can be easily edited by the research team allowing them to extend the interface without technical assistance. Fixed form-based searches were replaced with saved faceted searches which can be added to or modified without programming.

Adaptability

The public interface is easily adaptable to other projects requiring a customised public search, mapping and timeline interface for richly linked entities. It is not tied to specific types of entity or relationship, as almost all customisation other than visual appearance occurs within the database content. The interface is built from reusable widgets in a responsive framework, using less than 1,000 lines of html, css, php and js code. New widgets can be added for additional types of interaction, although many projects will find the existing widgets adequate.

Sustainability

Heurist databases retain the inherent medium-term sustainability of an Open Source MySQL database at the backend, but reinforce this sustainability through the adoption of an identical structure across many diverse projects. The use of a single, well-documented database structure across all projects promotes the transfer of expertise and leverages the effort of code development - when someone requests Zotero synchronisation or the generation of GEPHI network files, the code can be written just
once and every database inherits the capability. The same goes for any maintenance required to keep pace with the changing web environment and for bug fixing. Standard documented SQL queries, which can be run from any programming language, will work across all databases. A complete, fully documented XML data archive can be generated in a couple of clicks.

Conclusion

In this poster we will outline the sustainability and development benefits of the new implementation of Digital Harlem. By adopting an adaptable codebase (Heurist) which can run many heterogeneous projects we have leveraged development effort and benefits across Digital Harlem and several dozen other projects. For new projects, common data structures can be imported with a few mouse clicks from a clearinghouse of projects, adapted to specific needs and repurposed for use by others. Existing public interfaces can, with slightly more effort, be repurposed for new projects. A stable well-documented underlying data format also allows independent code development in a variety of languages.

If there is a final takeaway, it is that - while there will always be a place for bespoke, one-off code as a vehicle for experimentation - for the majority of projects, re-use of a shared codebase and body of expertise (where practical) will be more cost-effective, require less technical development and provide a better chance of longevity. Heurist offers one such generic solution which has allowed Digital Harlem to escape its self-imposed straightjacket of bespoke data structure and code; new data structures, research tools or public interfaces can simply be added without reengineering the system. Digital Harlem builds on the work of many preceding projects, and future projects can build on this experience without the cost of reinvention.
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The Digital Knowledge Store was developed from March 2012 to April 2015 at the Berlin-Brandenburg Academy of Sciences and Humanities (BBAW) and funded by the Deutsche Forschungsgemeinschaft (DFG). In this first project phase a search infrastructure enables centralised access to all digital resources of the BBAW was created. The DFG granted funds for a second period in which the Digital Knowledge Store will be expanded with a focus on deployment options and integration for partner research institutions.

The BBAW hosts over 170 research projects with over 1.2 million digital resources. For the first time these resources and their metadata were completely integrated into a central full text index and made accessible through an innovative user interface. The resources hosted at the BBAW vary widely in terms of content, formats and languages. The main part of the resources are provided as digital editions and translations in formats like XML, HTML and PDF but also as electronic catalogues, documentations, databases, digital full text collections and dictionaries. The Digital Knowledge Store can be queried in different languages via the morphologically analyzed index. We utilize a number of language technologies (Bing, DONATUS) to enable this multilingual search. The search also covers automatically and manually created metadata which enhance the resources, connect them semantically and provide additional information to the user. The metadata of all resources are provided as well via a machine readable web service (OAI-PMH) and in that way become part of the Linked Open Data Cloud.

The biggest challenge in building an interdisciplinary research data infrastructure like the Digital Knowledge Store was the heterogeneity of the digital resources created at the BBAW in the last 20 years. Hosted on different servers in different databases they vary widely in regard to content and access possibilities. It was the main task to access these data generically and bundle them in the central Apache Lucene index and in a metadata scheme adapted
to the needs of the academy (based on OAI-ORE). Specific import modules were implemented for the various projects and resource collections which integrate the varying data structures of the research projects. Semantically connected suggestions are provided by integrating Semantic Web Technologies (e.g. DBpedia) and Text Mining components which extend the query term and invite the user to discover and explore the academy’s projects.

The second project phase of the Digital Knowledge Store running until 2017 will expand its possibilities especially in terms of sustainability and availability. There is a heavy demand by academic institutions for sustainable longterm research infrastructures which can meet the specific requirements of research data in the humanities, e.g. the integration of heterogeneous resources and content handling. One important goal in the next stage is to broaden the target user group. The software components of the Digital Knowledge Store will be provided as an installation package. This will enable Partner institutions to run their own Knowledge Store adapted to their own digital resources. In order to coordinate further development and collaboration with future users an open workshop will be held in April 2016 in Berlin.

Another topic in the next project period will be the development of guidelines for the minimum structural and technical requirements that resources and metadata have to meet to be integrated easily into the index. The guidelines will include objectives for the (technical) quality of the resources and their metadata. These best-practice-recommendations can become a general recommendation in the digital humanities for building and maintaining resource collections and a reference on how to deal with the quality of resources and metadata beyond their specific use case. Our partner institutions will successively optimize and adjust them to their specific needs. Additionally workflows for the manual and automatic supply of metadata will be created and specified. Further development goals are the automatic evaluation and integration of user feedback into the query process as well as visualization components.
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The purpose of this paper is answering the question concerning the place of the visual transfer in the formal system of digital scientific communication. The question is important for scientists who publish or would like to publish their works in a visual way, because the question is connected with issue of the evaluation of the scientific achievements. The bibliometric impacts, like Impact Factor or Hirsch Index, respect only the publications that take part in the formal scientific communication. Attendance or absence of visual forms of information presentation in the formal scientific communication might influence the scientist’s decision about presenting scientific works in a visual way and thereby popularise the idea of digital humanities.

The formal scientific communication is difficult to unambiguously define the cause of the fuzzy limit between formal and informal scientific communication. In general, before the publications become part of the formal scientific communication, they should be edited, reviewed, published and indexed in bibliography, bibliographic databases, scientific search engines (Nahotko, 2010; Pikas, 2006; Sapa, 2009). In this research the visual forms of information presentation were analysed using those four features of the formal scientific communication. Scientific papers, communication channels and bibliographies had to be digital and be accessible by Internet.

The visual forms of information presentation include forms using static or dynamic pictures as information media (maps, diagrams, infographics, 3D animations and movies) and textual digital publications whose design and navigation were strongly visual like The Roaring Twenties: an interactive exploration of the historical soundscape of New York City (Thompson and Mahoy, 2013). The visual forms of information presentation had to be about humanities topics.

Forty-one English-speaking digital humanities projects were collected by the Polish scientific literature and DH Awards project (“Digital Humanities Awards”, n.d.). It is difficult to state what proportion of all digital humanities projects constitute the collected projects because of insufficient registration. Therefore, the generalisation of the research results is impossible. However, the analysis of the collected projects enables to notice problems in presenting information in a visual way with digital formal scientific communication and offer some solutions.

It was found that maps, graphs, movies and animations were most frequently published on websites connected with some specific projects of digital humanities, institutions or initiatives devoted to digital humanities, carrying out many projects. Very occasionally, they were found on scientific blogs, academic social networks such as academia.edu and general portals like Flick, YouTube or Vimeo. The analysis of the visual forms of information presentation proved that the collected material had not been previously edited almost in all cases. It seemed that the reverse tendency would be shown in case of websites on which the projects were published. Still, only few websites contained information concerning their editors. No information on the review of the visual forms of information presentation were found. After considering the place where they were published it turned out that the information including its review were found only in the multimedia “Vectors Journal”.

Since the leading interdisciplinary bibliographic databases (like Web of Science and Scopus), subject bibliographic databases (like MLA International Bibliography) and scientific search engines (like Google Scholar) register only texts – the journal articles, the books or the conference proceedings, searching for visual forms of information presentation in these databases seemed to be pointless. In conclusion, the lack of review, unsatisfactory registration in bibliographic databases and scientific search engines were observed as the main problems for visual forms of information presentation to become part of digital formal scientific communication. In this place it is worth asking what should be registered – the movie, the animation, the diagram etc. or the place, where they were published (like website or multimedia publication). Not all visual forms of information presentation could be recognized as individual publications.

The author of this paper proposes some solutions how visual forms of information presentation might become part of digital formal scientific communication. Visual forms of information presentation or places where visual forms are published could provide ISBN, ISSN or DOI number and place the bibliographic data. Bibliographic databases and scientific search engines should change the current rules of registration.
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Big data are a potential source for quantitative research in the humanities, but typically they do not contain all relevant contextual meta-data (time, register/genre, social group, author, etc.) to be readily usable for social, historical or philological studies (cf. Schöch, 2013). Small corpora, in contrast, are typically carefully hand-crafted and provide rich meta-data as well as structural and linguistic data, but the application of data-driven analysis techniques is impeded by their small size.

We introduce a diachronic corpus of English scientific writing - the Royal Society Corpus (RSC) - adopting a middle ground between big and ‘poor’ and small and ‘rich’ data. The corpus has been built from an electronic version of the Transactions and Proceedings of the Royal Society of London and comprises c. 35 million tokens from the period 1665-1869 (see Table 1). The motivation
for building a corpus from this material is to investigate
the diachronic development of written scientific English.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Period</th>
<th>Text type</th>
<th>Source</th>
<th>Manuscripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Philological Transactions</td>
<td>1805-1818</td>
<td>Book reviews</td>
<td>JSTOR</td>
<td>420</td>
</tr>
<tr>
<td>Philological Transactions</td>
<td>1800-1875</td>
<td>Articles</td>
<td>JSTOR</td>
<td>500</td>
</tr>
<tr>
<td>Proceedings of the Royal Society of London (FTPSE)</td>
<td>1890-1892</td>
<td>Letters</td>
<td>JSTOR</td>
<td>400</td>
</tr>
<tr>
<td>Proceedings of the Royal Society of London (FTPSE)</td>
<td>1893-1896</td>
<td>Letters</td>
<td>JSTOR</td>
<td>500</td>
</tr>
<tr>
<td>Proceedings of the Royal Society of London (FTPSE)</td>
<td>1897-1899</td>
<td>Letters</td>
<td>JSTOR</td>
<td>500</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>1,800</td>
</tr>
</tbody>
</table>

Table 1: Material used for the RSC

In terms of corpus building (see Figure 1 for a schematic overview), the sources for the RSC were obtained from JSTOR and include some but not all relevant meta-data (year of publication and authors, but not disciplines), structural data is partial and erroneous (e.g. scrambled pages, text duplicates), and the base text contains OCR errors. To move towards a cleaner and richer version of the corpus, an approach is needed that allows obtaining good-quality base-text data and relevant meta-data as well as structural and linguistic data with affordable effort. For this purpose, we use a combination of pattern-based techniques (e.g. by adapting the patterns for OCR corrections made available by Underwood and Auvil\(^1\)) and data-mining methods (e.g. topic modelling (Blei et al., 2003) to approximate disciplines; cf. McFarland et al. (2013) for an overview of types of topic models applied to capture differentiation in scientific language). Additionally, to enrich the RSC with basic linguistic annotations, we build on existing tools adapting them to the diachronic material. For normalization we use VARD (Baron and Rayson, 2008) with a model we trained on a manually normalized subset of the RSC, and for tokenization, lemmatization, segmentation and part-of-speech annotation we use TreeTagger (Schmid, 1994) on the normalized texts. Inspired by the idea of Agile Software Development (Cockburn, 2001), we intertwine the actual corpus building with corpus annotation and analysis, continuously building new versions of the corpus whenever we see a recurrent problem in data quality. We work with a dedicated pipeline and keep the corpus-building process as modular and automatic as possible, applying manual work before the first automatic step. In the last step, the corpus is encoded in CQP format (cf. IMS Open Corpus Workbench (CW) (Evert and Hardie, 2011)) and can be accessed via a CQPweb interface (Hardie, 2012)\(^2\).

In terms of analysis, our main assumption is that due to specialization, scientific texts exhibit greater encoding density over time (Halliday and Martin, 1993) resulting in a specific discourse type characterized by high information density (Crocker et al., 2015) that is functional for expert communication (but rather inaccessible to lay persons). Linguistically, this may be reflected in lexical compression (e.g. compounding, derivation) and syntactic reduction (e.g. relativizer omission, contractions). For instance, there is evidence from the Thesaurus of the OED (Oxford English Dictionary)\(^3\) that affixation rises considerably as a means of word formation in scientific texts in the mid-17th century. For the identification that affixation rises considerably as a means of word formation in scientific texts in the mid-17th century. For the identification of further linguistic features possibly involved in denser encoding, we draw, on the one hand, on existing literature (e.g. Harris, 1991) and, on the other hand, on exploratory data-mining techniques (e.g. pattern mining as in Vreeken, 2010).

Figure 1: Corpus building steps

In the poster, we show the corpus-building process and selected analyses of diachronic development in the RSC with dedicated visualizations (Fankhauser et al., 2014).
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The Bavarian Musicians Encyclopedia Online (Bayerisches Musiker Lexikon Online, BMLO) is a web-based platform that provides access to biographical information about musicians associated to Bavaria’s music history (BMLO, 2016). Most of the musicians contained in the corresponding database had an active lifetime period living in Bavaria or a considerable influence on Bavaria. Initiated in 2004, the musicians database contains biographical data about nearly 28,000 musicians now. This suggests the rather global scope of the BMLO – underpinned by many musicologists worldwide using the BMLO for their daily work. The screenshot in Figure 1 shows the BMLO entry for the composer Gustav Mahler.

Figure 1: Biographical information about Gustav Mahler in the BMLO

A recently published article facilitates the profiling of musicians based on the BMLO (Jänicke et al., 2015). The profile of a musician of interest can be visualized, and according to biographical information, similar musicians are determined in a semi-automated process (MusikerProfiling, 2016). A profiling result for Gustav Mahler is shown in Figure 2. Although the profiling system has been proven useful for the collaborating musicologists, it does not support generic research questions like “In which cities Roman Catholic conductors worked during the 18th century?” or “What are the differences and similarities among the careers of pianists and violinists?” Therefore, the musicologists desired a system that facilitates the dynamic exploration of musicians’ characteristics with the help of interactive visual interfaces. The design of the resultant visualization system is outlined below.

To support the dynamic exploration of musicians’ biographies, we provide various views that visualize aggregate biographical information of musicians inherent in the database. For the divisions where musicians worked, we use a tag cloud (Fig. 3a). As musical (Fig. 3b) and further professions (Fig. 3c) are organized in a hierarchy, we apply a sunburst technique tailored for such structures (Stasko et al., 2000). A map plots all places of activity (Fig. 3d). Using GeoTemCo (Jänicke et al., 2013) for that purpose, occluding dots are clustered and metropolises of music history, e.g., Munich, Vienna and Berlin, are salient as large circles. To illustrate the denominations of musicians, we use again a tag cloud (Fig. 3e), and a pie chart to visualize musicians’ sexes (Fig. 3f). Finally – based on the dates of birth, the first mentioned dates and the dates of death – we define an activity time for each musician. The aggregate of all activity times is shown in a timeline graph (Fig. 3g).

With mouse interaction, each view can be used for filtering purposes. So, the investigation of rather generic research questions in musicology gets possible.

Figure 4 shows the filter steps required to explore in which cities Roman Catholic conductors worked during the 18th century. The first filter is applied in the denomination tag cloud (Fig. 4a) by clicking “römisch-katholisch”.

Notes
1 http://usesofsacle.com/gritty-details/basic-ocr-correction/
2 https://fedora.clarin-d.uni-saarland.de/cqpweb/
3 http://www.oed.com/thesaurus/
(Roman Catholic). Then, we select “Kapellmeister” (conductor) in the musical profession sunburst plot (Fig. 4b). Finally, dragging a time range from 1700 to 1800 in the timeline (Fig. 4c) filters the dataset from around 28,000 to 72 musicians, and their places of activity get visible in the map.

![Figure 3: Seven visual interfaces to explore various musicians' characteristics](image)

![Figure 4: Exploring the question "In which cities Roman Catholic conductors worked during the 18th century?"](image)

Figure 3: Seven visual interfaces to explore various musicians' characteristics

Figure 4: Exploring the question "In which cities Roman Catholic conductors worked during the 18th century?"

The system also supports the comparison of musicians groups. An example is given in Figure 5, which investigates the differences and similarities among the careers of pianists and violinists. We are using different colors to mark the attributes of violinists (yellow) and pianists (blue). The several views are slightly modified to support the comparative analysis. Looking at the result, some initial conclusions can be drawn:

- Although the database contains more violinists (Geiger) than pianists (Pianist), the profession of a pianist seems to be more multifarious, e.g., pianists had more musical and more further professions than violinists.
- The pianist profession is newer than the violinist profession.
- The ratio between male and female musicians is more balanced for pianists.
- Whereas Munich is the city where lots of pianists worked, violinists worked often in northern Bavaria, e.g., Bayreuth (772 x).

In our poster presentation, we will illustrate the above outlined design of the visualization system. In addition, we would demonstrate typical usage scenarios from the collaborating musicologists.

![Figure 5: Exploring the question “What are the differences and similarities among the careers of pianists and violinists?”](image)

Figure 5: Exploring the question “What are the differences and similarities among the careers of pianists and violinists?”
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This poster will provide an overview of the development of an open-access digital musicology project, The Encoded Medieval Antiphoner: an Open Access Digital Source for Music and Liturgical Scholarship at Boston College. This is a collaborative project between the Digital Scholarship Group and library staff at the Boston College University Libraries, musicologist Dr. Michael Noone, research assistants, and several external partners, including CANTUS database staff. In the summer of 2015 we began encoding a 14th century Franciscan Antiphoner using the Music Encoding Initiative (MEI), as well as developing an open-access site to present the manuscript as an interactive object for research and scholarly use. The original Antiphoner is in manuscript form bound between leather-covered boards containing 119 parchment folios with text and notation for antiphons and responsories for the entire annual calendar of saints’ days (sanctorale). The main goals of this project will be presented in this poster. These include:

1. Making the Antiphoner interactive by building an open access and responsive website with a dynamic presentation layer that will include searchable content (metadata, notation, XML/MEI) and multimedia;
2. Using and developing open source technology to encourage and support further development in the open source community, as well as, sharing of documentation and data;
3. Contributing our data to the scholarly community through a collaboration with CANTUS, a database for Latin Ecclesiastical Chant; and
4. Developing software, workflows, and documentation that can inform future projects using similar technology.

This poster will explain our process and workflows, which have involved transcribing and encoding over 1500 musical incipits, texts, and metadata, contributing the data to the CANTUS database, a highly-respected digital archive and index of chants, as well as, implementing open-source software for a presentation layer and search/retrieval of the content. The digitized object will be presented using Diva.js an open-source software that connects with the API of the CANTUS database to pull in metadata, transcribed music notation, and bibliographic data that we have contributed to this database. We will also present a variety of functionality options that will make this Antiphoner interactive. Basic functionality, which is enabled in Diva.js, includes the ability to:
- view the manuscript side-by-side with metadata from the CANTUS database;
- run search queries on both the text and notation in the manuscript;
- select viewing options: pages (book), individual page, thumbnail/gallery view;
- zoom in/out; full-page view
- access a permanent link/URL for each manuscript page

Beyond the basic functionality listed above, we may explore additional features, such as the ability to display manuscript pages in non-chronological order side by side for comparison and analysis, or allow users to annotate, add metadata, and manipulate content within the manuscript through a framework like the Shared Canvas Data Model.

Additionally, this poster will highlight the collaborative aspect of this project and several positive outcomes, such as an interest to investigate rendering neume notation using Verovio rather than Volpiano font. Verovio is a software that renders MEI directly in a modern browser as SVG (scalable vector graphics: XML-based vector image format), however at this time it can only render MEI files that use Common Western Music Notation (CMN) elements and attributes, not those associated with the Neume module. Our combined interest and needs will allow us to explore this option that can benefit not only our project, but could enable scholars to contribute MEI files with their data into CANTUS and have their notation rendered using Verovio. This could potentially expand the mission of CANTUS Database to also provide access to MEI/XML data.
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In film and media studies, there has always been a desire to annotate and analyze movies as easily as still images. Video is an interesting research object in historical and ethnographic research. The recordings then need to be transcribed. This could be a simple interview transcription, but in disciplines like sociology, or film and media studies, it can be more complicated. In this case, the scholar would also like to annotate the source, to describe the composition of the image, the soundtrack, or the movement of the camera. The question was always: how can we watch and describe a moving image at the same time?

The moving image has a continuous linearity and makes only sense in a dynamic state. So this medium is difficult to grab and the researcher is not able to write notes and commentaries direct to it. In contrast to an image, a moving image is always bound to technical devices [1]. This fact does not make it easier to annotate them. In the digital world today moving image research is better to do as before, because we can work with only one technical device now – namely the computer. This step is comfortable, but without a corresponding software awkward to do. If the researcher works with moving images, he needs software for the video file and software for the text processing. He has to switch at least between two (proprietary) programs.

At our lab we’re developing a purely web-based virtual research environment (VRE) – a system for annotation and linkage of sources in arts and humanities (SALSAH). The project originated from an art historical research project about early prints in Basel (Incunabula Basiliensia). It allows for the collaborative annotation and linking of digitized sources [2] or to define and linking special regions inside the source (e.g. region of interest on a picture).

In the recent years the project grew enormously. Different projects from art history, history, media and cultural studies are using the SALSAH platform. They’re all working with different kind of sources and meta data information. It doesn’t matter which kind of data we’re working with, because we’re implemented a semantic graph database in the back-end; a triple store service based on the semantic web idea RDF (resource description framework). This data storage and long term preservation service is called KnORA: Knowledge Organization, Representation, and Annotation [3].

With the splitting of SALSAH into two parts (back-end and front-end) we have a properly RESTful API on the one hand and the possibility of various front-ends on the other side. The main page for the researchers remains SALSAH [4]. The idea is still the annotation and linkage of any kind of media. One module is the moving image transcription tool. It should be possible to bring images, text and audiovisual sources together as shown in figure 1.

For a deep moving image analysis we want to have the possibility to connect a movie or just a sequence of it with related objects like screenplay, film stills or making-of...-descriptions. The connection of the movie with these additional objects and their own metadata information, enables a powerful (re)search possibility on the main moving image. The moving image module in SALSAH is not a standalone solution like other video analysis tools. The network behind every movie would be visible. Another difference with conventional video transcription tools is the representation of the transcription. Especially in film and media studies the researcher has to describe different aspects in the movie: camera position, sound, actors, text etc. [5, 6] The result is a table based sequence protocol, as shown in figure 2 on the right hand side.

The moving image is the main object in the new module. The film analyst can describe and annotate every scene with...
a simple transcription tool at the bottom of the SALSAH movie player (SMP). On the right hand side we can see the result of the transcription: the sequence protocol. The figure is showing just a simple example. The researcher can define the columns of the protocol by himself. Through the RDF triple store in KnORA it is possible to have the metadata depending on the research question. At the end it should be possible to export this table based sequence protocol as shown or like a subtitle file to use it with other media players.
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Introduction

As more and more libraries, museums, galleries and archives are making their collections available online, it is becoming essential to develop methods for accessing these vast and valuable collections of cultural heritage easily and thoroughly. One of the promising approaches is to automatically identify the database records that refer to the same entity across different collections, which is called “record linkage”. In the past, numerous approaches (Elmagarmid et al., 2007) have been proposed. Most of the existing approaches targeted to identify the same records in the same language. However, we aim to identify the same artworks in different languages.

<table>
<thead>
<tr>
<th>Original Ukiyo-e print</th>
<th>Title</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>凱風快晴 (original title in Japanese)</td>
<td>風快晴</td>
<td>The Edo-Tokyo Museum, Japan</td>
</tr>
<tr>
<td>Gaifū kaisei (transliteration)</td>
<td>The Library of Congress, USA</td>
<td></td>
</tr>
<tr>
<td>South Wind, Clear Sky (in English)</td>
<td>The Metropolitan Museum of Art, USA</td>
<td></td>
</tr>
<tr>
<td>Vent frais par matin clair (in French)</td>
<td>French Photo Agency, France</td>
<td></td>
</tr>
<tr>
<td>Helder weer en een zuidelijke wind (in Dutch)</td>
<td>Rijksmuseum, Netherlands</td>
<td></td>
</tr>
<tr>
<td>Fuji bei schönen Wetter von Süden gesehen (in German)</td>
<td>Bildarchiv Foto Marburg, Germany</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The same Ukiyo-e print in different databases with titles in different languages
In our recent work, we have developed a method for identifying the same Ukiyo-e prints from databases in English and Japanese (Batjargal et al., 2014). This method is particularly useful since Ukiyo-e, the Japanese traditional woodblock printing, is engraving and many copies or variants of one particular work were made from the same woodblock, and most of these copies were scattered around Western countries in the 19th century, and now stored in museums and galleries in these countries. Most of the metadata of these databases are available only in English or in the native language of that country. Titles are mostly written either as the transliteration of the original Japanese title, or a translation in that language. Table 1 shows an example of an Ukiyo-e print whose copies are stored in databases around the world with titles in different languages.

One of the effective approaches for identifying the same artworks from multiple image databases is to utilize image similarity calculations. Ukiyo-e.org (Resig, 2012; Resig, 2013) is the most successful example of identifying the same Ukiyo-e prints, which purely uses image similarities rather than textual data. The advantage of our approach is that we do not have to harvest all the data from the databases beforehand. This paper discusses the method for identifying the same Ukiyo-e records between Japanese and Dutch databases using textual metadata written in different languages.

**Proposed approach**

Here we explain our method for identifying the same Ukiyo-e records between Japanese and Dutch databases. The proposed method is divided into two main parts as shown in Figure 1. One is the literal translation of original Japanese titles into Dutch, and the other is to find the English title of the same artwork and then translate it into Dutch. The reason of having two different parts is that the translated titles of Ukiyo-e can be classified into two types, a literal translation of the original title, and a translated title, which depicts the scene or objects portrayed in the print that is not necessarily related to the original title. There are a considerable numbers of depictive titles in the translated English and Dutch titles of Ukiyo-e prints.

In the process of literal translation of original titles, first we translate the original Japanese title into Dutch by using a machine translation service (e.g. Google Translate or Microsoft Translator), and then we calculate the similarities between the literal translation and candidate Dutch titles using the similarity measure proposed in our previous approach (Kimura et al., 2015). Identified candidates are narrowed down from a Dutch database using the artist name of the original title.

In the process of using English titles, first we identify the corresponding English title(s) of the original title using the method proposed in our previous approach, then we translate the English title(s) into Dutch using a machine translation service, and then we calculate the similarities between translated Dutch title(s) and candidate Dutch titles using the same similarity measure as the literal translation process. Finally, we integrate the results of two processes and identify the same artworks that exceed a certain threshold of the similarity degree.

**Experimental evaluation**

We have conducted experiments to evaluate the proposed method. The experimental data is shown in Table 2 and the experimental results are shown in Table 3. In these experiments, we utilized the artworks of Hiroshige Utagawa.

<table>
<thead>
<tr>
<th>Language</th>
<th>Database</th>
<th>Number of available Ukiyo-e prints of Hiroshige Utagawa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japanese</td>
<td>The Edo-Tokyo Museum</td>
<td>32</td>
</tr>
<tr>
<td>English</td>
<td>The Metropolitan Museum of Art</td>
<td>133</td>
</tr>
<tr>
<td>Dutch</td>
<td>Rijksmuseum</td>
<td>207</td>
</tr>
</tbody>
</table>

Table 2. Experimental data

<table>
<thead>
<tr>
<th></th>
<th>By employing the literal translation of original titles</th>
<th>By employing the English titles</th>
<th>Combining the literal translation and English titles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of correctly identified titles within top 5 ranks (percentage)</td>
<td>20/32 (0.6250)</td>
<td>14/32 (0.4375)</td>
<td>22/32 (0.6875)</td>
</tr>
</tbody>
</table>

Table 3. Experimental results
Conclusion

We proposed a method for identifying the same Ukiyo-e prints across multiple databases using textual metadata written in different languages, particularly Japanese and Dutch. By using English titles as an intermediate text, we can find not only literally translated titles but also “depictive” titles, which are common in translation of Ukiyo-e prints’ titles that cannot be identified by a simple word-to-word matching. Our preliminary experiments showed reasonable results in identifying both literally translated titles and depictive titles. As the future work, we plan to extend the proposed method to other humanities databases.
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The visualisation of news through photographs has exploded since the second half of the 20th century (Kester & Kleppe 2015). Press photographs are not only being used more often in all sorts of media, historical photographs are also increasingly being reused. In some cases the reuse of these images leads to a recontextualisation of the photograph. A well-known example in the Dutch context is a photograph of Dutch socialist party leader Pieter Jelles Troelstra who is known for a failed attempt to overthrow the royal family in 1918. When Troelstra's failed coup d'etat is being discussed in history textbooks, the text is very often accompanied by a photograph of Troelstra holding a speech. However, research has shown that this photo was not made in 1918 but in 1912 when Troelstra was advocating the introduction of women's suffrage (Kleppe 2015).

This example illustrates that in the field of history and visual culture there is a need for the thorough study of the origin and reuse of visual materials. However, methods that are employed to analyse the (re)use of visual materials are cumbersome and labour-intensive since Humanities researchers tend to analyse their sources manually (Burke 2001). To estimate the increase in the use of pressphotographs in Dutch newspapers, Kester & Kleppe (2015) e.g manually analysed a sample of 385 newspapers and 5,877 pressphotographs of the period 1870-2013, creating the Foto’s in Nederlandse Kranten (FiNK) (Photos in Dutch Newspaper) dataset (Kleppe, Zeijl, Kester 2014). To find the recurring use of the Troelstra image, Kleppe (2012) followed a same approach by manually analysing over 5,000 photographs in 400 history textbooks, creating the Foto’s in Nederlandse Geschiedenischoolboeken (FiNGS) (Photos in Dutch History textbooks) dataset (Kleppe 2012).

While manually created and annotated datasets such as FiNK & FiNGS contain rich & well-annotated data that can be reused for all sorts of research questions, their
scope remains limited given its labour-intensive creation process. To find the recurring imagery in the FiNGS dataset, Kleppe (2012) e.g. manually created and assessed all images and metadata, leading to inevitable human errors. However, digitised historical imagery is increasingly becoming available allowing researchers to undertake the first steps in the field of 'Visual Big Data', following the footsteps of Barry Salt's study on the characteristics of opening shots of 20th century films (Salt 1974) and Scott McCloud work on the visual language of Japanese manga and comics from the West (McCloud 1994). More recent, the work of Lev Manovich on exploring large scale visual datasets such as Manga Comics (2012), Time covers, and selfies (Manovich & Tifentale 2015) is seen as a new way of what he calls doing 'cultural analytics' (Manovich 2012).

While the focus of these studies is on characteristics of the images, others using large scale image datasets focus on the recurrence of imagery in different types of contexts, aiming 1) to assess the impact of scholarly images online (Kousha 2010), 2) to analyse the reuse of digital images of cultural and heritage material on the internet (Terras & Kirton 2013) or within a closed dataset (Resig 2014; Reside 2014) and 3) to detect poetic content in historical newspapers (Lorang et al 2015).

To cater their research questions, these scholars all created visual datasets on their own. However, large datasets containing photographs that are available for researchers are scarce. Only within the Computer Vision and Natural Language Processing community we found some datasets (Ordonez et al, 2011; Chen et al, 2015a; Chen et al, 2015b; Hodosh et al., 2013), but these are mainly created for training purposes of algorithms, not for Humanities research questions.

Therefor this poster presents the KBK-1M dataset, that was created specifically for (Digital) Humanities researchers. This dataset contains a collection of 1.6 million captioned images of the period 1922-1994, extracted from Dutch digitised newspapers stored in the Dutch National Library (KB) newspaper archive. The images cover black & white photographs, sketches, line-drawn cartoons, and line-drawn weather forecasts and are available as year-by-year ZIP files at the National Library of the Netherlands. A request for access can be submitted to dataservices@kb.nl. On our poster, we will describe how we obtained the images and what types of research questions it could tailor.
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Introduction

Sentiment analysis and opinion mining methods are established for automatically summarizing information shared by users in product reviews or in social media platforms like Twitter, Facebook or more specific fora (Liu 2015). These approaches can be categorized into coarse-grained and fine-grained methods: The first focus on assigning a polarity (positive, negative, neutral) and optionally an intensity to a text snippet (Täckström and McDonald 2011; Pang and Lee 2004). The latter additionally aim at detecting the opinion holder (for instance a specific person mentioned in a news article) and the target (for instance a specific aspect of a product in a review) (Hu and Liu 2004; Popescu and Etzioni 2005; Jakob and Gurevych 2010).

Transferring such methods to the analysis of literature leads to at least two questions: Firstly, are polarities for this domain as helpful as for the analysis of reviews? Secondly, how can such methods from sentiment analysis be improved, and what can they contribute to literature analysis?

Regarding the first aspect, resources to measure the occurrence of words which are associated with different emotions have been developed for English but, to the best of our knowledge, not for German (Mohammad et al. 2015). Secondly, it should be noted that research in German sentiment analysis is still comparably limited (counter examples are Ruppenhofer et al. 2014; Klinger and Cimiano 2015; Remus, Quashhoff, and Heyer 2010). In addition, sentiment analysis has mainly focused on the Web, like social media, and product reviews. However, the analysis of emotions and sentiment in literature has been proven to be of interest and value (Mellmann 2007; Winko 2005). A prerequisite for a quantitative approach is that emotions are (at least to some extend) a surface phenomenon (Hillebrandt 2011, p. 154), i.e., that words carry information such that it is possible to infer “private states” of specific emotions (Wiebe, Wilson, and Cardie 2005).

Our two main contributions are: (a) We make German dictionaries of words associated with seven fundamental emotions publicly available, and (b) perform a case study on Kafka’s “Amerika” and “Das Schloss” regarding emotion analysis to support literature studies with a focus on complex non-factual phenomena and the analysis of personality traits. All resources and software used in this paper are made publicly available at http://www.roman-klinger.de/emotion/.

Materials and Methods

The goal of this work is to detect different emotions represented in literary texts. Psychological research offers different models to categorize emotions. The most common ones include Plutchik’s wheel of emotions (Plutchik 2001) and Ekman’s definition of fundamental emotions (Ekman 1999). A discussion of relevant context is offered by Russell (Russell 1991). We opt for roughly following the structure of Ekman’s definition of emotions and focus on anger (Wut), disgust (Ekel), fear (Angst), enjoyment (Glück), sadness (Trauer), and surprise (Überraschung) and contempt (Verachtung).

To track emotions over the whole text, we assign an emotion score $es(e, tab)$ to a subset of consecutive tokens $tab$ from textual position $a$ to position $b$ as

$$es(e, tab) = \frac{1}{|De|} \sum_{i=0}^{b} 1_{t_i \in De}$$

where $De$ is a dictionary containing words expressing the specific emotion $e$ and $1 \in D$ is 1 if and only if $t_i \in D_e$ and 0 otherwise. This score corresponds to the number of tokens which are in a window and in the respective emotion dictionary, normalized by the dictionary size.

To track the development of the emotions over the whole text, we apply a sliding window approach which is parameterized by window size $w$ such that $b = a + w - 1$ (which can be interpreted as a smoothing parameter). To allow for a character oriented analysis, we assign an emotion score as in the sliding window, but for windows around each mention of such character in the text, with an additional normalization based on number of character mentions. Each token and dictionary entry is normalized by mapping to lower-case and stemming with the Porter stemmer (Porter 2001).

As a resource for the emotion dictionaries, two authors of this paper manually selected words from different sentiment polarity, subjectivity, and emotion resources in German and English (translated to German) into the emotion categories (Waltinger 2010a; Waltinger 2010b;...
Remus, Quasthoff, and Heyer 2010; Mohammad and Turney 2013). We semi-automatically enriched this resource with synonyms (Naber 2005; Wermke, Kunkel-Razum, and Scholze-Stubenrecht 2010).

Experiments and Conclusions

As an estimate for the difficulty of emotion assignments, we performed an annotation experiment of 300 words (stratified sample from all emotions in the dictionary mentioned above) with fluent speakers of German. In 85% of all words two out of three annotators agree on the same emotion, however, only in 46% of all words, three annotators agree on the associated emotion.

Experiments and Conclusions

As an estimate for the difficulty of emotion assignments, we performed an annotation experiment of 300 words (stratified sample from all emotions in the dictionary mentioned above) with fluent speakers of German. In 85% of all words two out of three annotators agree on the same emotion, however, only in 46% of all words, three annotators agree on the associated emotion.

As a use-case, we apply our methods to Franz Kafka’s “Der Verschollene” (“Amerika”) and “Das Schloß”. Especially the latter is interesting as a comprehensive emotion-focused manual analysis is available (Hillebrandt 2011). It is narrated in third person and interesting from an emotion analysis point of view, as attribution of specific emotions to the protagonist is difficult (Hillebrandt 2011, p. 165).

The development of emotions in Figures 1 and 2 visualize the outcomes of our analyzes. In “Das Schloss”, the strong increase of surprise towards the end is striking (most indicative words are “neu”, “schnell”, “plötzlich”, “ungeduldig”). Another example for an eye-catching peak of fear is shortly after start of chapter 3 (“ängstlich”, “Gefahr”, “unruhig”, “Gewalt”). In “Amerika”, one striking characteristic is the decrease of enjoyment after a peak in chapter 4 (“gut”, “Mutter”, “glücklich”) followed by disgust in chapter 5 (“unerträglich”, “Elend”, “schrecklich”, “beschmutzt”). Emotions for each mention of a selection of characters in “Amerika” and “Das Schloss” are shown in Figures 3 and 4.
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The project “Repository of Styrian Cultural Heritage” aims to build a digital archive of cultural heritage objects to make digitized and scholarly annotated collections from various institutions (archives, museums or universities) available for the public. To implement accurate retrieval functionalities and special visualizations a consistent data pool is indispensable. Furthermore, to guarantee data longevity and the possibility to analyse, re-use or add to the collected data, a well-documented management plan is of great importance. Contrary to possible assumptions that the increasing number of similar portals means that comparable documentations already exist in abundance, most portals either do not have any kind of documentation (e.g. Kulturerbeportal-Niedersachsen, BLO, DG-Kulturerbe) or strongly focus on details (e.g. metadata and mapping guidelines or specify controlled lists for comparability) (e.g. bavarikon, DDB, Europeana, museum-digital, MIMO). They do not offer extensive guidelines, especially for the creation of digital collections from scratch. At the Centre for Information Modelling in Graz we designed a management plan for this project according to the OAIS reference model and taking into account aspects concerning research data management (e.g. Puhl et al., 2015), for all partners involved.

Because we gather data from more than one preservation infrastructure (e.g. FEDORA-based repository GAMS) and deal with a variety of resources, from text-centred materials and images to museum objects and artefacts from various contexts (e.g. criminology or archaeology), the designed strategy is generic and expandable. The poster will show systematic strategies regarding different aspects ranging from evaluation to content curation and data re-use. The steps include:

Analysis & Evaluation: The starting-point is to evaluate and analyse the structure of the diverse sources. It involves a discussion about the goal and scope of the project in general as well as possible publication scenarios and functionalities for the collected data. At this stage, communication between technically skilled humanists and specialists for the respective collections is crucial. This collaboration saves time and effort in later stages of the project. Based on this foundation, workflows and data models exactly suited to the needs of the specific institution, including legal aspects, can be established.

Modelling & Metadata Generation: After these evaluations, a data model, including obligatory object descriptions as a minimum requirement for all object types along with rules for metadata creation, has to be developed. Furthermore the depth of the annotation and the use of controlled vocabularies for semantic enrichment have to be defined.

Quality Control & Preserving Data: Quality control of data is an integral part and takes place at various stages, during data collection or digitization. Already existing digital data has to be reviewed and if necessary revised according to the defined rulesets. In this respect, the documentation of data provenance (origins of data, revision agreements and transformation scenarios) is an essential step. Gathered and harvested data has to be transformed from proprietary file formats to suitable storage formats. Internationally recognized standards like DC for basic descriptive metadata, TEI for manuscripts or LIDO for museum objects are recommended to maximize possible re-use and interoperability of the data. For the web portal, all objects are going to be mapped to EDM. The model forms the common ground for the general object description and semantic enrichment.

For long-term preservation, platform-independent systems and open-source software like a Fedora-based repository should be used (e.g. Stigler, Steiner 2015). All objects need persistent identification, which ensures its availability and citability.

Access & Dissemination: Based on consistent data, various search options (filter, facet or advanced) can be implemented. Next to a general representation for all artefacts, elaborate object-specific functionalities and visualizations, like the possibility to thumb through manuscripts or view postal routes of correspondence on a historic map, can be offered.

Adding & Re-use: The possible re-use of data and the addition of new objects or scientific findings as well as the further enrichment of metadata also have to be considered. Adding information according to the defined guidelines guarantees the same quality for re-use, whether for follow-up research, teaching or browsing.

The poster will generally introduce the approaches to a common web portal for a variety of digital resources. It will present a best practice model for an interdisciplinary, cross-institutional cultural heritage project, based on experiences concerning data preservation, consistent metadata description and enrichment. In this respect it also provides guidance to implement a long-lasting expandable digital archive.
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Countries And Cities Inside The Geography Of Russian Poetry:
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Our paper is dedicated to two major problems: the first problem is the digital one and the second problem is connected to the humanities. The first problem involves automatic extraction of named entities, and the second problem is connected to the usage of toponyms in poetic texts. Correspondingly, our research comprises two parts: automatic processing of a huge amount of texts from the corpus of Russian poetry and revealing major trends in the functioning of toponyms during the history of the Russian poetry from 18 to 20 centuries.

Our research is based on the data from the poetic corpus which is a part of the Russian National Corpus’. This corpus includes the main texts belonging to the Russian poetry from all the periods of its history, up to the 20th century. The principles of text selection in the poetic corpus are described by its creators (Grishina et al., 2009). The size of the corpus is approximately 11 million word tokens.

Up to the present moment, research papers considering toponyms in the Russian poetry described a concrete toponym from the perspective of an isolated text or a particular author (see, for example, Mednis, 1999). Our approach is quite different: we describe the geography of Russian poetry as a whole, consistently to the framework of distant reading (Moretti, 2005; Moretti, 2013). Thus, the result demonstrates global trends in the usage of toponyms in Russian poetry as a system.

We used two different technologies to extract geographic entities from poetic texts, and the comparison of these two approaches is one of the results of our research. The first technology is a proprietary commercial software Textocat, which is based on machine learning with the use of nonfictional texts as a training sample. The creators of this software claim that the F1-measure for the retrieval of named entities is 0.75. However, it is expected that the performance would be much lower in the case of poetic texts, because the language of poetry differs radically from the language of prose.

The second approach we use is a self-made tool for the extraction of toponyms based on the dictionary of geographical names. We are forced to create such a tool because there is no open-source software for the extraction of toponyms for Russian. As a basis for our dictionary of geographical names, we use the list of toponyms from the Wikipedia. We compared the figures retrieved with our tool and Textocat, which is based on machine learning with the use of nonfictional texts as a training sample. The creators of this software claim that the F1-measure for the retrieval of named entities is 0.75. However, it is expected that the performance would be much lower in the case of poetic texts, because the language of poetry differs radically from the language of prose.

The second approach we use is a self-made tool for the extraction of toponyms based on the dictionary of geographical names. We are forced to create such a tool because there is no open-source software for the extraction of toponyms for Russian. As a basis for our dictionary of geographical names, we use the list of toponyms from the Wikipedia. We compared the figures retrieved with our approach to the ones resulting from Textocat. We used for evaluation a sample of toponyms consisting of countries and cities. The comparison showed that Textocat retrieves only 25.7% of country names and 19.3% of city names that are found with our tool. In addition, Textocat makes a lot of mistakes; for example, locative pronouns страна ‘country’ and город ‘city’ are also included by Textocat in the list of found toponyms.

As we can see, the dictionary-based approach proves to be more efficient, and in further results we consider only the data extracted with this method.

First, we will look in detail on the names of countries extracted from poetic texts. The distribution of mention-
The distribution of names for all the world countries is presented in Table 1 (six most popular countries are taken):

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of times it is mentioned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russia</td>
<td>2744</td>
</tr>
<tr>
<td>France</td>
<td>283</td>
</tr>
<tr>
<td>Italy</td>
<td>241</td>
</tr>
<tr>
<td>Poland</td>
<td>201</td>
</tr>
<tr>
<td>Lithuania</td>
<td>160</td>
</tr>
<tr>
<td>Greece</td>
<td>159</td>
</tr>
<tr>
<td>Egypt</td>
<td>151</td>
</tr>
</tbody>
</table>

Table 1. The most frequently mentioned countries

The distribution of names for all the world countries is presented on Figure 1. Before building this map, the frequencies of countries’ names were normalized, so we counted the number of poetic pieces in which the name was met, not the occurrences.

Figure 1. Frequency of countries’ names in the Russian poetry

It is not surprising that Russia takes the first place on this list. The top of the list is occupied mainly by the European countries. The second place goes to France, because its influence on Russian culture was immense: in the 19th century French was even the main language of communication for Russian aristocracy. Italy can be found on the third place, despite the fact that it is very important for the poetic mythology in the 19th century, and it was the main geographical location for the poetry of the eminent Russian poets Batyushkov and Baratynsky.

It should also be mentioned that the Russian poetry does not favor exotic countries and it is primarily occupied with the European neighbors of Russia (Poland, Lithuania, Greece). The only African country in the top of «poetic» countries is Egypt, which is renowned for its ancient mythology and pyramids with considerable poetic potential.

The second exotic country in our list is India, and it is followed by countries of the specific «Russian East», which includes Georgia and Iran. The most popular country from the Middle East is Lebanon. If we take a look at the contexts in which Lebanon is used, we see that this country is mostly mentioned due to the cedars of Lebanon. It is unexpected that Lebanon appeared to be more frequently mentioned than the Northern European countries (Finland, Norway, Denmark).

Now we will consider mentionings of city names in Russian poetry. The frequency of names for European cities can be seen on Figure 1. This map reflects mentioning of cities with frequency lower than 690. Thus, we drop such cities as Moscow (with frequency of 2470), Rome (with frequency of 135), Paris (771), and Saint Petersburg (695). Let us note that Rome is more frequent in Russian poetry than Paris, although France dominates Italy in the list of countries’ mentionings. Also, we do not mark on the map those cities whose frequency is lower than 4.

As we can see from the visualization, the most «poetic» cities from the point of view of Russian poets are concentrated near Moscow and Saint Petersburg, and also in Ukraine and Northern Italy. Ukraine was a part of Russia during the history of Russian poetry, but the specifically Russian territory demonstrates uneven distribution of mentionings, whereas Ukraine is densely populated with poetic cities. The Crimea draws attention as the most «charged» with poetic cities, though it is not a big territory itself. Sea coasts of Southern Europe generally provide us with cities popular among Russian poets.

Continental Europe is not frequently mentioned in the poetry, with an exception of the capital cities of Prague and Warsaw. The blank spaces can be found throughout the territories of France and Germany. Scandinavian cities also don’t have considerable amount of mentionings within the history of Russian poetry.

Another interesting opposition lies in the distribution of mentionings for Romanic and Germanic cities. As we can see, Russian poets prefer the cities of Italy, France, Spain and Belgium, whereas cities of Britain, Germany
and Netherlands appear to be less poetic. Probably, the reason underlying this distribution is not the language, but the confession. Apparently, Russian poets prefer catholic countries to the protestant ones, and Vatican itself can be found on the 17th place judging by the frequency of mentioning countries in the Russian poetry.

To sum up, mentioning of toponyms presents interesting data which can be used to reveal trends in the poetry, and those trends help to describe Russian poetry as a system. It is impossible to notice such patterns with manual or visual analysis of poetic texts, but it can be achieved through digitalization of poetry and computational analysis of the texts.

In future we plan to extend our research towards extraction and interpretation of other types of geographic entities: water bodies, geographical places, regions, streets, eminent buildings and locations. This would require dealing with the change of names throughout the time periods. We also plan to investigate the usage of geography in the particular poets' works.
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The Holy and the Godless – Cultural Stereotypes Featured in the Language of the Polish Medieval Hagiography. A Corpus-based Study
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My poster presents a work-in-progress focused on the language of the Polish medieval Latin hagiography. The main subject of my research are the words and expressions denoting the holy and the godless extracted from the corpus. Therefore my poster concentrates on four main topics:
1. The Corpus of the Polish Medieval Hagiography itself
2. Delimitation of the field of study within the linguistic material in relation to historical circumstances and cultural landscape of the Polish Middle Ages
3. Methodology of the research
4. Questions arising and first results.

1. At present the Corpus consists of three main types of texts – Vitae, Miracula, Translations - Lives, Miracles and Translations of the bodies of the Saints. It comprises about thirty texts, it is nearly 500 000 words. Firstly, I would like to explain the reasons of such a selection of the components resulting in the expected homogeneity of the whole body of texts (from the linguistic as well as cultural point of view): a. established time frame and limitations concerning authorship and place where a given text was written (Starnawski, 1993), b. the phenomenon of mixing of the literary genres within particular groups of texts, c. last but not least - the preservation of the texts and the existence of critical editions of the majority of them. Secondly, I describe technical parameters of the Corpus (Piotrowski, 2012): XML format, microstructure and typography of the texts encoded according to the TEI Guidelines (P5), morphosyntactic mark-up with TreeTagger (Schmid, 1994). The Corpus is being analyzed using multi-tool platform TXM (Heiden., Magué, Pincemin, 2010).

2. The starting point of the investigation is the scheme of the seven virtues and seven vices with their subdivisions, popular in the European Middle Ages, sometimes represented in manuscripts in the form of two seven-branched, multi-leaved trees, each part of which is meticulously subscribed with a respective Latin expressions (Marchese, 2013). This traditional set of vices and virtues is being compared with the list of words of the Corpus. At the same time, apart from the historical and literary data mentioned above, other elements of character description, such as epithets, comparisons and attributes connected strictly with each of the saints and their opponents are searched and analyzed (Sinclair, 2003; Stubbs, 2001). As a result I expect to obtain a huge lexical resource containing the most eminent vocabulary of the subject, which will open the prospect of further research. It should be noted that the antithetic tension between the good and the bad one was particularly emphasized in the tradition about the Bishop Stanislaw murdered by the King Boleslaw II the Generous. Because of the great importance of the Saint himself and of the wide spread narration about the Episcopal/royal conflict, it is very interesting to observe how it is echoed (or ignored) in the histories of other saints.

3. Since the texts considered were written in a very long period - between the end of the 10th and the end of the 15th century - the linguistic material is studied mainly in a diachronic perspective, although there are other possible applications, which require dividing the Corpus into
parallel sub-corpora. The possible research questions in this case include: a. comparing and contrasting the image of male and female Saints, b. comparing Dominican, Franciscan and other traditions, c. showing the dialogue between the hagiographers of the two Patrons of the Polish Kingdom: St. Stanislaw and St. Adalbert, d. shedding some more light on Polish saints and sinners in the context of the European Middle Ages (in the future).

4. The main question is two-fold: what are the most frequent features and virtues ascribed to the Polish medieval saintly men and women and, on the contrary - features and vices used to describe sinners/bad people? Then, does it change in time and is this change congruent with what we know about the transformation of the models of sanctity and the image of “the Other”? All these problems, as well as other issues mentioned above (point 3) can only be solved by a complex analysis of textual data combining methods of the corpus linguistics and those of the literary and historic studies. The Corpus I present is meant to be a starting point for such complex studies.
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Taking VIVO into the Past: Adapting the VIVO Researcher Profile System to Historical Persons
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This poster will explain the concept behind and report preliminary results of an in-progress project, VIVO for Historical Persons (VIVO4HP). This project is an experiment to reuse and extend the VIVO-Integrated Semantic Framework (ISF) ontology to accommodate historical persons, using early Stuart diplomats (1603-1649) as a use case. VIVO4HP investigates whether VIVO can be reasonably adapted to represent and facilitate discovery of structured biographical data about historical persons. It represents a foray into the adaptation of existing systems to historical purposes interesting to humanists, the VIVO user community, and semantic web researchers.

VIVO (Börner et al., 2012) is an open-source semantic application that represents modern academic research communities. VIVO’s purpose as a researcher profile system is to represent scholars, their interests, activities, and accomplishments, and the networks among them. The VIVO-ISF ontology interlinks researcher biographical data in meaningful ways to enable discovery, analysis, and visualization of scholarly networks. It does this, in part, by reusing and extending a number of established ontologies already integrated with the VIVO-ISF, such as Friend of a Friend (FOAF) and the Bibliographic Ontology (BIBO).

Additionally, we are evaluating external ontologies relevant to the use case that could be imported into the system. Given VIVO’s origin in academia and active user community, a number of efforts are underway to extend the ontology in areas like aerospace and agriculture; however, little experimentation has occurred in the humanities let alone in the historical context.

Our investigation aims to assess whether VIVO can be reasonably adapted to represent and facilitate discovery of biographical data about historical persons, a humanities use case that corresponds closely to its original purpose. Our initial work focuses on historical persons belonging to a specific professional community – early Stuart diplomats, that is, the diplomats who served James I and Charles I of England in the first half of the seventeenth century. The test data is derived from the Oxford Dictionary of National Biography (ODNB) (Matthew and Harrison, 2004; Goldman, 2005-13), the standard British biographical source. They are supplemented by event data.
on the diplomats’ missions from *A Handlist of British Diplomatic Representatives* (Bell, 1990). VIVO4HP will make the data available as linked data, a flexible format that encourages data sharing and integration. Thus the data will lend themselves to a variety of projects and applications for subsequent analysis, evaluation, and visualization.

We are undertaking this work as a multi-stage, iterative process. The first step is to manually create profiles in VIVO for a limited number of diplomats to identify issues with the source data, default ontology, data mapping and transformation, and online display. The second is to make adjustments to the ontology and online display to address gaps. The third is to automatically ingest ODNB data into VIVO, using custom scripts where possible to address data mapping and transformation issues. The final step is to augment the profiles with other data sources, such as historical sources, other web sites, and linked data.

A variety of issues surface related to working with humanities data (Posner, 2015) in an environment that was not necessarily built to accommodate them. General issues with historical data include dealing with data ambiguity (e.g., dates, spelling variations), incomplete biographical information, individuals’ identities (e.g., using noble titles instead of their personal names), and historical geographies. The *ODNB* data was created with another purpose in mind and thus can be incomplete and either untagged or not tagged to the specificity necessary for certain types of data that might be desirable to represent for our use. Finally, since VIVO is meant to represent a researcher’s professional life, it does not incorporate some of the personal, political, or social aspects desirable for representing historical persons.

How we are able to deal with these issues, and the level of intervention required, will play an important role in our assessment of VIVO’s utility for the discovery and representation of historical persons and whether the outcome merits the investment required to further extend it for this purpose. We hope that VIVO4HP will provide a basis that others can build upon to represent, facilitate discovery of, and share data about historical persons in the online environment.
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**Digital Humanities Pedagogy as Digital Liberal Arts: A Framework for Curriculum Development**
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The Lab for the Education and Advancement in Digital Research (LEADR) is a new initiative of the Michigan State University Department of History, Department of Anthropology, and Matrix. LEADR’s role is to integrate digital humanities and digital social science methods into courses in affiliated departments. In its first two years of operation, LEADR has partnered with 40 instructors to add digital components to 63 courses, interacting with around 1600 students. These partnerships varied from a single hour-long workshop to semester-long experiential courses in digital research.

While some courses are specifically designed as Digital History or Digital Anthropology, most of these courses are standard Anthropology and History courses composed of majors from all across campus. For courses such as these, LEADR has begun to frame these digital projects and activities as an extension of the core values of the liberal arts: the skills essential for individuals to participate in civic life, including the ability to seek information, to engage, analyze, and criticize this information, and to communicate their views in an effective manner. It is these fundamental liberal arts skills, in the context of 21st century information and communication that LEADR develops through on to disciplinary, content-based coursework.

This poster will illustrate LEADR’s framework for developing Digital Humanities and Social Science curricula that contribute to understandings of emerging disciplinary methods while developing essential skills for students in broad-ranging domains. The four competency goals are:

**Notes**


**Information Literacy** is defined by the American Library Association as “the set of integrated abilities encompassing the reflective discovery of information, the understanding of how information is produced and valued, and the use of information in creating new knowledge and participating ethically in communities of learning (2016).” This goal utilizes ALA’s framework to fulfill the information literacy frame, while focusing specifically on finding, evaluating and using primary sources and datasets relevant to the course.

**Digital Literacy** is the ability to think critically about the effect of media and web technology on communication and writing, and the ability to create scholarly content in a variety of different forms. There is a focus specifically on web publication, and methods for scholarly multimodal writing, as well as an understanding of power and influence on the web.

**Data Literacy** is the ability to critically use, curate, process, and produce data and data-driven analysis. This goal draws upon Data Information Literacy, a framework developed primarily for graduate students in the sciences, to teach some of the most crucial data skills, and makes them applicable for undergraduate students across disciplines (Carlson, et al. 2011).

**Computational Analysis** lessons are grounded in disciplinary methodology, and illustrate the ways in which scholars are using computationally-aided methods to conduct research. In addition to using computational analysis to explore and analyze sources, it also holds value in its ability to challenge students to think differently about a resource - to break down the way we convey information and think about ways to work through those abstractions.

The poster will include a description of each of the competency goals, their theoretical grounding, some examples of what specific skills or outcomes may be included in each, and an example of its application in a content-specific exercise.

In LEADR, there have been three clear benefits from early experiences with the framework. The framing is useful when speaking with faculty members who may be skeptical or unfamiliar with the Digital Humanities. Many who are skeptical of digital methods have often become familiar with Digital Humanities as a new set of methodologies and practices aimed at disrupting and displacing older methods, or as a flashy way to get students interested. Instead, by introducing course modules as a method for teaching longstanding objectives in new contexts, digital work is seen as less gimmicky, and more essential to the development of undergraduate students. The framework has also been a valuable tool for organizing teaching and instruction partnerships for the courses. The collaborative nature of digital projects and the variety of skills required calls for the involvement of scholars, researchers, and technology specialists in teaching and course management. The framework allows for more clear and open communication between partners, and clarifies the necessary skills and objectives needed. Finally, the framework has ensured that exercises are designed with student development in mind, rather than working back from a desired final project.
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How can our understanding of an artist be deepened and developed through digital materials and methods? How can we develop tools for a better understanding of previous practices in conjuring up, modifying and curating artists and works of art in museum exhibitions, publications and studies? What ideological and practical considerations and presuppositions have governed the presentations that have formed the artist for the public consideration?
These are questions we investigate through a three-year project about Ivar Arosenius, a Swedish artist and writer. His main body of work was produced during the last few years that led up to his untimely death in early 1909, only 30 years of age and within months of his big breakthrough. During the subsequent years and decades, his substantial production earned him recognition posthumously both nationally and internationally, and today he is one of the most renowned Swedish artists.

At the core of the project is the development of a digital archive that collects the digitized material from several sources, both public and private, into a central repository, allowing scholars and the public to view, filter, and combine the entirety in new ways, and, through public APIs that we make available, explore, activate and make use of this rich material on various platforms. In addition to this, the project has also instigated a number of studies of what knowledge and aspects can be added through different technological developments, as well as what knowledge and values are lost or threatened in a digitization process. The poster focuses on two advanced studies; the processes involved in translating a physical archive into a digital, and methods through which to give body, context, and affect back to a digitized material. In the former study, we follow the material as it travels from the manuscript vault into the digitization studio, mapping all the actants involved in shedding it of its physicality. This is a translation process that functions to rephrase the archival material with the purpose of making it mobile and conform to those protocols that define something as being digital. This rephrasing does not only remove physicality, but does also introduce a whole new vocabulary that in many ways replaces the one that art historians, archivists and conservators use to describe the manuscripts.

The latter study explores material pertaining to Arosenius’ home in Älvängen, torn down in the early seventies after decades of neglect. Using the archive as a source, a virtual model is assembled in a game engine where the connection between artist, art and place is investigated to catch the way Arosenius has translated his surroundings and to contextualize the documents of the archive.

As with the digital archive, with this interactive reconstruction we aim to construct a synthesis of a heterogeneous and sometimes conflicting material that can be used both as an access-point to the life of Ivar Arosenius and his art, and as a repository: built on a source material consisting of archival photos, local stories and historic maps, paintings, 3d-scanned artefacts, sound recordings, and inventories of both the belongings of the artist and his family, and of the vegetation on his lands, the digital construction is a knowledge-model containing all the material pertaining to this part of the artists’ life. As such, of central interest for the study is how to communicate interpretative practices to the user, balancing an incomplete source material with the need to create a space that can inspire affect.

Just as the archive contains a translation of Arosenius’ home, first into documents and files, and later, when digitized, into bits, the reconstruction of Arosenius’ home is a translation of bits into context. It is an investigation into both the limits of the archive view, that which the archive lets us perceive, and the produce of activating and giving depth to the archive by bringing it together with the site of its origin. In the study, we frame the act of digitally reconstructing a site as an iterative research method of investigation and translation between different media, that allow a disparate material to be collected, studied, and processed simultaneously. Arosenius’ Älvängen is at the centre of this study as it is the locus of the art, and also the place of the life that the archive tries to represent. As such, it is the archaeo-archival embodiment of the artist’s archive.

The project involves a number of departments and divisions at the University of Gothenburg as well as the Swedish National Museum in Stockholm, and the Museum of Art in Gothenburg.

The Latin of Matthew of Cracow (c. 1345–1410) – a corpus based study of his language and style
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The poster illustrates the problems arising when attempting to describe the language used by the author.
flourishing at the turn of the Middle Ages and the modern era. It shows how a corpus-based linguistic analysis can tell us more about author’s language and style than the traditional stylometric techniques. It also presents an example of the authorship attribution research of an anonymous medieval treaty carried out with the help of digital tools.

Matthew of Cracow (c. 1345–1410) is considered as one of the greatest theologians of the Eastern Europe Middle Ages as well as one of the most important representatives of the Polish Scholasticism. He was born in Cracow, probably into a family of German ancestry. After completing his initial education in his native city, he went to Prague, where he entered the Charles University and where he became professor of theology. He was involved in the establishment of the University of Heidelberg, University of Chelmno (Poland) and later in the project of bringing to life the Academy of Cracow. He died on March 5, 1410, in Heidelberg. Matthew belonged to the followers of the via moderna trend of Scholasticism and is known as a zealous reformer of the Catholic Church. He is an author of more than 70 treatises, from which the most famous are Rationale operum divinorum, De squaloribus Curiae Romanae and Opuscula Theologica (Nuding, 2007).

The poster will present the results of the Matthew’s idiolect analysis. It will focus on language change between the late Middle Ages and the early Renaissance, as one of the main goals of the study is to trace two technoelects used by authors living in this period, namely Scholastic and Humanistic Latin. Scholastic Latin is defined as a variant of late Medieval Latin, the language of science and the university community in use between 12th and 14th century (Herren, 1996: 124). Its main characteristics are excessive formalism, the use of impersonal narrati on and the pursuit of semantic precision to the detriment of aesthetic and literary values. As a result, Scholastic Latin became a highly technical language, employing countless number of theological and philosophical terms (Bourgain and Hubert, 2005: 62). With the raise of the Renaissance the language of the scientific treatises underwent a significan t transformation has been transformed. Imitation of the works of Virgil and Cicero made scholars to change their own way of writing. From now on they will be using the idiomatic structure, the lexis and the rhetorical and stylistic techniques characteristic – at least in their opinion – of the Classical authors (Knight and Tilg, 2015: 4; Tunberg, 1996: 130). Many of the features of Matthew’s idiolect seem to follow this new tendency and it is very important to establish how big influence it had on the style of his writings.

The research is based on the corpus of Matthew’s works which includes five editions published between 1930-2011 and consists of over 60000 words. It contains both his original treatises, namely De contractibus, De squaloribus Curiae Romanae, Sermones de sanctis, Lectura super Beati Immaculati, Opuscula Theologica, and an anonymous medieval work, often attributed to Matthew – Ars Moriendi.

The present study uses the methods developed by the computational stylometry and corpus linguistics and includes among others concordance, collocation and keyword analysis. The software employed for this purpose is the TXM platform – an open-source environment based on CQP and R and providing tools for NLP pre-processing, quantitative analysis together with clear metadata model (Heiden, 2010). Thanks to the TreeTagger coupled with the Latin language model file, TXM makes it possible to annotate Latin text with PoS and lemma tags, and as a result allows to perform advanced queries. In addition to frequency lists for any token property (type, lemma, PoS), the built-in CQP search engine lets generate lists for syntactic constructions specific to Classical and/or Medieval Latin, such as the accusative with infinitive or the possessive dative construction. The R package stylo (Eder et al., 2013), on the other hand, allows to trace simi larities between anonymous Ars Moriendi treatise and the original Matthew’s works.

In that the poster shows how the use of the Digital Humanities methods can support the traditional analysis of a writer’s language and style and help to ascertain the authorship of various texts coming from different ages.
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Attention will be paid to the interfaces of the Wikipedia community to visualize patterns in composition and citation. Many of us may be familiar with the mechanics of knowledge production on Wikipedia: the “citation needed” requests that follow unattributed information on Wikipedia pages, the lengthy revision histories available to interested readers, the use of bots as well as human editors, the privileging of public domain images (among other dimensions). Attention will be paid to the interfaces of the Wikipedia and its articles: their performative dimensions as sites of cultural authority, the edit histories of articles and the forms of gatekeeping revealed in patterns of page revisions, and the visualization tools created by the Wikipedia community to visualize patterns in composition and citation. More broadly, I want to situate the investments in particular patterns and performances of curation and citation present in Wikipedia within the larger context of modes of cultural production found on the web, focusing particular attention on forms of erasure and practices that, for various reasons, disavow or ignore investments in citation and attribution: screencapping, the creation of image macros, and other transformative uses of cultural objects on Twitter, Tumblr, and other platforms.

I use Wikipedia pages related to poet John Ashbery to highlight the ways ideas of literature circulate in one of the world’s largest and most accessible encyclopedic resources. I am interested in Ashbery because of his literary stature in the eyes of segments of North American and global audiences. Additionally, Ashbery creates particular challenges for scholars (and other readers) interested in periodization and reception history; he has ties to several literary coteries across time and space (the New York School, L=A=N=G=U=A=G=E poetry), his work has been praised by scholars, journalists, and MTV (among other audiences), and he continues (as of this writing) to publish new material that unsettles the work being done to cement his legacy. The various editorial and citational practices involved in creating and revising that legacy on Wikipedia can tell us much about the impact of academic and scholarly works, the privileging of certain modes of reading and cultural analysis, and the various investments in certain ideas about the value of poetry that circulate on the web. Wikipedia is an extremely visible and malleable public space where competing claims about aesthetics collide and re-collide.

**Free FannyPacks: A Model for the Easy Digital Publication of Archival Periodical Material**

Kevin McMullen
mcmullen.kevinm@gmail.com
University of Nebraska-Lincoln, United States of America

The nature of nineteenth-century culture, particularly literary, publication, and print culture, meant that many female writers plied their trade in periodicals. Even many American writers who we think of today primarily as novelists—Harriet Beecher Stowe, for instance—first published much of their material in periodicals. Stowe’s *Uncle Tom’s Cabin* first appeared serially in *The National Era*, an abolitionist newspaper. But writers like Stowe gained and have maintained notoriety in part because their work also existed in book form. Many writers whose work remained trapped in periodicals have since fallen off the literary map, their writing accessible only in increasingly fragile and scattered print runs of newspapers held in libraries and archives, or on microfilm. Attempts to digitize cultural heritage material in periodicals have been far spottier than comparable attempts to digitize books for a variety of mostly practical reasons.

Over the past decade or so, scholars such as Kenneth Price, Susan Belasco, and Meredith McGill have argued for both an increased acknowledgement of periodicals and periodical writing as a key site of intellectual and literary exchange in the nineteenth century, and the increased utilization of digital tools for the editing, study, and dissemination of periodicals.

While the advent of the digital archive has afforded well-documented possibilities for the recovery and, more importantly, dissemination of previously unknown and/or largely inaccessible material, digital transcription, encoding, and publication of literary texts still remain skills that many academics feel are well beyond their technical capabilities. This means that many of the people best positioned to undertake such recovery work—literary scholars and other subject-specialists—are held back merely by a technological learning curve that they feel is too steep.

For the past year I have been using basic and widely-available digital tools and resources to build a digital archive of the newspaper writing of the nineteenth century American writer Fanny Fern, who, in the 1850s, was the...
highest-paid periodical writer in the country, writing for the widest circulated American periodical of its day. The project, *Fanny Fern in The New York Ledger* (http://fanny-fern.org) is the first attempt to make available the full run of Fern’s newspaper columns. Using the Drupal content management system, I have been making TEI-encoded transcriptions of Fern’s columns, high-resolution digital images of the complete Ledger issues, and brief critical apparatuses about both Fern and the Ledger available for free public and scholarly use. While the digital methods and tools used to construct my project were fairly simple, the functionality and appearance of the finished product belie the relative ease (from a technical standpoint) of its creation. But the Ledger is just one paper and Fanny Fern is just one writer, albeit a significant one. “There are countless other periodicals and writers, particularly women writers, that deserve this sort of attention,” I thought. “If only other 19th century lit scholars could see how easy this is!” And an idea was born.

I already had a relatively simple TEI template designed to handle the metadata, textual content, and linking of digital image files for periodicals. I had an XSLT style sheet that converted the TEI to HTML. I had project documentation for how I had set up my own domain name and hosting space (using Reclaim Hosting, a web hosting service specifically designed for educators and students). I had documentation about how I had installed and configured Drupal. I had documentation about how I had incorporated the HTML of the transcribed newspaper columns into the Drupal architecture. And I had documentation about how I had tweaked and played around with the design of the site. In short, I had everything anyone would need to build his or her own digital archive; all they would need is the content. If I could just share these files and instructions with other literature scholars, scholars who themselves are experts and masters of all kinds of content, then piece by piece and site by site, the gaps in literary and historical scholarship could begin to close, be it ever so slightly. While I knew this had long been one of the (increasing number of) mantras of digital humanists, I now felt that I had the means to do my small part to contribute to its realization. Thus, using *Fanny Fern in The New York Ledger* as an example and template, I plan to soon begin providing other literature scholars with a single package, a package that contains the tools and instructions they will need to construct their own digital archives— I’m going to start handing out FannyPacks.

Geared mainly for those wishing to gather and display texts in a digital environment, these FannyPacks (a zipped collection of files) will include the needed TEI templates, style sheets, and thorough but simple documentation about digital imaging, hosting setup, and Drupal installation and execution. Scholars with a bit of tech savvy can choose to begin hosting their own projects right away. For those looking to first experiment before fully diving in, Reclaim Hosting easily allows for multiple subdomains to be hosted under an existing domain free of charge. Thus, I will provide testing space on my ‘fannysite.org’ domain where users can download their own installations of Drupal and experiment with adding their own content. While I have chosen to take the time to encode Fern’s newspaper columns in TEI—for the preservation, interoperability, and potential for enhanced functionality of the files and their content—there are some users who might wish to simply “get their material out there” using HTML.Drupal’s graphical user interface allows for the easy input of basic or full HTML. Thus, users unfamiliar with or not wanting to take the time to encode in TEI could simply encode their transcriptions in basic HTML and paste them into Drupal’s GUI. The setup of both Reclaim Hosting and Drupal also provide ample opportunity for student involvement in the creation of such projects.

Projects such as *Fanny Fern in The New York Ledger* and those facilitated by the FannyPacks occupy a scholarly space somewhere between large-scale, institutionally-hosted TEI-based projects such as the Walt Whitman Archive or Willa Cather Archive (both of which are well-funded and boast a host of technical and subject specialists) and a low-cost collaborative TEI repository such as the TAPAS Project (http://tapasproject.org). While not requiring any institutional technical resources, projects based on the FannyPacks model possess greater customization and more autonomy than TAPAS projects. And, in the world of nineteenth-century American women’s literature at least, there seems to be a desire for just such a model. A recently created listserv for the Society for the Study of American Women Writers (SSAWW) is geared specifically to those scholars already working on or interested in creating digital projects devoted to American women writers. And initial communication on the listserv has made clear the appeal and potential of a method and means for facilitating the publication of digital scholarly content centered around women writers, particularly periodical writers. But while my main and initial goal will be to work specifically with nineteenth-century literature scholars, particularly scholars of women’s literature, the FannyPacks certainly have a broader application and could be adapted to fit any manner of digital archival project.

My poster will thus provide a brief overview of my current project, *Fanny Fern in The New York Ledger*, a discussion of the project’s potential to serve as a model, and specifics of the FannyPacks and their creation, distribution, and application.

Notes

1 While there have been a number of large-scale newspaper digitization projects, most of them have been undertaken by large commercial entities that charge a fee for access to the content and provide material of mixed quality. Readex and Proquest are two of the more popular services, and genealogy
site Ancestry.com has also undertaken its own mass digitization of government records, census data, and newspaper and periodical material; all three charge for access to the content. While these services can certainly be useful for certain types of research work, the quality of the digitization, particularly transcription, is in nearly all cases quite poor, with transcriptions being derived from optical character recognition (OCR) software, which often has difficulty accurately transcribing the small and often smudged print of nineteenth-century periodicals.


3 Perhaps the most relevant example of a digital recovery project, for the purposes of my presentation, is the Women Writers Project (http://wwp.northeastern.edu), now run out of Northeastern University and directed by Julia Flanders. Begun in 1988, the project has been instrumental in the recovery of rare or inaccessible work by early modern women writers (the project covers a period from 1526-1850, although the vast majority of texts are from the sixteenth and seventeenth-centuries). In addition to providing access to digitally encoded texts, the project has also provides various research and teaching materials. However, the Women Writers Project is only accessible with a paid subscription and does not deal with periodicals.

‘Notoriously Toxic’ presents a preliminary study of the language and impact of hate speech in the chat systems of online games. Developed by a group of researchers in game studies, computational linguistics, sociolinguistics, and law and guided by an overall tripartite feedback model broadly corresponding to shielding potential victims from harm, educating those who casually engage in hate speech, and censuring those who persist in abusing their fellow players, the hope is that research-driven technical and social interventions might slowly shift online discourse norms away from casual, vicious, and potentially dangerous speech. Identification at scale of textual expressions of toxic behavior in online environments is a necessary, empirical preliminary aspect of this work to understand the prevalence and cost of online hate, as is qualitative cultural studies of the games and their player populations. A recent example of qualitative framing work in this area was the ‘Mapping Study on Projects Against Hate Speech Online’ released in 2012 by the British Institute of Human Rights for the Council of Europe project, *Young People Combating Hate Speech in Cyberspace* (The British Institute of Human Rights Council, 2012). That report provides terminology and an environmental scan of processes aimed to limit hate speech online and offers suggestions as to new procedures. It, along with an examination of the reporting systems implemented across a host of online games, computational modeling of the language prevalent in these chat systems, and a study of work in the political sphere to defuse hate speech prior to its catalyzation of violence, serve as the foundation for this research.

Recent inquiries into the toxic elements of gaming cultures have primarily focused on communication outside of a game environment. For example, critical discourse analyses of player posts to online gaming forums found that heteronormative undertones of the World of Warcraft player community creates a culture of hostility toward LGBTQ communities (Pulos, 2013) and the same forum’s adamant disavowal of feminism have made community conversations about gender roles and/or equality
all but non-existent (Braithwaite, 2013). Similarly, Gray’s (2012a; 2012b; 2012c) ethnography of Xbox Live demonstrates the constant barrage of gender and racially motivated harassment faced by women of color who opt to communicate with teammates via voice chat. Finally, community leaders’ adamant position of gender based harassment being a ‘non-issue’ is summarized by Salter and Blodgett (2012), whose case study of Penny Arcade’s (a popular webcomic and organizers of PAX, a successful annual gaming convention) dismissal of its responsibility in perpetuating rape culture and SXSW Interactive’s recent declaration that conversations about harassment in the games space can by definition not be civil (Sinders, 2015) is indicative of an industry that is highly resistant to change unless external pressure is applied. Taken together, this scholarship is evidence that toxicity exists across gaming culture writ large, and is not isolated to a particular game or specific player community.

Studying this phenomena at webscale and in the ephemeral environments of multilingual online chat systems is complex and requires a multidisciplinary approach bridging core strengths in the humanities, such as cultural criticism, with strengths in social psychology, the data sciences, and linguistics. Studying the socially destructive behavior as manifested in online gaming platforms encourages innovative approaches to this problem. One corpus examined as part of this research is comprised of the chat logs produced by the player base in Riot Games’ League of Legends (League). As of January 2014, League had ~27 million unique players every day each playing no less than 20 minutes and a peak concurrency of 75 million people who collectively have logged billions of hours of total play time for the game since 2009 (Sherr, 2014). Given that the game is a global phenomenon, the chat logs contain harassment in virtually every language.

Based on the UN framework provided in the International Covenant on Civil and Political Rights (1976), Susan Benesch generally defines hate speech as ‘ . . . an expression that denigrates or stigmatizes a person or people based on their membership of a group that is usually but not always immutable, such as an ethnic or religious group. . . . Speech may express or elicit hatred on the basis of any defining feature of a minority or indigenous people, such as ethnicity or religion – and can also denigrate people for another “failing”, such as their gender or even their location, as in the case of migrants’ (Benesch, 2014, pp. 20). This broad but inclusive definition is further elaborated upon by Nazila Ghanea in reference to the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD) in the establishment of a spectrum from least to greatest: discriminatory speech, hate speech, incitement to hatred, incitement to terrorism, and incitement to genocide (Ghanea, 2013, pp. 940–1). The characteristics of these definitions reflect the significant impact that hate speech acts have on the establishment and enforcement of personal and communal identity and the need to identify such acts in order to preserve those identities. In his discussion on Carey’s ritual model of communication as applied to cases of hate speech, Clay Calvert explains how hate speech initializes and perpetuates the subordination of one group over another (Calvert, 1997). Calvert notes that hate speech acts, specifically focusing on the repeated utilization of racial epithets, construct reality in the speaker, audience, and target members of the discourse through the creation and maintenance of mental schemata similar to the functions of other speech acts: ‘In particular, racist speech helps to define who minorities are and how others think about minorities, facilitating their unequal treatment’ (Calvert, 1997, pp. 12). This construction is harmful in its immediacy to the target as well as in the long-term situation as it perpetuates unequal power structures based on criteria of identity (Calvert, 1997, pp. 15–16). The construction of reality based on hate speech acts is also relevant to a discussion of online environments as the textual communication serves as a large social aspect of both on- and offline environments.

Toxicity consists of verbal expressions and behaviors that serve to destabilize groups. It is unclear whether toxic behavior is directed to elicit particular responses, and hence systemic, or reactionary, emotional, and hence, situational. Frequently, the term ‘troll,’ or ‘trolling,’ is used synonymously with toxicity. Regardless, these behaviors are necessary to address because they are a key factor in the outright hostility of online gaming environments to those perceived as other. This destabilization maps on to offline models of gender, race, class, ethnic, national, linguistic, and abelist-based hate speech. A fertile ground for this analysis is in the virtual worlds of online gaming. For example, Kou and Nardi (2013), in their research on League of Legends, found that antisocial behavior destabilizes online communities but is addressable by social code and regulatory systems.

The targeted examples in online gaming environments show a concentrated sample of toxic behavior that is pervasive in every online environment. Studies have documented antisocial behavior and toxic speech in most digital platforms (O’Sullivan & Flanagan, 2003). Whether considering flaming on 1980s and 90s USENET forums, social media fueled outrage on contemporary politics, or in-game, text-based conversation in multiplayer games, toxicity can be motivated by emotional, intellectual, political, or other causes and as such correlates strongly with the modes and consequences of offline hate speech. Understanding online toxic behavior in ways that allow for moderation of its causes and effects first requires an understanding of how to study the concrete manifestation of this behavior—the text produced by users of a system. The challenges faced by this research are many: the writing styles are heavily infused with jargon, the orthography is non-standard, the chat stream
only represents one channel of communication, and the communities are fluid. In response to these challenges, an approach grounded in machine learning and NLP was tested. Using a small subset of the available data, a classifier based upon developed to separate players toxic from non-toxic players yielded a precision of 0.77, a recall of 0.79 and an F-score of 0.78. These results are encouraging, and along with training on a larger data set, secondary factors such as player avatar gender, length of match, and others were also preliminarily tested and found to have small influencing effects. These results suggest that there are concrete, detectable semantic and syntactic patterns in the harassment levied at players in these games. Connecting these findings to mechanisms for shielding, reforming, and censuring players, and to frameworks for understanding the social and psychological costs of being effectively locked in a room with one or more individuals determined to verbally abuse a peer is the more complex task of the cultural and ethnographic studies of digital communities.
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Esta presentación describe el proceso de creación de la Red de Tecnologías Digitales para la Difusión del Patrimonio Cultural (RedTDPC), cuyo objetivo es generar conocimiento interdisciplinario y buenos prácticas en la
aplicación de tecnologías digitales para la difusión del patrimonio cultural en México.

Antecedentes

La digitalización del patrimonio cultural es fundamental para su difusión a nivel mundial. Para los países en desarrollo que tienen un importante patrimonio cultural, existen numerosos obstáculos en términos de infraestructura y gestión. En México, uno de estos obstáculos es la conceptualización de lo digital como un ámbito secundario dentro del sector cultural. Aunque existe una creciente mención de la importancia de trasladar los contenidos culturales a medios digitales, es muy poco lo que realmente se traduce a la práctica. (Priani, 2012). Por otra parte, han existido proyectos aislados, pioneros en la digitalización del patrimonio y organizaciones como la RedHD, que han servido como nodos para discutir estos temas. En el 2014 se llevó a cabo el 1er Congreso de Patrimonio Cultural y Nuevas Tecnologías organizado por el INAH donde se mostró que si bien México desarrolla aplicaciones de tecnología para la preservación e investigación del patrimonio hay poco trabajo en temas de difusión.

Creación de la RedTDPC

En este marco y atendiendo a una convocatoria del CONACYT, se creó la RedTDPC en abril de 2015, con un programa académico encaminado a identificar actores y encontrar sus temas en común. Los temas que se han identificado hasta el momento son:

- La importancia de debatir políticas públicas, tipos de licencias y derechos de autor.
- Las relaciones no siempre equitativas entre las industrias creativas y las instituciones.
- La pertinencia de hacer investigación de campo previa al desarrollo de proyectos, dada la diversidad de México en términos de accesibilidad.
- Políticas y buenas prácticas de digitalización, preservación y difusión de objetos culturales.

Discusión

Si bien la creación de la Red se entiende como un logro en términos de gestión institucional, es necesario resaltar las dificultades para su desarrollo:

1. Falta de coherencia entre requisitos institucionales y objetivos de la Red

El CONACYT hace hincapié en que las redes deben apoyar el ‘desarrollo económico y tecnológico’, sin embargo articula la importancia de la difusión del patrimonio cultural en estos términos es complicado. En muchos sentidos, la creación de esta Red ha permitido pensar en un espacio que equilibre en términos humanísticos esa exigencia. Al mismo tiempo, la Red se formó dentro de un programa que establece procesos burocráticos a los que es necesario apegarse, pero que no están definidos institucionalmente, lo que ha conducido a que la toma de decisiones sea lenta y se dedique mucho tiempo a temas operativos de la Red, restandole tiempo a la discusión de los temas sustantivos, algo que eventualmente podrá cambiar.

2. Ausencia de definiciones conceptuales

La propia definición de “difusión” es problemática y ha merecido parte de la reflexión de la Red. La RAE define esta palabra como: ‘propagar o divulgar conocimientos, noticias, actitudes’. Es la palabra divulgar, la que a veces se encuentra en oposición a difusión: la primera sólo dedicada a los pares académicos, y la divulgación al público en general (Gándara, S/F).

Otra problemática es la poca documentación que existe en México sobre cómo trabajar en la difusión del patrimonio con herramientas digitales. Son pocas las instituciones mexicanas que cuentan con áreas dedicadas a la experimentación y acumulación de conocimiento en torno a estas prácticas. Casi siempre, son empresas privadas las que realizan los proyectos. Esto no es negativo en sí porque permite que las industrias creativas encuentren una fuente de trabajo. Lo que sí es necesario es que estas empresas regresen esa reflexión y experiencia a las instituciones.

3. Prospectivas

Hasta ahora se ha trabajado en la organización de encuentros académicos, que son el tipo de actividades que pueden llevarse a cabo fácilmente dentro del modelo institucional en el que se creó la Red. La mayor dificultad para el futuro es fortalecer la reflexión en temas como: legislación, accesibilidad, públicos, documentación, sustentabilidad, crowdsourcing, y cuyo trabajo se traduzca en acciones concretas en esos ámbitos. Es decir, pasar de responder a las necesidades institucionales para iniciar un proceso de producción de conocimiento.

Trabajo a futuro

El siguiente objetivo de la Red es lograr que estas reflexiones se traduzcan en proyectos específicos de difusión a través de nuevas tecnologías para poder ampliar el conocimiento a través de la experimentación.

Dirección de la RedTDPC: http://redtdpc.inah.gob.mx/

Bibliography


The Transylvania Digital Humanities Centre (DigiHUBB) is an emerging Digital Humanities Centre based in the Babes-Bolyai University of Cluj-Napoca, Romania. The Centre was officially established in April 2014 within the Faculty of Letters. As is evidenced in other cases, DigiHUBB exists because of the commitment of scholars experienced in various fields related to Digital Humanities. The primary goal of DigiHUBB was to create a collaborative network connecting DH activities within the University and beyond, that first took into account the importance of communicating the vast global impact that DH research and practices have today.

DigiHUBB was tempered by the resistance of the existing research structure, although it is well-known that Romanian research in general is less internationalized and under performing in all major university rankings. In the second instance, although the IT industry in Romania, and especially in Transylvania, is productive and lucrative, it addresses the quotidian aspects of digital work and not the innovative part. Moreover, there is a visible mismatch between the skills needed by the knowledge market and the qualifications provided by the academia.

The challenges that DigiHUBB faces are complex and they target, as our paper will show, several important issues that go from the generic ones (the misunderstanding of the concept, the lack of confidence in its epistemological value, the supremacy of the published paper book over electronic publications, the absence of systemised pedagogy in Digital Humanities, the minimal funding from the
University or governmental institutions) to more specific ones, which are more challenging to engage with.

DigiHUBB has been involved in a variety of activities related to the Digital Humanities since its inception: in January 2014 the keynote speaker for the inaugural conference was professor Susan Schreibman from Maynooth University; this was followed by a conference held by doctor Julyanne Nyhan, from UCL, in March and many informal meetings with other key members of the Digital Humanities community. The lobbying and promoting Digital Humanities also included participation to national academic events, publishing articles on the theme⁶; the following step was to set up a training event, so in April-May 2015 DigiHUBB organized a one week workshop on TEI and data visualisation financed by NeDIMAH and the European Science Foundation, and co-organized a symposium on textual digital analysis within the Babes-Bolyai University.⁷ There was a strong involvement in networking and studying the activities of other DH centres in Europe. We also succeeded to introduce an MA module on scholarly edition that will start in 2016.

In the process of setting up our centre we had to fight a very specific way of relatedness that still characterizes post-revolutionary Romanian society, which we can be characterized as “non-digital humanist”, as it is, in most cases, individualistic, speculative, traditional, and change-resisting, in comparison with the collaborative, hands-on, innovative and co-creative features of Digital Humanities⁸.

Understood as a HUB, our centre has multiple possibilities of offering innovation, at all levels of the research-economic-social chain. We also consider it as a new cultural model, a real co-working space opened to all the actors of our multicultural and multilingual region.
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Notes

¹ Some of the DigiHUBB’s members were directly involved in Digital Humanities, like text editing or mapping, others expressed their interest in Digital Humanities as a discipline and an object of study. The DigiHUBB members come from different fields, like linguistics, geography, literature, computer science, art history, etc.http://centre.ubbcluj.ro/digihubb/.

² There is a lack of collaborative projects concerning big historical events important for Transylvania and Romania, as the “1918 Centenary” where DigiHUBB could evidently have an important contribution.

³ Romania is, at the moment of this proposal, one of the last East-European country that entered the Digital Humanities circuit.

⁴ Immediately after its creation DigiHUBB was put on the “Around DH” map (courtesy to Alex Gill from Columbia University Libraries), http://www.arounddh.org/. The response of the Digital Humanities Community to the first call for assistance launched on Humanist Discussion Group was impressive.


⁸ “The digital humanities, therefore, not only widens the scope and processes of disciplines within the university, but contributes to national innovation agendas, creating new possibilities for the traditional scholar within an increasingly competitive academic and economic context. As such, the collaborative nature of digital humanities research contributes to the innovation ecosystem, understood as the productive interaction between people, ideas, flows, processes and outputs.” (Byrne, T. and Schreibman, S. (2015).
We present PAGANS (Playful Art: a GAme oN Similarity)\(^1\) a playful activity to be performed by pairs of users in order to collect similarity judgments about artworks. The final goal of this task is to have indicators concerning how people perceive artworks and how they judge their similarity. We are also interested in comparing such judgments with the opinion of art curators, and see whether users’ contribution can be integrated in the arrangement of a virtual or physical exhibition in view of a crowd-curation approach (Ridge, 2014).

PAGANS foresees the involvement of a pair of users at a time, who play in parallel. Each of them plays the same game independently: similarity was not explained and participants were asked to follow their intuition. A final score, presented as a sort of "aesthetic affinity score", is obtained by comparing the two judgments and how much they overlap. The game could be played online, but so far the collection method has been tested in real-world scenarios, where both players are physically in the same place and one researcher is available to give feedback after the completion of the activity.

The game itself is as follows: a virtual card representing an artwork is given (the card with a red pin on the right of the table in Fig. 1), while a set of other 10 cards is displayed to the user. (S)he has to drag and drop on the round target the cards in order of similarity to the given card, until all images on the table are ranked.

When both players have completed the task, they enter information about gender and age, and then the system shows the dashboard displayed in Fig. 2. The Pearson’s, Spearman’s and Kendall’s coefficients (Hauke and Kossowski, 2011) are three metrics that measure with slight differences the players’ agreement on the similarity judgments (the higher the value, the higher the agreement). This score is presented to the players as their aesthetic affinity score. The best affinity is reached when the players choose the same ranking, since there is no ‘gold standard’ order. Players’ affinity is also compared with the ones displayed on the right of the dashboard: the average score obtained by other pairs previously participating in the game (“Overall correlation”), the average agreement among all male players, and that of female players. Another useful information is the “Rank switching trend”: for each artwork to be ranked, the picture shows if the two players put them in the same order (straight line) or if they switched some positions.

Each picture displayed in the game was pre-processed with the LIRE tool\(^2\) that extracts automatically image-related features such as color and shape. These features are used to provide information about the similarity judgments provided by the players, specifically if similarity relies more on color or shape information. Finally, the system outputs on the fly a network, where each node is one of the artworks in the game and the distance from the central node (i.e. the pinned card) is proportional to the average rank assigned by the two players.

PAGANS was presented during Researchers’ Night 2015 in Trento (Italy) as a game for pairs of players, allowing us to collect around 170 game sessions in few hours. The game environment proved successful in engaging players also thanks to some gamification strategies. For instance, every hour the system automatically displayed a message assigning two free museum entrances to the players currently involved in the game. Besides, we kept track of the best affinity scores, and we identified the “winning pair” of the night. This boosted competition, with players trying to beat the highest score.

The goal reached with this first experiment was two-fold: on the one hand, some verbo-visual works from

---

1. PAGANS (Playful Art: a GAme oN Similarity)
2. LIRE tool
“Archivio di Nuova Scrittura” (Ferrari, 2012) were displayed in digital form for the first time, reaching an audience that would not necessarily see them in an exhibition. Since the game included four possible similarity sessions, around 50 artworks were shown. These works are usually kept in the archive of MART and MUSEION museums, not visible to the public. A second advantage of PAGANS is that we were able to collect in a short time several similarity judgments, which will be used to investigate which features related to images and possibly to persons’ age and gender correlate best with similarity. These analyses are currently in progress.
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1 https://youtu.be/PgiZl6noPns?t=5m29s
2 http://www.lire-project.net/
3 http://www.mart.trento.it
4 http://www.museion.it
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US Epigraphy (USEP) (Bodel, 2015), directed by John Bodel at Brown University, is a venerable project – its roots are in a printed handbook, which was instantiated as an HTML based website at Rutgers in 1997 (Bodel et al., 1997). In 2003, Prof. Bodel moved to Brown and USEP was converted to a more automated, data-driven site. It has gone through several implementations since that time, following the state of the art in humanities computing/DH and conforming to the practices of our library development team.

The project’s goal is to identify, document and create new editions of classical inscriptions in American collections, as well as to teach digital epigraphy. The inscriptions are organized geographically by collection. The project collaborates with international epigraphic consortia such as Eagle (EAGLE, 2015) and will remain conformant with their encoding schemas and vocabularies. In addition, it is one of the active contributors to the Epidoc schema for epigraphy (Elliott et al., 2015).

The current USEP front end is written in Django, and is powered by a SOLR index. XML transformations occur at two points: when the inscriptions are ingested into SOLR, and when they are displayed - the latter transformation takes advantage of SaxonCE and therefore takes place in the user’s browser.

Our choice of Django for a front-end framework was driven by the environments used by our library developers – it means that we need a developer to work on the project, either library staff or a skilled student programmer. Our choice of Saxon CE to generate our display was driven by our need to modify the display easily outside of the development environment and is easily replaced.

Inscriptions are added to the collection as they are identified, with minimal information (location and a bibliographic reference or “unpublished”) and iteratively enriched. Although major collections are represented, new inscriptions are always being found in small collections or in storerooms. Gradually, all inscriptions in USEP are edited to have detailed metadata, a full transcription, more complete bibliographic information and images.

The project has received some funding over the years, but has functioned continuously with basic university support. Staff include
- a faculty director
- technical management and consulting, as well as programming support provided by the library
- a graduate student/postdoc manager in charge of the encoding workflow and proofreading (along with the director) and other improvements
- graduate student encoders and collaborators outside Brown, who either contribute editions or whose students contribute editions.

Almost all USEP encoding is done by newly minted encoders or colleagues who aren’t working on it consistently, it is important to make the process easy and as error-free as possible. The project is also used in digital epigraphy seminars, and the Oxygen forms allow graduate students to focus on their epigraphic work while also engaging with the decisions and activities of text encoding. We also want to make it easy for the manager to add inscriptions to the website and to modify the display and controlled vocabularies.

The components we have developed to satisfy these criteria are
- Forms in Oxygen Author mode with controlled
vocabularies and proofreading transformations to assist encoders. USEP uses the Epidoc schema and a modified version of its XSL/CSS files.

- An Oxygen framework configured as an add-on to disseminate the forms, to propagate updates automatically, and to be accessible beyond Brown.
- Controlled vocabularies and shared bibliography are stored on the web, so encoders are always using the latest version.
- GitHub to store our working corpus, images, XSLT stylesheets, bibliography and controlled vocabularies. Currently, GitHub functions as our public repository, but we intend to store all USEP sources in the Brown Digital Repository when the editions are more stable. The USEP data repository on github also hosts XSL for our display transformation.
- Server side Git scripts to automatically initiate the SOLR process when any changes are committed.

Currently, encoders are trained by the encoding manager and technical manager. Their work is proofread for epigraphic accuracy by the project director and encoding manager and screened for XML validity by the encoding manager and the technical manager. Once initial encoding is done, any further corrections or editing are handled by project members. The encoding manager pushes the finalized inscriptions to GitHub, triggering the SOLR indexing process, which then makes the new inscriptions live on the Usepigraphy website. These last few steps are an iterative process, as it is important to publish inscriptions quickly, and our process makes it easy to correct mistakes. Because the XSLT and CSS are also treated as data, the encoding manager can modify the inscription display as well which makes changes to the display much more nimble than if the project had to rely on the developers.

Bibliography


UpCASE – A Web Application for Building and Maintaining Language Resources

Claes Neufeind
c.neufeind@uni-koeln.de
University of Cologne, Germany

Francisco Mondaca
f.mondaca@uni-koeln.de
University of Cologne, Germany

Mihail Atanassov
matanass@uni-koeln.de
University of Cologne, Germany

Introduction

UpCASE (Upload, Correct, Annotate, Search and Export) is an open source web application1 that provides researchers and lay people a wide range of options for viewing, evaluating, editing and enriching text collections. It is conceived as a multifunction web application where users can upload text documents in different formats, including scanned texts whose characters are automatically recognized by Optical Character Recognition (OCR). While being able to search the uploaded text, users can correct, annotate and also export it into different formats.

Motivation and Background

UpCASE is the result of years of work with Romansh texts and lexical resources. Romansh2 is the smallest of the four national languages in Switzerland with approximately 50,000 native speakers (Furer, 2005). Despite several actions by official organizations, e.g. the ratification of the European Charter for Regional and Minority Languages,3 Romansh is on a continuous retreat and is by now considered an endangered language. The main motivation of our work was to create a suite of tools to support the Romansh language community in building and maintaining language resources for Romansh. However, UpCASE is not restricted to be used within this particular context.4 Our interest here is to show the relevance of using tools like UpCASE for small languages in general, since in the European Union alone there are more than 100 languages, many of them having little or no support by official institutions.5

We present UpCASE together with a specific historical text collection, namely the Romansh Chrestomathy (RC) compiled by Caspar Decurtins (Decurtins, 1888-1919). The RC comprises texts from four centuries reflecting the different idioms of Romansh6 and is recognized as the most important historical text collection of the Romansh language (cf. Egloff and Mathieu, 1986: 7). It contains ap-
proximately 7500 pages covering a wide range of different topics, text types and genres, and therefore is an excellent basis for the compilation of a text corpus. All in all, the RC can be seen as a monument for language, speakers, and culture of Romansh in Switzerland, and as such constitutes an exception for small linguistic and cultural communities (Rolshoven, 2012).

The RC text corpus was created in two successive projects funded by the German Research Fund (DFG). In the first project, the RC was digitized and its characters recognized by OCR. The main objective was to correct the OCR output to provide a digital full text version of the RC. Due to the characteristics of the RC as a multilingual historical text collection of a small language, with varying orthographical standards and almost no digital lexical resources available, the correction of OCR errors could not be solved in a fully automatic manner (Rolshoven, 2012). Instead, we implemented a web-based editing tool allowing native speakers to participate in the task of OCR correction. In a follow-up project the corrected texts were enriched with part-of-speech (POS) tags. As in the treatment of OCR errors, a fully automatic POS-tagging procedure could not be applied to the RC (Neuefeind, 2013). First we compiled a lexical resource by digitizing leixa and generating inflected word forms. On this basis, we approached the linguistic annotation with a semi-automatic procedure, combining lexical lookup (resulting in mostly ambiguous tags) with manual correction and supervision, thus adapting the collaborative methodology from the DRC-project (Mondaca and Atanassov, 2016).

Features and Technical Aspects

UpCASE brings together the experiences of both projects, combining the key features of collaborative corpus construction, enrichment and maintenance in a single web application. While existing tools mostly focus on a particular use case like collaborative correction (e.g. Wikisource) or collaborative annotation (e.g. WebAnno), we connect these functionalities in a full workflow from raw to enriched text. UpCASE is based on several state-of-the-art web technologies such as Spring WebMVC, Spring Data, JAXB, and JQuery. The data is persisted in a document-oriented NoSQL database (MongoDB), whose records are structurally similar to JSON objects. The use of JSON enables a straightforward communication with other resources. Using predefined REST (Representational State Transfer) interfaces, distributed language systems may be used for data enrichment, without the need of complex data conversion.

Using robust and scalable software on server side, and lightweight, clean and interactive components on client side, UpCASE offers different views in order to improve its usability. There are options to treat the collection as a whole, e.g. for searching, statistics and exporting, or to modify the data at hand, e.g. to edit, annotate or enrich. After importing text documents (or scanned images of texts which are OCR'ed), the text is indexed with Lucene and made accessible through an editable directory tree together with a full text search access. The stats view offers some basic statistical information about the text collection. In the export view, the user can choose different formats, e.g. plaintext or XML, to export the whole collection or parts of it. At the document level, each token is represented by a clickable widget, which opens a modal window containing different views – depending on user rights – associated with specific functions, e.g. editing, correction or annotation. The edit view allows the user to modify the text, e.g. to correct errors produced in the OCR process. The view contains both the editable word form and the relevant part of the scanned image with its highlighted position. The annotation view allows the user to create annotations like POS-tags on the fly, thus allowing complex searches on the search view.

Summary

Our presentation gives an overview of UpCASE and its basic functions, focusing on features for corpus maintenance, extension and enrichment. While in the first place we present a Romansh language resource, the concepts and features of this use case can be transposed to other text collections and languages. Thus UpCASE can be seen as an approach to technologically and methodologically support the preservation of the cultural heritage of regional and minority languages.

Bibliography


Notes

1 Code and license can be found at https://github.com/spinfo/upcase. UpCASE is delivered as Maven-based Java-project, with an embedded servlet container and database. To install and run the tool, only Java and Maven are needed.

2 The official denomination for Romansh according to the federal constitution of Switzerland is Rhaeto-Romanic. In this paper, the term Romansh denotes Rhaeto-Romanic as spoken in the Canton of Grisons (Liver, 2010).

3 http://www.coe.int/t/dg4/education/minlang/

4 For UpCASE is fully open source and can be used as API, it can be extended to be used with languages other than Romansh, e.g. by implementing extensions for language-specific issues (like different charsets, encodings, lexical resources, etc.).

5 http://www.eurominority.eu

6 Romansh is not just one single and consistent language. In fact, it can be subdivided into 5 main idioms, namely Sursilvan, Sutsilvan, Surmiran, Puter and Vallader, all of which have an independent orthography (Gross, 2004: 13). Alongside, in 2001 the Canton of Grisons introduced Rumantsch Grischun as official literary language meant to canopy the individual idioms.

7 http://www.crestomazia.ch. For comparable approaches at a larger scale see (Holley, 2009), among others.

8 http://www.wikisource.org

9 https://webanno.github.io

10 To demonstrate the possibility to interact with a remote resource, we added a customized translation feature for the particular use case presented here. We make use of the Pledarì Grond (PG), an online dictionary for Romansh that we have developed in collaboration with the Lia Rumantscha (http://www.liarumantscha.ch). A web service delivers a list of translations for a selected token by directly querying the PG. When no results are returned, the user can optionally enable a notification supplying the PG editorial staff with a request for translational support.
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Latin was one of the most widely used languages in European history. In its spoken and written it was the language of daily communication, law, literature, and science for over fifteen centuries on the territory stretched from Spain to Germany to Poland and from Sweden to Croatia to Italy. The geographical, chronological and functional variation is reflected in a large number of texts which, in turn, gave rise to a vast body of secondary literature. These multifarious resources, though, even if by now partly available in digital form, remain still widely dispersed and do not easily lend themselves to integrated search.

medialatinitas.eu (Nowak and Bon, 2015) is a web mashup which aims at meaningful integration of textual, lexicographic and encyclopaedic resources for Latin. Apart from improving access to the data, the main goal of the presented application is to challenge the separation of linguistic competence and real-world knowledge in vocabulary description, as both components should effectively cooperate in comprehension of the Medieval Latin text and culture. The mediatalinitas.eu may also compensate for major deficiencies of the resources (separate electronic text collections, for instance, covering only small proportion of the texts preserved etc.), as well as of the poorly designed interfaces and query engines they are made available through.

The heterogenous content (both academic and community-based dictionaries, thesauri, gazetteers; corpora and text collections; encyclopedias, document and image repositories, library catalogues etc.) has been interlinked only to the degree needed for its unified query. As a result, the data integration takes place mainly at the level of the web interface which thus constitutes presentational layer and a point of access to the services running in the background. When first visiting the page, users (be it lexicographers, linguists, historians etc.) come across a basic autocomplete search field: here, they can ulate the
query phrase (as for now only lemma search has been implemented) which is next processed and despatched to both locally and distantly running services. The results are subsequently returned and displayed on the main page as a set of separate widgets, each of which may contain a concordance, a table, or another of data visualisation (timelines, charts, maps, lists etc.). As a whole, the widgets contribute to extensive description of linguistic and cultural properties of the lexical units.

The medialatinitas.eu attempts to address the drawbacks of popular dictionary aggregators in which the very fact of juxtaposing multiple resources seems often to suffice as their raison d’être. Destined for scholarly users, the medialatinitas.eu will make a heavy use of graphical hints and narrative devices such as interpretative notes and explicative commentaries which will accompany visual data representations in particular. On click, every widget will provide an interested user with fuller description of selected semantic or distributional properties of the word and constitute an entry point to an instance of CQPWeb (corpora), eXist-db (dictionaries), or R dashboard.

The external resources are exploited through their public APIs. This is also the case of the locally hosted services. Yet, their role is by no means limited to only exposing data, since they also serve to enrich, compute on and prepare data for subsequent display. For instance, an R session is exposed to the web application through the OpenCPU API (Ooms, 2014) and permits computation on corpusand lexicography resources: the rcqp package (Desgraupes and Loiseau, 2012) is used to connect to the CQP engine (Hardie, 2012), A. Guerreau’s scripts for lexical statistics allow to find co-occurrences of the lemma in the corpus, and the wordspace package (Evert, 2014) is employed to calculate word similarities based on word’s distributional properties.

In spite of the relative variety of technologies and formats used, the medialatinitas.eu is planned to be developed in a modular way, so the users could contribute their widgets as R or JavaScript code snippets responsible for self-contained functionalities.
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Barplot representing computed co-occurrences of the lemma AQUA “water” in the Patrologia Latina corpus (data fetched from an R session exposed as an OpenCPU API; the chart generated with the d3.js library).

Image search (the lemma AQUA “water”) in the Europeana repository.
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Introduction

Long-range correlations in texts – emerging even in dictionaries and allowing to differentiate genres (Montemurro and Pury, 2002) – prove that structures larger than necessitated by syntax exist. They might reflect organisation of literary works, and be one of authorial fingerprints.

Stylometry, however, have not exploited the information carried by memory longer than one clause apart – other than use of n-grams (e.g., Eder, 2011). Existing studies include investigating: sequences of (un)stressed syllables (Pawłowski, 1998; 1999); sentence lengths (Drożdż et al., 2016); transferring long-range correlations between letter and word sequences (Altmann et al., 2012).

To quantify correlations in a script, successive symbols can be treated as a time-series with symbolic values (Stanley, 1992) or numeric positions on a word frequency list (Montemurro and Pury, 2002; Ausloos, 2012), see Fig. 1. Below, I use information extracted from such time-series as features in machine learning (ML) methods to increase accuracy of authorship attribution (AA) in a benchmark literary corpus.

Methods

Complexity measures

For a series, defined as ranks of words at consecutive positions in a text, following measures are used (formatted as Quantity: ML features):

Power spectrum: \( psLen, psExp \)

\[ S(f) = \frac{1}{f} \]

Power spectrum \( S(f) \) of a series at a frequency \( f \) can be interpreted as the strength of correlation of the series with itself at word-to-word distances \( 1/f \). As Fig. 2 illustrates, it is described well by two parameters: the length \( psLen \) of the high-correlation plateau and the slope of its decay \( psExp \).

**Predictability:** \( pred \)

As the name suggests, it measures how well can the next step in a series be predicted given previous steps (see definition: Stone, 1996).

**Fano factor exponent:** \( fanoF \)

Fano factor measures signal autocorrelation, especially in fractal processes (Thurner et al., 1997), as one takes increasingly bigger chunks of text – similarly to the slope of power spectrum or detrended fluctuation analysis (Grabiska-Gradzinska et al., 2013).

**Entropy rate of word variation:** \( entExp, entConst \)

The entropy is maximal for equiprobable word occurrences, and minimal when a single word is always used. As one reads a text, new words appear and the entropy grows, and saturates. \( entExp \) and \( entConst \) are characteristic time and a multiplicative constant of such a growth.

**Static entropy:** \( entLocM, entLocSD \)

For a window of a constant length moving across the whole text, the entropy fluctuates. Parameters \( entLocM \) and \( entLocSD \) are its mean and standard deviation.

Algorithm and parameters

AA was performed with the R package \textit{stylo} (Eder et al., 2013) with settings: delta distance (Burrows, 2002), 1000-fold cross-validation, one book of each author in the training set. (None of the other ML methods (Stamatatos, 2009; Jockers and Witten, 2010) implemented in \textit{stylo} did significantly better than Burrows’s delta.)

Since on this corpus about 90 most frequent words (MFW) are needed for 100% accuracy, only the first ten were used as features, which left room for improvement. Having precomputed all the eight measures, they were appended to the feature list.

Figure 1 A book translated into a time-series: \( x \)-axis corresponds to the position of a word in a text; \( y \)-axis corresponds to the total number of times the word appears in the book

Figure 2 Power spectrum \( S(f) \) of the time-series as a function of word-to-word distance \( 1/f \)
Data

A corpus (Rybicki, 2015) comprising 27 classic British 19th c. novels of 11 authors was used (see Fig. 3, where each leaf is a shorthand for a novel’s Author_Title). The reason for choosing this corpus is that many AA algorithms have been tested on it, and they perform very well, not least thanks to its size.

Results

Authorship attribution

AA algorithms at best use 6-grams (Eder, 2011), whereas the correlations may reach hundreds of words, as demonstrated in Fig. 2. The results in Tables 1-2 show that the measures from Sec. 2.1 can aid ML. As a proof of concept, Fig. 3 shows a cluster analysis based exclusively on these complexity measures; although imperfect, it strongly indicates that the temporal characteristics contain traces of authorial style.

Conclusions

This preliminary study shows that measures reflecting long-range word-to-word correlations carry authorial information and enhance stylometric ML methods. More complex features than words and n-grams are needed.
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The HathiTrust holds one of the largest collections of digitized published work in the world. With nearly 14 million volumes ("Currently Digitized", HathiTrust.org), it is a challenge to create mechanisms to understand and interpret a collection of this size. The HathiTrust+Bookworm (HT+BW) project presents ways to behold that textual content through interactive visualization. In this poster, we present new work from HT+BW in applying visualization as an complementary, rather than center, tool for supporting better comprehension of large collections. Where HT+BW has previously been used in standalone contexts with pre-determined metadata, we present work in two new areas: 1) allowing scholars to analyze custom personal collections from within the larger corpus; and 2) use of HT+BW as a supplement to other uses of the HathiTrust Research Center.

Context

The vanguard of big text data was the realization that we had more books than a person can read in a lifetime (Crane, 2006). At the scale of current collections, such as that of the HathiTrust, it would take many years to read only the titles of all the digitized works. Such a scale presents opportunities for new forms of inference about historical, cultural, and linguistic trends. However, because of the necessary abstractions away from qualitative reading to quantifiable features in these texts, the underlying biases of the collection are not always apparent to a scholar. HT+BW seeks to address such problems.

HathiTrust+Bookworm (HT+BW) is a project seek-
ing to adapt the generalized analytic tool Bookworm (http://bookworm.culturomics.org) to the large scales and unique needs in the HathiTrust Research Center. The HathiTrust is a consortium of institutions collecting millions of digitized works, and its research center seeks to support scholars in the large-scale insights that such a collection can accommodate. HT+BW is built on the HathiTrust Research Center’s Extracted Features Dataset (Capitanu et al., 2015), a publicly-released dataset of page-level counts for important features, such as text frequencies. The dataset contains nearly 8 terabytes of data for 1.8 billion pages across 4.8 million books, with plans to grow three-fold in 2016.

**Figure 1:** Comparing multiple topics over all texts

**Figure 2:** Comparing a single topic in multiple facets of the collections (US-published and UK-published books)

### Approach

The strength of HT+BW is in detailed querying and faceting. In contrast to the Google Ngrams Viewer, for instance, scholars do not have to compare term usage across the entire corpus. Rather, they can peer within highly particular facets; for example, one can visualize longitudinal trends for the word “love” for only those books that were both published in the US and classified as literature (Figure 2). This ability becomes much more valuable when comparing across different facets, so that the usage trend of “love” can be compared between literature and general non-fiction works.

Our current work extends faceting to custom groupings of the collection — personal subsets called worksets — in the HathiTrust Research Center (Jett, 2015). Worksets can be visualized in Bookworm in a manner similar to visualizing any predetermined metadata-based facet. The affordances this allows include:

- generating descriptive statistics for a particular research domain, such as late 19th century best-sellers;
- creating two worksets, one of early-career and one of late-career authors, and comparing how theme words occur in either case; or
- using HT+BW over a collection derived from other scholarship, such as (Ted Underwood’s fiction data).

**Figure 3:** Comparing terms used in a 2000-volume scholar curated workset

**Figure 4:** Comparing facet counts for “publication state” within a workset, using HT+BW public API.

In addition to workset access, HT+BW is being used for “widget” access to support other activities within the broader HathiTrust Research Center. Most importantly, this includes search. When searching for individual works, or building a workset, it is not immediately clear what relationship the relevant results have to the underlying contours of the dataset. For example, the widget-style visualization of a researcher’s query for “Beijing” or “Istanbul” would reveal that those terms are biased toward 20th
century work (as these places were earlier referred to by other names).

The primary development challenge of the HT+BW has been the technical hurdles inherent to the scale of the HathiTrust’s collection. We have improved the ingest process for Bookworm to allow for lower level optimizations, a gain applicable to other projects’ use of Bookworm. Query performance is robust at the scale of unigrams for 4.8 million volumes, though it remains to be seen how this will be scaled to larger n-grams and more volumes.

Conclusion

The HT+BW project is providing richer, more flexible access to the large holdings of the HathiTrust Digital Library, with a goal of supporting humanists in probing questions about historical, literary, or cultural trends in published literature.

Notes


HT+BW is supported by NEH Implementation Grant HK-50176-14. Any views, findings, conclusions, or recommendations do not necessarily reflect those of the National Endowment for the Humanities.
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The Digital Humanities community spans disciplines, academic and professional ranks, and the full spectrum of student education. This community self-defines in myriad ways, which poses challenges to faculty, librarians, staff, and others working to design curriculum, support skill development and methodological fluency, allocate resources, and develop services in the Digital Humanities. The authors of this poster conducted a year long, multi-pronged, campus-wide study to gain a greater understanding of how individuals across a large research intensive university campus include Digital Humanities methods in their research and pedagogy, what their data needs and preferences are, where these parties need greater support, and where additional opportunities for partnerships within and across departments, colleges, and units.

Given the desire to provide a unified and complementary set of services, curriculum, resources, and collaborative possibilities, representatives from the libraries, one college, and a multi-disciplinary lab within another college at a research intensive university jointly designed and implemented a campus-wide survey and targeted, in depth interviews that equally reflected the Digital Humanities related missions of the aforementioned units. This poster demonstrates a collaborative model for assessing and cultivating a Digital Humanities community at a large research intensive university.

Michigan State University, home to MATRIX, H-Net, and WIDE, has been active in Digital Humanities and Social Sciences for more than two decades. Serendipitously, MSU Libraries, the College of Arts and Letters, and the Department of History each sought to build on this strength at the same time through a program of hiring. Amidst this constellation of Digital Humanities activity and inspired by the example of the University of Colorado, in which the university library conducted a Digital Humanities needs assessment, the authors resolved to conduct a data-driven analysis of the Digital Humanities environment on campus. To do so, the authors reached out to units known to the community in addition to disciplines less engaged with
Digital Humanities. The collaborative, cross-institutional nature of this needs assessment design is foundational as a model for other institutions to evaluate and enhance their own community and offerings.

The assessment model developed for this study adopted a holistic approach, focusing on current use and interest in methods and tools, programming languages, types of data used, data sources, and preferences for data access, preferences relating to collaboration, workshops and training sessions, and an inquiry into limitations and barriers to using digital and computational methods. The 20-minute long survey received 421 responses, including a strong turnout from key humanities and social science departments, including History, Anthropology, Linguistics and Languages, English, and Writing, Rhetoric, and American Cultures. Survey results were supplemented with ten hour-long interviews with faculty and graduate students about their use of digital methods and support on campus. Some respondents were selected by the survey convenors ahead of time, while others volunteered through the survey responses.

The results of the survey are being used at the unit level as well as university-wide at differing scales to face specific needs within units as well as to strategize campus-wide collaboration and capacity-building initiatives. The authors are using data at the unit level to augment support, services, and partnerships for pedagogy, research, data management, and skill development. Results are also being used to inform campuswide community building initiatives through outreach, strategic developments among units, and larger initiatives through the Office of Research.

This poster presents a model for developing a campus-wide Digital Humanities needs assessment intended to provide strategic information for multiple units on a large research intensive campus. By reviewing this model, other universities and colleges will come away with strategies for identifying what types of collaborations between colleges, departments, programs, labs, and libraries can improve DH pedagogy and research, what resources, activities, and services are needed to support those collaborations, as well as approaches for engaging those that are interested in the Digital Humanities but are not yet active participants. The poster presentation will include data derived from the needs assessment in addition to Digital Humanities community building solutions inspired by the data.
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Summary

This poster will seek to illustrate the enhanced communications presence of the European Association for Digital Humanities (EADH) since 2014, and measure the impact of its action in building a community of geographically-dispersed members. It will outline the strategies undertaken by the EADH in furthering its communications initiative, for which a number of Communications Fellows have been activated on the organisation’s communications policy in an effort to promote the work of digital scholars across the European region. Accounts of this activity will be further contextualised by theoretical discussion on the evolution of social media and Web-based communications across academia.

Introduction

This poster will seek to illustrate the enhanced communications presence of the European Association for Digital Humanities (EADH) since 2014, and measure the impact of its action in building a community of geographically-dispersed members. The poster will outline the strategies undertaken by the EADH in furthering its communications initiative over the last 24 months, during which a number of EADH Communications Fellows have been collaborating on the organisation’s communications policy in an effort to promote, more broadly, the work of digital scholars across the European region. Accounts of this activity will be further contextualised by theoretical discussion on the evolution of social media and Web-based communications across academia.

Communications Fellows

As noted, in an effort to engage further with the international Digital Humanities community in respect to
news, events, and opportunities, the EADH has motivated a diverse group of four junior scholars tasked with strengthening the Association’s public interactions. The self-directed goals of the Fellows are as follows:

- Publish news, announcements and CfPs relevant to the European community of digital scholars
- Document projects undertaken in Europe in recent times and feature them in a slider to promote access and collaboration between members
- Ensure quality of language, as well as accuracy and detail of information, across all official EADH correspondence
- Increase community engagement through social media, particularly Facebook, Twitter, and LinkedIn
- Enhance the profile of relevant scholars and scholarship from across Europe's various Digital Humanities projects, centres, and initiatives
- Curate and disseminate information across a variety of European languages, enhancing the cultural diversity of the organisation’s communications

**Social Media**

The social media revolution that has spread into the academy in recent years has shifted scholarly communications towards participatory technologies. Collectively, these social technologies are now dominating the ways in which users interact across the Web. In an effort to foster a network of researchers which embraces diversity, one must take advantage of the networks of exchange facilitated by these platforms. Initially, the focus of the fellows was oriented towards social media, Facebook, Twitter, and LinkedIn. These channels have proved essential in the collection and distribution of relevant information, and have contributed to the advancement of Europe’s community of Digital Humanities scholars. Currently, the EADH engages with 2373 followers on Twitter, 491 users on Facebook, and 85 users on LinkedIn. In the context of this networking activity, the EADH collaborates with associate organisations, AIUCD, Dhd, Nordic DH, and DH Benelux as well as with the Alliance of Digital Humanities Organizations (ADHO) to increase the synergies and the visibility of its members.

**Discussion**

This poster will illustrate the presence and performance of the EADH on social media, provoking discussion with attending researchers on their personalised use of social media and their future aspirations in regards to the employment of social media in promoting Digital Humanities research across regional and global contexts. Furthermore, the poster will present metrics on the success of this particular communications drive, as well as detail various strategic decisions, such as how to structure a Facebook group for a scholarly community, and the benefits and drawbacks of each.
scanning and the photogrammetry. The Riegl VZ-400 laser-scanner (with an attached DSLR camera) was provided by the Institute of Geography at Heidelberg University. We conducted 22 scans, manually linked via tie-points (placed within overlapping areas) in the proprietary software, RiSCAN PRO. This model was meshed in Meshlab using the Ball-Pivot method.

The photogrammetric data was collected using a Sony NEX-7 camera attached to an aerial drone built by the IWR (Interdisciplinary Center for Scientific Computing) at Heidelberg University, and a hand-held Nikon D3300 SLR camera (provided by the University of Nebraska-Lincoln). The eight rotor drone took 385 photos up to 100 meters above the castle in a predetermined course, capturing views not completely collected by the laser-scans. The remaining 1,351 photos were done terrestrially with Vosselmann, G. and Maas, H. G. 100 meters above the castle in a predetermined course, within overlapping areas) in the proprietary software, RiSCAN PRO. This model was meshed in Meshlab using the Ball-Pivot method.

The textual component regards the information extracted from the letters, including names and inheritances of the Hohenecken lineage, physical locations within the surrounding environment, and construction details of the castle. This data builds a network of communication within a past landscape and pre-existing structures of the castle. The locations in the letters will be geo-referenced in GIS allowing the landscape to be visualized rather than imagined, thus reconstructing the environment of the past utilizing primary and secondary sources.

This project is a work in progress, with an anticipated completion by May 2016. An updated status can be viewed online (http://www.jamescoltrain.com/970.Aaron/) in which the letters and models have been uploaded. A virtual tour (using Unity) of the reconstructed 3D-model, based upon textual evidence will allow users to “walk” through and explore the castle. The purpose is to analyze the historic functions of the castle and its significance in the regional landscape, contributing to its preservation and enhancing the knowledge of the regional architecture.
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Introduction

Computer-assisted text analysis is now witnessing the phenomenon of ever-growing computer power and, more importantly, an unprecedented aggregation of textual data. Certainly, it gives us an unique opportunity to see more than our predecessors, but at the same time it presents non-trivial challenges. To name but a few, these include information retrieval, data analysis, classification, genre recognition, sentiment analysis, and many others. It can be said that, after centuries of producing textual data and decades of digitisation them, the scholars now face another great challenge - that of beginning to make good use of this treasure.

Generally speaking, the problem of large amounts of textual data can be perceived from at least three different perspectives. Firstly, there is a need of asking new research questions that would take advantage of thousands of texts that can be compared. Secondly, one has to introduce and evaluate statistical techniques to deal with vast amounts of data. Thirdly, there is a need of new computational algorithms that would be able to handle enormous corpora, e.g. containing billions of tokens, in a reasonable amount of time. The present study addresses the third of the aforementioned issues.

Stylometric techniques are known for their high accuracy of text classification, but at the same time they are usually quite difficult to be used by, say, an average literary scholar. In this paper we present a general idea, followed by a fully functional prototype of an open stylometric system that facilitates its wide use with respect to two aspects: technical and research flexibility. The system relies on a server installation combined with a web-based user interface. This frees the user from the necessity of installing any additional software. Moreover, we plan to enlarge the set of standard stylometric features with style-markers.
referring to various levels of the natural language description and based on NLP methods.

**Multi-aspectual Document Representation**

Computing word frequencies is simple for English, but relatively complicated for highly inflected languages, e.g. Polish, with many word forms, resulting in data sparseness. Thus, it might be better first to map the inflected forms onto *lemmas* (i.e. basic morphological forms) with the help of a morpho-syntactic tagger, and next to calculate the lemma frequencies.

Most frequent words or lemmas as descriptive features proved to be useful in authorship attribution. However, for some text types or genres they do not provide sufficient information to tell the authors apart, e.g. see (Rygl, 2014). Moreover, in other types of classification tasks, where the goal is to trace signals of individual style, literary style or gender, it usually turns out that they appear on different levels of the linguistic structures. Thus, one needs to enhance text description.

In practice, every language tool introduces errors. However, if the error level is relatively small and the errors are not systematic (i.e. their distribution is not strongly biased), than the results of such a tool can be still valuable for stylometric analysis. Bearing this in mind, we have evaluated a number of language tools for Polish, and selected types of features to be implemented:

- **length of:** documents, paragraphs or sentences (a segmentation tool),
- **morphological features**
  - word forms or tokens and punctuation marks,
  - pseudo-suffixes (last several letters),
  - lemmas (from WCRFT2 morpho-syntactic tagger for Polish (Radziszewski, 2013))
- **grammatical classes**
  - 35 grammatical classes defined in the tagset (Szałkiewicz and Przepiórkowski, 2012) of the Polish National Corpus (Przepiórkowski et al., 2012), e.g. pseudo-past participle, non-past form, ad-adjectival adjective; recognised by WCRFT2,
  - parts of speech (by grouping grammatical classes),
  - grammatical categories, e.g. gender, number, person, etc.; (WCRFT2),
- **sequences**
  - lemma sequences (e.g. potential collocations),
  - sequences of grammatical classes (bigrams or trigrams - hints about the grammatical structures),
- **semantic features**
  - semantic *Proper Name classes* – recognised by a Named Entity Recogniser Liner2 (Marcinczuk, 2013),
  - *lexical meanings* – represented by synsets in plWordNet (the Polish wordnet); assigned by Word Sense Disambiguation tool WoSeDon (Kędzia, et al., 2015)
  - generalised lexical meanings – more general meanings from plWordNet, e.g. *an animal* instead of *a cheetah*,
  - formalised concepts from a formal ontology SUMO that plWordNet is mapped to,
  - exicographic domains from wordnet.

Semantic features go beyond a typical stylometric description, but allow for crossing borders between the style and the content description.

There are no features overtly describing the syntactic structure, as the available parsers for Polish express too high level of errors. The set of features can be further expanded by user-defined patterns expressed in the WCCL language (Radziszewski et al., 2011) that can be used to recognise binary relations between words and their combinations.

WebSty allows for testing the performance of the aforementioned features in different stylometric tasks, several case-studies will be presented on a set of Polish novels.

**Processing and Results**

The proposed system follows a typical stylometric workflow which was adapted to the chosen language tools and other components of the architecture (see Section 4).

1. Uploading a corpus of documents together with meta-data in CMDI format (Broeder et al., 2012) from the CLARIN infrastructure.
2. Choosing the features for the description of documents – done by the users (see Fig. 1).
3. Setting up the parameters for processing (users).
4. Pre-processing texts with the help of language tools.
5. Extracting the features from the pre-processed texts.
6. Calculating feature values.
7. Filtering and/or transforming the original feature values.
8. Clustering the feature vectors representing documents.
9. Extracting features that are characteristic for different clusters.
10. Presenting the results: visualisation or export of data.

![Fig.1 Choice of features GUI](image-url)
The step 5 can be performed as: simple counting of words or lemmas, processing and counting annotations matching some patterns or running patterns for every position in a document. This is why a dedicated feature extraction module comes into stage, namely Fextor (Broda et al., 2013).

Filtering and transformation functions can be built into the clustering packages (see below) or implemented by the dedicated systems, e.g. SuperMatrix system (Broda and Piasecki, 2013). The WebSty architecture can be relatively easy adapted to the use of any clustering package. The prototype is integrated with Stylo – an elaborated clustering package dedicated to stylometric analysis, and Cluto – a general clustering package (Zhao and Karypis, 2005). Stylo offers very good visualisation functionality, while Cluto delivers richer possibilities for formal analysis of the generated clusters. The obtained results are displayed by the web browser (see Fig. 2). Users can also download log files with formalised description of the clustering results.

Moreover, features that are characteristic for the description of individual clusters or differentiation between clusters can be identified. Ten different functions (implemented in Weka1 (Witten et al., 2011) and SciPy packages2), based on mathematical statistics and information theory, are offered. The ranking lists of features are presented on the screen for interactive browsing (Fig. 3) and can be downloaded.

The system has a web-based user interface that allows for uploading input documents from a local machine or from a public repository and enables selecting a feature set, as well as options for a clustering algorithm.

**Technical Architecture**

Application of language tools is inevitably more complex than calculating statistics on the level of words or letters. Moreover, processing of Polish is mostly far more complex than English (in terms of the processing time and memory used). Thus, higher computing power and bigger resources are required. In order to cope with this, the entire analysis in WebSty is performed on a computing cluster. Users do not need to install any software - which might be non-trivial particularly in the case of the language tools. The system processes the documents using a parallel and distributed architecture (Walkowiak, 2015).

The workflow is as follows. Input documents are processed in parallel. The uploaded documents are first converted to a uniform text format. Next, each text is analysed by a part-of-speech tagger (we use WCRFT2 for Polish (Radziszewski, 2013)) and then it is piped to a name entity recognizer - Liner2 (Marcinéczuk et al., 2013) in our case. After the annotation phase is completed for all texts, the feature extraction module comes into stage, i.e. Fextor (Broda et al., 2013). Clustering tools requires input data in different formats: sparse or dense matrices, text (ARRF, Cluto format) or binary files (R objects, Python objects). Thus data received from the feature extraction for each input file has to be unified and converted. The extracted raw features can be filtered or transformed by a range of methods inside the clustering packages or in a system for distributional semantics called SuperMatrix (Broda and Piasecki, 2013). Finally, the R package Stylo (Eder et al., 2013) or a text clustering tool called Cluto (Zhao and Karypis, 2005) are run to perform exploratory analysis, e.g. multidimensional scaling.

To prevent the system from overloading and long response time the input data size is limited to 20 files. However, large text collections can be processed, if they are deposited in the dSpace repository. All corpora in dSpace can be annotated stored for further processing. Therefore, it is only left to run feature extraction and clustering tools inside WebSty.

**Conclusion and future plans**

The paper presented opened, web-based system for exploring stylometric structures in Polish document collections. The web based interface and the lack of the technical requirements facilitates the application of text clustering methods beyond the typical tasks of the stylometry, e.g. analysis of types of blogs (Maryl, 2012), recognition of
the corpus internal structure, analysis of the subgroups and subcultures, etc.

The system is currently focused on processing Polish. However, as the feature representation is quite language independent, we plan to add converters for for other languages.
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One of the much discussed topic of the digital humanities as an infrastructure concerns the role of libraries, which are not only the place where knowledge has been preserved for centuries (if not millennia), but also they represent the ideal partner for researchers and research centers, since they preserve most of the objects studied by scholars. Libraries have been identified as major actors for the preservation of digital artifacts (Van Zundert and Boot, 2012; Pierazzo, 2015), and many have engaged in such activities (Stanford Library, Brandeis University, British Library, for instance). In the same time the creation and the provision of digital libraries has now become almost
normal, with most research libraries digitizing at least some part of their beholding and putting them online.

Although preservation and digitization are indeed of a fundamental importance, it is arguable that the mission of a library in the age of the digital can be extended even further. At the University of Grenoble a new and ambitious project has started. The idea is to transform the library of Italian Studies (which has a privileged status within the French library system) into a cultural hub, thanks to the tools and approaches offered by the Digital Humanities. The project is called “Fonte Gaia” (happy source), a name that plays with the double meaning of the Italian word “fonte”, which means “fountain” (like the fountain in Siena from which the project is named) and “source” as in the sources of knowledge (the books); the “happy” refers to the conviviality of sharing such knowledge. The project is the expression of a larger consortium of libraries beholding considerable Italian books collections (Paris, Padua, Bologna, Rome, for now), and includes several components, surrounding the provision of a digital library, offering access to books digitized in Grenoble and in the other partner libraries. The digitized books will be offered in correlation with a series of tools and facilities for users: to annotate them; to create digital editions based on the same; to create reading paths and exercises. A funded PhD student is now investigating the functionalities and the ergonomics of an interface offering so many options to the users. The project has a strong pedagogical component: from the involvement of BAs and MAs students in the workflow of production of the eBooks, to PhD studentships, to the hosting of interns from Italy and France, to the organization of an French-Italian summer school for digital editing (starting summer 2016) and workshops; on that context a partnership with the ITN DiXit has been put in place.

In addition to these initiatives, two periodical publications are being proposed: first an informal un-journal (inspired by the format of un-conferences), where a group of early career researchers animate a polyphonic blog on topics rotating around Italian Studies and the time of digital; and second a more formal, peer-reviewed scholarly journal which will be focused on libraries, Italian Studies and digital humanities. While this latter is still at the planning stage, the former has already started in April 2015 with great enthusiasm and success, with encouraging numbers of visits and good feedback from scholars, librarians and the Open Access environments in Italy and France. In fact “Fonte Gaia” adopt a strict golden OA policy for all the contents that are generated under its label, as well as for the content that are harvested: “Fonte Gaia” actively engages in the diffusion of OA policies and initiatives.

On the research side, “Fonte Gaia” incubates and fuels several small and medium research projects, providing support to early career researchers and other scholars in the mounting of digital humanities projects. At moment we have just started a project on metadata standards to open up our content to a linked data approach; two other new projects are in the phase of elaboration, one centered on the private archive of one of the most prominent translators of Italian literature in French between the end of the Nineteenth and the beginning of the Twentieth century, and the second on the census and digital cataloguing of Italian manuscripts possessed by the libraries of Grenoble. Connected to this latter, a module for virtual exhibition will be developed.

One of the aspects that make “Fonte Gaia” standing out from other similar initiatives is a partnership on equal basis between research and teaching centers and libraries. The different sets of complementary competences and experiences are at the base of the creation of a center of cultural animation, as well as preservation and production in a digital context. The pedagogical vocation shared by teachers and librarians are also shaping a unique learning environment with a strong hands-on component coupled with theoretical and ethical teaching. This ethos reflects also on the research and cultural heritage components of the project, making of “Fonte Gaia” a pioneering experiment of bringing together people, expertise and innovation.

This type of partnership is a genuine revolution in the French context, where traditionally the relationship between librarians and scholars is more a matter of a polite sharing of spaces, often verging on indifference, rather than one of active cooperation. In fact, since its inception this equal governance of “Fonte Gaia” has produced astonishment (luckily sometimes curiosity as well) among the members of the two categories as it challenges their tradition, their missions and their working methods. We take this as proof that we have to persevere.
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Euchronie est un projet collaboratif francophone s’inscrivant dans le domaine des humanités numériques. Partant du constat qu’une abondante production de contenu sur le passé est autopubliée sur le web francophone, le projet vise créer une base de données en centralisant, collectant, indexant et hiérarchisant dès leur parution cette multiplicité de contenus.1 Contemporains de l’essor de la blogosphère, puis des humanités numériques, de l’autoproduction dans le domaine musical tout autant que de la diffusion de la photographie amateur en ligne, ces contenus ont pour double spécificité d’émaner de chercheur.e.s et d’être autopubliés sur le web.2

La base de données ainsi créée prend la forme d’un site web hébergé par Huma-Num, la très grande infrastructure de recherche numérique pour les SHS. Pour parvenir à créer rapidement un corpus d’étude, la collecte de données est facilitée par l’utilisation du plug-in PressForward pour WordPress. Libre et gratuit, aisé à prendre en main par des chercheurs néophytes en humanités numériques, il autorise la recopie partielle de pages produites sur différents sites web et réseaux sociaux, mais aussi de vidéos et de fichiers audio. Dans le même temps, l’agrégation des contenus s’accompagne d’une éditorialisation fondée sur la hiérarchisation des données : nous proposons un nouvel agencement basé sur l’ajout de métadonnées. Strictement normées, ces dernières permettent une catégorisation fine (chronologie, thématique et aire géographique) qui constitue l’une des principales valeurs ajoutées du projet.

Pour développer le contenu de la base de données, chaque membre du comité éditorial d’Euchronie est chargé de la veille d’un ensemble de sites défini en fonction de son domaine de spécialité. Pour chaque actualité publiée, le responsable éditorial s’assure qu’il s’agit bien de l’expression d’un point de vue, sans prise de position partisane : il s’agit de la dimension qualitative de la sélection. D’autre part, le responsable éditorial n’est pas amené à faire une sélection sur des critères plus restrictifs tels que l’intérêt historiographique du contenu ou une quelconque adéquation avec une ligne éditoriale que la plateforme souhaiterait défendre. Au contraire, la volonté à la base de la création de cette plateforme est d’être un lieu de rencontre entre différents types de discours sur le passé. À ce titre, l’aspect collaboratif du projet est primordial : dans la mesure où l’indexation est avant tout pensée comme une interaction sociale, les usagers de la plateforme sont aussi invités à proposer l’agrégation de billets ou sites qu’ils et elles ont identifiés. Enfin, un billet de synthèse est publié chaque semaine sur le blog du projet. Dans celui-ci, chaque membre du comité éditorial y présente brièvement les trois meilleurs contenus de la semaine.

Le site web permet ainsi de rendre compte d’une écriture de l’histoire de moins en moins logoscentrée et de plus en plus intermédiaire, c’est-à-dire écrite et visuelle, parlée et sonore, interactive et collaborative. Euchronie est ainsi un outil créé par et pour des spécialistes, tout autant qu’un point d’entrée pour les passionnés du passé.

En phase de développement, le projet dispose d’un financement assuré par plusieurs laboratoires de recherche en histoire et information-communication. Au 1er novembre 2015, son comité éditorial se compose de 19 membres seniors et juniors en France, Suisse et Canada, tandis que la première version de son corpus agrège 100 références, tant au format textuel que vidéo et audio. La mise en ligne du site est prévu pour l’année 2016 et sera donc visualisable lors du colloque. Un blog Hypotheses regroupe l’ensemble des informations relatives au projet.


Notes

1 Notes historiographiques, synthèses méthodologiques, premières versions d’articles en cours de rédaction, hypothèses d’un chapitre de thèse encore à écrire, analyses d’archives en ligne, tutoriels concernant de nouveaux outils, expression de doutes épistémologiques, recensions d’ouvrages récents ou de classiques, analyses de productions filmiques ou multimédias, prises de position dans l’espace public, micro-essais d’ego histoire, vidéos, podcasts audio…

2 Doctorant.e.s aussi bien que professeur.e.s d’université, enseignant.e.s du secondaire, amateurs et amatrices éclairé.e.s faisant usage des méthodes de la discipline.
Commens Digital Companion to Charles S. Peirce

João Queiroz
queirozj@gmail.com
Federal University of Juiz de Fora

Mats Bergman
mats.bergman@helsinki.fi
University of Helsinki

Sami Paavola
sami.paavola@helsinki.fi
University of Helsinki

Background

The Commens Digital Companion (http://www.commens.org) was born in 2012-13, when the Helsinki-based Commens site, designed by Mats Bergman and Sami Paavola, merged with the Brazilian Digital Encyclopedia of Charles S. Peirce, founded by João Queiroz. The new international Companion brought together two established on-line resources of Peirce research – the Commens Dictionary and the Digital Encyclopedia – and added new tools, such as the news service and the bibliography.

The Original Commens

Commens was originally developed as a Finnish Peirce studies website by Mats Bergman and Sami Paavola. It functioned as the virtual home for the Helsinki Metaphysical Club, and offered resources for students and researchers in both Finnish and English. The original Commens was opened in February, 2001. In 2003, Bergman and Paavola introduced the Commens Dictionary of Peirce’s Terms, a dictionary of Peircean terminology built from original Peirce quotes. The Dictionary proved to be the most successful part of Commens; together with the Digital Encyclopedia, the Dictionary forms the backbone of the new Digital Companion. More than 700 quotes were transferred from the old Dictionary to the new platform.

Why “Commens”? Why a “Digital Companion”?

Peirce introduced the concept of the “commens” or “commind” in his correspondence with Victoria Lady Welby in 1906. Although a rare and partly obscure neologism, the term has proven to be both suggestive and useful. When Bergman and Paavola created the original Commens, their goal was a web site that would serve as an enabler of scholarly communication as well as a free resource for researchers and students - and hence “Commens”, a term that suggests community and sharing of knowledge. The new version of Commens has also been developed in this spirit; it moves us several steps closer to the original aim by providing new possibilities for user input and collaboration.

In addition to evoking the original Digital Encyclopedia created by João Queiroz, the term “Digital Companion” refers to the emphasis on the new forms of publication that Commens provides. Unlike traditional, printed companion volumes, Commens grows and evolves through user input.

Primary Contents

News

Commens collects news pertaining to Peirce studies and closely related fields. The news are divided into categories, such as “academic meetings”, “calls for papers”, and “publications”. An archive of all news items is provided on the news page. In addition, news with a set date, such as meetings and deadlines, are listed in the “Upcoming Events and Deadlines” sidebar block on the news page and the front page as well as the Commens calendar. All registered members may add news to Commens, as long as the entries relate to Peirce studies in some manner. All news items are supervised by the site editors, who have the right to remove any inappropriate entries.

Dictionary

The Commens Dictionary consists of original quotations, in which Peirce defines or characterises his technical terms. This collection of quotes does not lay claim to completeness; the dictionary aims to offer representative samples of Peirce’s terminological definitions. It is intended to serve as an aid for researchers and students. All quotes are associated with sources (such as manuscripts or journal articles) added to the bibliography. Only editors and contributors may add and edit the contents; but all registered users may add comments (such as suggestions for new quotes and corrections). The comments are monitored by the site editors, who have the right to remove any inappropriate comments.

Encyclopedia

The Commens Encyclopedia contains original research articles related to different aspects of the philosophy and life of Peirce. The articles are peer reviewed according to academic standards.

Bibliography

The Commens Bibliography is an open-ended biographical database that contains both primary and secondary Peirce research sources. The bibliography provides the source references for the Commens Dictionary. All registered users can add records to the bibliography as long...
as the entries relate to Peirce studies in some manner. The bibliography is supervised by the site editors, who have the right to remove any inappropriate entries.
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The aim of the poster is to present a digital edition of the *Excerpta Constantiniana* (Excerpta further on), a Byzantine encyclopaedia written in Ancient Greek in Constantinople in the 10th century (edited by de Boor, 1903, 1905; Büttner-Wobst, 1906; Boissevain, 1906; Roos, 1910).

The underlying research project belongs to the field of Classical and Byzantine Philology and is devoted to the edition of an important historiographical source. The goal of this poster is interdisciplinary: it aims to define the role of the editor and the concept of the presentation of a historical source in the digital environment.

The Excerpta was planned as a large-scale encyclopaedia in multiple volumes. It consists of several thousand separate extracts (excerpts) that were taken from about three dozens of Ancient Greek and Byzantine historiographical works. The extant parts of the Excerpta contain about 560 000 words (it is believed that almost tenfold is lost). We possess two original manuscripts of the Excerpta (each of the two for a different volume of Excerpta) that distinguish themselves through a remarkable mise-en-page: for the purpose of navigation in the content several hundred notes and pictograms have been placed on the margins of the manuscript (see image 2).

The digital edition of the whole work is in the preparatory phase; a section from the Excerpta have been edited exemplary, to be more precise, 24 pages (about 9 000 words) from the original manuscript *Vaticanus graecus 73*. The manuscript itself is a palimpsest. The text of the Excerpta has been washed off in the 14th century and overwritten, leading to a limited legibility of the original text (see image 1). Standard solution in such a case would be to publish the facsimile of the manuscript and to prepare a historical-critical edition of the text. However, the publication of such a damaged text proved itself to be of little value for the reader not versed in deciphering palimpsests. Moreover, the traditional layout of a historical-critical edition is not suitable for displaying the Excerpta. The biggest challenge here is a faithful reproduction of the notes and pictograms on the margins that are important for the understanding of the text.

The mise-en-page of the Excerpta was pivotal for the development of the concept of this digital edition. A pluralistic approach to the text was taken as a basis. The goal was to ensure the presentation of the text in multiple views (displaying perspectives), most important of which were the document-focused and the text-focused perspectives (cf. Pierazzo and Stroke, 2011; Rehbein and Gabler, 2013; Muñoz and Viglianti, 2015). In doing so three main views were chosen: (i) a digital reconstruction of the manuscript (topographical view), (ii) a diplomatic transcription (document-focused view), and (iii) a normalized, historical-critical version of the text (text-focused view).

- **Topographical view**: The topographical view includes the digital reproduction of the original as a two-dimensional, detailed representation of the surface. In other words, it means that the earlier text of the manuscript, significantly enlarged, has been digitally replenished with stylus on the touchscreen (see image 1 and 2). To my knowledge this method has not been used in the reconstruction of the palimpsests before and therefore represents a novel way of displaying original texts. Its uniqueness lies in the combination of human expertise and the current technical possibilities.

- **Document-focused view**: In this view, the text is reproduced as true to the original as possible. The design of the original is visualized, especially the layout of the text and the navigation elements in it (see images 2 and 3). Wherever possible, the original orthography is reproduced. Nevertheless it is also possible to switch to the normalized orthography within the same view. The reader can therefore choose between modern and medieval punctuation, between the spelling containing original abbreviations, or expanded text, etc.

- **Text-focused view** (see image 4): This view has the layout of a modern edition, the orthography is largely normalized. An option is provided to highlight different types of content, such as quotations, places, personal names, peoples, etc.

Technically the concept of the edition is implemented as follows. The topographical view is produced as images. The transcription of the original text for the document- and text-focused views is made according to the TEI/XML standards. Phenomena encoded with tags are divided into larger blocks. The main blocks are:
- Physical condition of the manuscript and physical structure of the text: physical damage of the manuscript, legibility of the text, page and line division at the locations where they are not connected with the logical structure of the text (see below);
- Logical structure of the text, as well as all the elements of the layout, which support navigation in the text: units such as volumes, chapters, excerpts; elements of the design that refer to this classification (e.g. larger spaces in text intentionally left blank); pictograms and marginal notes;
- Orthography of the manuscript: original punctuation, accentuation, abbreviations and ligatures;
- Normalized orthography: modern punctuation, word boundaries (missing in the manuscript), uppercase and lowercase letters according to modern standards;
- Contents of the text: quotes, names, places, peoples, and other items.

The web presentation is created on the basis of XSLT. The transformation of separate blocks of tags is modeled for each view individually. The final presentation is styled with Cascading Style Sheets (CSS). It is planned to publish the edition online by mid-2016.

**Bibliography**


Mapping Imagined and Experienced Places: An Exploration of the Geography of Willa Cather’s Writing

Emily J. Rau  
emilyjanerau@gmail.com  
University of Nebraska-Lincoln, United States of America

Gabi Kirilloff  
gkirilloff@gmail.com  
University of Nebraska-Lincoln, United States of America

Introduction

The American novelist, Willa Cather, was an extensive traveler whose experience of and attachment to places greatly influenced her writing. As an author whose novels are traditionally regarded as depicting fictional versions of real places, Cather's novels are particularly suited for an examination of the artistic relationship between real and imagined places. The effects that geography had on Cather's work are demonstrated not only by her fiction, but also by her recently published letters, many of which include vivid descriptions of geographic places. This project explores the relationships between real places and those depicted in Cather's writing by creating a series of digital, interactive maps. Using both text analysis and digitally cartographic tools, we examine the differences between Cather's first-hand experience of place and her mental conception of place.

Methodologies

Our project employs two distinct approaches in order to gain a better understanding of the representations of place in Cather's works; the first approach is concerned with Cather's references to real locations and the second explores fictional places. We created digital maps using ArcGIS, a geographic information system designed to capture and analyze geographical data. The first series of maps we created examine place on a global scale. They provide readers and scholars with a visual representation of the places Cather lived in and traveled to, the places she wrote about in 200 of her letters, and the places she references in her novel *My Ántonia*. In order to create these maps, we first had to extract spatial data from the correspondence and *My Ántonia*, which we accomplished by using preexisting information encoded in the Willa Cather Archive's XML and by using the Stanford Named Entity Recognizer.

The second series of maps examine space on a more intimate scale. These maps compare Cather's fictional depictions of the town of Red Cloud Nebraska with the geographic layout of the town at the time Cather experienced it in the late 19th century. In this project, we used ArcGIS to create a map of Red Cloud, NE, circa 1890, based on data provided by the Webster County Assessor's Office and historic information gathered from the Nebraska State Historical Society. The map is interactive, so that each location includes historical information and a photo, when available. From this historic and geographic data, we constructed interpretive maps of two fictional versions of Red Cloud found in Cather's fiction: Black Hawk of *My Ántonia* (1918) and Sweet Water of *A Lost Lady* (1923).

Results

The maps we created helped us to expose Cather's engagement with real space, highlighting moments when she departs from mappable, physical space into the realm of imagination. Further, by uncovering these intricacies and depicting them in maps, readers can perform interpretive work concerning Cather's production of fictional space. The world map of *My Ántonia* indicates that cities within Nebraska are mentioned frequently, as are Eastern European countries. This result makes sense since the novel centers on Eastern European immigrants living in Nebraska. However, more granular Eastern European locations, such as specific cities, do not appear in the novel. Surprisingly, the majority of European cities mentioned are in Italy. This suggests a correlation between Cather's personal experience and the places she writes about, as she visited Italy, but never visited Eastern Europe. Similarly, the local map of *My Ántonia* highlights Cather's reliance on personal experience, as it correlates closely to the historic map of Red Cloud. Scholars have often emphasized that Cather based Jim Burden's home on her grandparents' house, in the northwest part of town. However, the map of the novel reveals that Jim's home is beside the Harlings' house in the southwest part of town, which is the location of Cather's childhood home. In the novel, Cather transplants the internal details of her grandparents' home into the location of her childhood home.

Future Work

The eventual goal of this project is to incorporate all of Cather's letters and novels into our maps and to create additional maps of Cather's other fictional depictions of real places. Expanding the texts used would provide a more nuanced picture of the places Cather writes about. In addition, including more texts will allow users to better query the data, asking questions such as, which of Cather's novels include the most references to places she experienced first-hand? Do Cather's fictional depictions of Pittsburgh and New York align as closely with reality as her re-imaginations of historic Red Cloud? Creating additional maps will allow for an exploration of the ways in which Cather's frame of spatial reference shifts among these works.
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Motivation

“Citation is the core of scholarship” Neel Smith and Chris Blackwell state in their paper on the CTS/CITE Architecture (Smith et al., 2012). A citation like “Athenaeus, Deipnosophists, edition of Kaibel (1887), book 1, chapter 3” can refer to only one string of Greek words and it is valid for every printed copy of Kaibel’s edition. Such a citation identifies an object of study uniquely, and it is “independent of any implementing technology”. But such a citation scheme is hardly machine readable, and the digital processing of citations becomes more and more important in the humanities. To support this task, the CITE Architecture was designed. Adopting the international standard of URNs 2, unique, complete and machine readable scholarly citations, so called CTS URNs can be generated.

Figure 1: Screenshot of CTRaCE showing the CTS URN greekLit:tlg0008.tlg001.perseus_grc3:1.3:

Although the CITE Architecture is a substantial basis, it does not provide an interface to intuitively make this capability accessible to humanities scholars. This paper aims to fill this gap. We designed the web-based application CTRaCE that first of all allows the browsing and reading of texts provided in the corresponding canonical format. With basic interaction functionality, CTRaCE supports easy creation of a digital citation of an arbitrary text passage as a CTS URN. As it can also be used to resolve existent CTS URNs, CTRaCE fulfills the major requirements for the processing of manually generated digital citations necessary for digital scholarship.

Technical Basis

CTRaCE is based on Canonical Text Services (CTS), which – part of the CITE architecture – addresses two fundamental needs in digital scholarship: (1) the citation of textual units, and (2) their retrieval. To accomplish the transition between classical and digital citations, CTS use Uniform Resource Names (URNs). The top-level structure of a CTS URN 3 has the following format:

```cts:urn:namespace:work:passage```

As URNs are organized hierarchically from left to right, each component increases the precision of the corresponding reference. The namespace component is the top level division of the system. As we use the Perseus Digital Library 4 as demonstration corpus, one of the namespaces is “greekLit”, which identifies works in ancient Greek that are preserved through manuscript tradition (Smith et al., 2012). The work component specifies the document the URN refers to. It is divided into textgroup.work.version.exemplar from which the last two parts are optional. For example, the URN

```cts:urn:greekLit:tlg0008.tlg001.perseus_grc3:```

refers to Kaibel’s edition of “Deipnosophists” (tlg001), located in the textgroup that contains works by Athenaeus (tlg008). Generating a URN representation for each text, the CTS architecture organizes the whole corpus in the form of a tree with inner nodes representing the hierarchical structure among the texts, which are the leaf nodes of the tree.

Each individual text further has a canonical citation scheme assigned. As the hierarchy of texts varies depending on genre – a play might be arranged by acts and scenes while a poem uses verses –, this scheme is flexibly designed. Additionally, the URN can be further refined with the passage component that specifies a continuous part of the text – even on character granularity if necessary.

```cts:urn:greekLit:tlg0008.tlg001.perseus_grc3:1.2@καὶ```

refers to the “Deipnosophists” part that ranges from the second occurrence of the string “καὶ” in the second chapter of the first book until the first occurrence of “δρ” in the third chapter.

Figure 2 displays an overview of our CTS based architecture. Though the scalable CTS implementation (Tiepmar
et al., 2014) we use as server infrastructure supports any text in Unicode, we built our application with the idea to operate with texts in TEI 5 format that often include styling markup, which can be used for visualization purposes. CTRaCE is a client side web application communicating with the CTS server using the CTS protocol 6. In the following section, we explain the design and the functionality of CTRaCE in detail.

**User Interface**

The CTS architecture is a robust basis for digital citations, but due to its technical nature, tools need to be built upon the architecture to leverage its functionality in an intuitive way to humanities scholars. We present CTRaCE for that purpose, an example screenshot is shown in Figure 1. It focuses on supporting the following three tasks:

- browsing and reading texts in the CTS system
- creating and exporting citations using CTS URNs
- resolving CTS URNs by visualizing the cited text and its surrounding context

CTRaCE is designed to display the content of a single URN, always shown as parameter in the address bar of the internet browser. Everything related to the citation this URN points to is drawn with a white background in three view components, which we explain below.

The **navigation component** shown in Figure 3 is placed in the header section of the user interface and can be used to browse through all available documents. It is derived from the ontology of the CTS system described above. Each row represents one level of the URN parts that identify a text. If appropriate metadata such as authors or titles are available, we display these labels instead of URN identifiers as fallback. Each text in this tree can be selected via mouse click for close reading.

CTRaCE displays texts as one continuous scrollable block, which for optimal performance is loaded in chunks. To the left of the text, we implemented a **distant view component** showing the citation structure in relation to the visible portion of the text. We therefore adopt a visualization method called Icicle Plot (Kruskal et al, 1983) that shows hierarchical relations in a compact way. Figure 4 shows a screenshot of this view. The underlying text uses a three level hierarchy to create a citation: book, chapter and section. Each gray-bordered rectangle in the view represents a node within the citation structure. The leftmost rectangle labeled with the URN of the document represents the root. Inside each node’s rectangle, we provide information about their direct children regarding the citation tree. Since the document contains eight books, the same number of alternating shaded rectangles is drawn inside the root node. We provide quick navigation through the document using mouse clicks on these inner rectangles. Depending on the document position, the corresponding citation nodes are drawn in the remaining columns with the leaf nodes aligned to the text. As the text shown in Figure 4 is only part of the first chapter, there is only one node rectangle in the second column. Additionally, the white rectangles depict which part of a node is defined by the current URN, and the blue rectangles represent the visible portion of a node.

The text of the document is shown in the **text reader component** in main area of the screen. As the text chunks are loaded from the server, they are transformed into HTML code. So far we implemented two rendering methods as shown in Figure 5. The XML view mode displays the text including its markup in a syntax highlighted, indented fashion. The Styled view mode only displays the text using the markup information to style it appropriately. For example, `<head>` tags will be rendered bold, `<note>` tags indented, etc. The user can switch between both modes while viewing the document.

When generating a new digital citation with our application, basically the current URN is changed. There are two possibilities to do so. First, the scholar can click on one of the labels of the nodes in the distant view component. This selects the corresponding entire citation node.
Second, the user can mark the desired text passage in the text reader component with the mouse, and then click the “Set Citation” button. The updated URN then represents the selected text passage. Finally, a popup dialog helps to export the URN or the text it is referring to. This includes the possibility to generate a link pointing to our web application showing the generated citation.

Figure 5: XML (left) and Styled (right) rendering methods

**Conclusion**

The proposed CTRaCE interface is based on Canonical Text Services in order to provide an online service to generate citations of digital text editions. Such a front-end allows humanities scholars not only to close read texts, but also to identify and retrieve text passages of interest. The interface offers the possibility to generate and export citations of textual works down to the character level. Moreover, CTRaCE is a service that is capable of resolving existent or with CTRaCE generated citations by opening the referenced text passage.

As of now, CTRaCE is a very helpful tool for humanities scholars who want to produce machine readable citations. Future steps in the development of CTRaCE include visualizations of different kinds of annotations on a CTS passage produced by different scholars to facilitate the collaborative work on a shared text of interest.
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The possibilities for widening the spectrum of research questions by adopting new computational methodology seem to be almost unlimited for literary scholars with considerable programming skills. Researchers with little or no such skills, however, have to rely on user-friendly tools. Simple word counts are still among the most common, and admittedly often very useful features used in computational text analysis. Usually, linguistic annotations are needed for using more complex features in the
analysis of style or content of a literary text. For example, a researcher might want to investigate style in terms of syntactic preferences by applying stylometric analysis on part-of-speech tag n-grams, to run topic modelling on specific word types only or to characterize the way an author describes figures by extracting all the adjectives that refer to a named entity. All these examples require of the scholar to first extract linguistic information from the text and use that information to define complex features.

Computer linguists have developed several tools for the various tasks of natural language processing (NLP) that can automatically analyze a digital text and annotate it with such information. In the present spectrum of solutions for NLP tasks, there is a gap between tools for rather simple tasks and full programming frameworks which require significant programming skills. The one end of the spectrum is represented by WebLicht, a web service that allows users to upload and process single files very comfortably. On the other end are GATE, NLTK, BookNLP and the Darmstadt Knowledge Processing Repository (DKPro).

DKPro provides a programming framework in which many such NLP tools can be combined into an analysis pipeline. The pipelining approach is especially useful, often even necessary, when one NLP tool needs the annotations provided by another NLP tool in advance for extracting more complex linguistic features. DKPro thus provides access to tools like sentence splitters, tokenizers, part-of-speech taggers, named-entity recognizers, lemmatizers, morphological analyzers and parsers in many languages.

While making NLP significantly easier by integrating many NLP tools into a single framework, the use of DKPro still requires a substantial knowledge of technologies like UIMA, Java and Maven. To further lower the skill threshold for literary scholars to use complex NLP output in computational text analysis, DARIAH-DE (the German branch of the European project Digital Research Infrastructure for the Arts and Humanities, funded by the German Federal Ministry of Education and Research) developed the DARIAH-DKPro-Wrapper (DDW). The DDW bundles a pipeline with a set of commonly used NLP components into a java program to be executed with a single command. As DKPro in general, the wrapper provides transparent access to a whole set of different NLP tools which are downloaded as needed behind the scenes. Command line options and configuration files allow users a considerable degree of control over the pipeline and its components, giving partial access to DKPro functionality without requiring any programming knowledge. The DDW also solves the problem of different input and output formats of the tools, offering a unified access. Therefore, the DDW positions itself in between the two ends of the aforementioned spectrum: It runs locally, allows for the processing of multiple files and can be configured to a considerable extent to one’s own needs. Whereas the user of classical DKPro is a UIMA programmer, the DDW can be used by anybody who can copy a command into the command line. Nonetheless, the DDW in some cases offers more features than other more advanced solutions, as DKPro supports more tools and languages. It also integrates Stanford NLP and supports the highly efficient Treetagger. A list of components available for both DKPro and the DDW can be found of the DKPro project page.

Furthermore, the DDW stores its output in a tab-separated plain text format inspired by CoNLL2009. The format provides information on paragraph id, sentence id, token id, token, lemma, POS, chunk, morphology, named entity, parsing information and more. This format can be comfortably accessed in common scripting languages for further analysis, i.e. it can be directly read as a dataframe object in R or Python Pandas; it can even be opened in a common datasheet editor like Microsoft Excel.

Scripts connecting the output format to popular text analysis tools like the R package stylo are currently under development. Dariah also prepared some tutorials explaining how to use the wrapper and showing the use of the output format in research in three use cases.

This poster will present the DDW and its file format as a new and comfortable means of providing linguistic annotations, thus significantly lowering the threshold for using complex NLP-based features in computational literary analysis.

Notes
2. https://gate.ac.uk/
6. Not every kind of tool is available in all languages; it depends on the native support of the tools, not on the framework provided by DKPro.
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This presentation introduces Language Landscape (LL) - an online, open access language mapping resource, which adopts a ‘performance-based’ approach to mapping languages.

Language maps play a crucial role in increasing our understanding of the geographical distribution of linguistic groups (Lameli, 2010). Many language maps represent languages either as polygons or points. Each polygon in Figure 1, or point in Figure 2, represents a language of Africa.

Both polygon- and points-based maps represent languages as monolithic entities which have an existence separate from their speakers, cf. the notion of “competence” (Chomsky, 1965). An alternative way to view languages is as “communities of practice” (e.g. Wenger, 1998; Eckert, 2000) - loose associations of individuals who participate in shared social practices.

One way to represent the spread of communities of practice is to map recordings of community members’ performances, because these represent a moment in which speakers participated in a community of practice. Coupled with rich sociolinguistic information about speakers’ backgrounds and repertoires, a map of these performances represents not only all the places in which a language is spoken, but also who speaks it, and which other languages those speakers speak.

We have adopted this performance-based approach to language mapping on our website languagelandscape.org.
The website is designed to enable anyone with an internet connection to create an account and add recordings of their languages to a world map. Other users can then access these recordings by browsing or searching the map. In order to encourage as many contributions as possible, we do not have any specific requirements for the type of data submitted. The metadata categories on the website are based on the International Meta Data Initiative (IMDI) standards and are stored in a relational database.

The language maps available on Language Landscape do not represent languages as polygons or single points, but rather as a series of points which indicate the locations where language recordings were made. The maps on LL are also, in this sense, "point-based", since points are used to represent languages, but crucially these points indicate the locations of performances of a language, rather than the language itself. For example, the map below shows recordings of English added to the website, which may be taken as a proxy for (some of the) locations around the world where English is spoken:

![Figure 3: Language Landscape map of the English language](image)

We believe that given a critical mass of contributors, the website could become a useful tool for a range of potential audiences. Contributions are currently skewed towards places where digital infrastructure is well established. However, technological advances mean that in 5-10 years the network will be available to more people. Resources like our website, which concentrate on promoting audio and video content in minority languages, will play a crucial role in convincing new users that the internet is a useful and valuable tool for communicating remotely.

In order to encourage more contributions, we target students who have expressed an interest in languages through their course choices. We have helped university students in London, Croatia, Germany and Poland to run projects, and have run outreach projects with 12-13 year olds in a school in East London. Promotion of the site on social media has also resulted in members of the public contributing recordings to the site.

We hope that the website will contribute to efforts to increase the number of languages and cultures currently represented on the web. We want to provide a platform where people feel comfortable representing their own language and culture in the way they see fit, rather than feeling compelled to participate in one of the dominant cultural forms which make up so much online content (e.g. Kornai, 2013).
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At the Sussex Humanities Lab we are building collaborations and networks to support and develop new forms of digital humanities. Our vision is to ensure that information scientists, literary theorists, media scholars, designers, practitioners, technologists, philosophers, social scientists and historians collaborate to serve the fundamental roles of humanities research. Sussex Humanities Lab builds on a long standing interdisciplinary culture at Sussex and is developing a programme that considers our digital past and digital futures. This is reflected in our four guiding research strands:

- Digital History and Digital Archives
- Digital Media and Computational Culture
- Digital Lives, Memory and Experience
- Digital Technologies and Digital Performance.

Comprising a team of lecturers, research fellows, PhD students, technicians, and senior faculty, we are interested in developing new research areas across our multi-disciplinary team. Each strand reflects the seed initiatives of the Lab and are a starting point for our research journey. We are dedicated to developing and expanding research into how digital technologies are shaping our culture and society, as well as the way we go about our research. To this end we are developing a number of research projects, grants and network bids. Examples of our current research include:

- **Playing Tag: Identifying Emotion in Oral History Collections**: Although large collections of video and audio files recording oral history testimony have been collected, archived, and aggregated in digital formats, the way we use these files remains largely analogue: We sit and listen and watch them. Research methods from other fields have great potential for the automatic analyses of emotions from postural movements and vocal inflections. By bringing together scholars from the field of oral history and the histories of emotion, social scientists using interview methodologies, sonic and video studies, corpus linguistics, and linguistic anthropology, this research lays the foundations for a new approach to the analyses of oral history collections.

- **Automation Anxiety**: This research explores methods by which the humanities might evaluate contemporary cultural anxiety about automation. From self-driving cars, through high-frequency trading to military drones and organised swarms of shelf-stacking robots, our era is marked by a fascination with a fresh wave of automation technology. This new “rise of the machines” is characterised by the replacement of human decision making with reliance on algorithms, machine learning and other computational techniques whose fitness for purpose cannot be clearly understood by those whose lives they affect (Carr, 2014). The focus of this research is on the cultural anxiety associated with these new technologies and we seek to develop methods, approaches and tools that might be used to analyse and understand it. The question of method is particularly pertinent given that the humanities are themselves being automated. Indeed the debates around digital humanities reproduce much of the anxiety around automation itself. This research addresses the way in which, to paraphrase Ruppert, Law and Savage (2013), automation is increasingly both the material of culture and the apparatus for knowing that culture.

- **Sonic Ecologies and Socialities**: This research brings together new understandings of how we sensorially engage with sound across digitally mediated bodies and computational environments. Our research is inspired by an eclectic range of perspectives, from performance studies and musicology (Coyne, 2010) to neuroscience, philosophy, sensory ethnography and digital aesthetics (Back 2007; Bidelman and Krishnan, 2009; Fazi and Fuller forthcoming). Common concerns amongst these perspectives are: (1) new modes of sensory perception, the sonic mediation of experience, and the possibility of algorithmically addressing such modes and mediations, (2) the augmentation of bodies and sensory methods for tracing and capturing soundscapes, and (3) new performative and compositional methods for creating and curating soundscapes that incite alternative politics of sensing.

Other activities of the Lab include: visiting fellows scheme, workshops and seminar series.
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This poster presents the public version of the Textual Communities scholarly editing environment, describing its underlying principles, its innovative structure, and its functionality. It updates the presentation of Textual Communities given as a poster at DH 2013 in Lincoln, Nebraska.

Study of literary works that exist in many different forms is one of the most important and difficult tasks in the humanities. The number of forms a work may have—eighty-four fifteenth-century manuscripts and printed texts of Chaucer’s Canterbury Tales, more than eight hundred manuscripts of Dante’s Commedia, and five thousand manuscripts of the Greek New Testament— is both testimony to their significance and a challenge to scholars. In order to understand these texts and how they relate, we have to discover as much as we can of how they came to be written and disseminated. Only then can we seek to establish how they might best be read and prepare texts (in the form of scholarly editions) for scholars to use. The work of building archives of primary materials for this work is daunting and prohibitive in the old lone scholar method. Many large editing projects have opted for a team approach, exploring the possibilities of crowd-sourcing for processing large amounts of textual data. The challenge is to coordinate this work in a way that produces high-quality, useful results. The Textual Communities workspace enables every aspect of the scholarly process: defining, transcribing, and linking textual materials for a digital archive or edition; collating the witnesses and adjusting the collation for optimal scholarly use; analyzing the results of the collation to create an understanding of the relations among the manuscripts; and for marshaling and managing a community of participants with an array of community building tools.

There are many editorial tools under development and a few that are already functional. There are two defining features that make Textual Communities different from the rest: its integrated participant and document management systems, and its mapping of fundamental document-entity structure. These features correspond to two underlying principles: that the work of amassing large corpora of textual materials is best accomplished by a well-managed community of interested participants from within, but also potentially from outside the academy; and that for the resulting materials to be useful, their relationships must be clearly articulated.

As its name suggests, Textual Communities is designed for gathering and organizing multiple participants around a common editorial project. It supports a wide range of relational structures, from a carefully crafted team to ad hoc community built on crowd-sourcing. Crucially, it enables definition of roles in the project with varying degrees of access to project materials and of authority to do the work of processing these materials, and oversight over other participants. It is also built on an ontology of text, document and communicative act to identify and relate the produced transcriptions (“texts”), the exemplars they derived from (“documents,” usually in the form of a digital image of a particular witness), and the intellectual construct they instantiate (the communicative act or “work,” or our preferred term, “entity”). Thus anyone interested in John Donne’s poem “The Good Morrow” will find various “texts” (transcriptions) of this work as found in the extant “documents” (the poem as it is found in each of the manuscripts and printed books that contain it).

Textual Communities itself enables uploading of digital images of primary and linkage of these images with a transcription space. The user supplies information for each document, which defines the text that is to be transcribed and its relationship to the source document and entity. The user also defines the structure of the document, which is rendered behind the visible transcription in TEI conformant XML. The transcription area, which is automatically linked to the source image, can also support any XML markup that is desired or required for intelligent transcription of the source document. The collation area (based on CollateX) offers full regularization and editing facilities, to enable creation of optimal collations for scholarly use.

This open-source tool is available free of charge for use and adaptation by anyone anywhere. Development of this tool is funded by a generous grant from the Canadian Foundation for Innovation with the support of the Digital Research Centre at the University of Saskatchewan.

This poster will be accompanied by a live demonstration of the editorial workspace.
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Our proposal aims to display the analysis techniques, methodologies as well as the most relevant results expected within the Exhibitium project framework (http://www.exhibitium.com). Awarded by the BBVA Foundation, the Exhibitium project is being developed by an international consortium of several research groups [1]. Its main purpose is to build a comprehensive and structured data repository about temporary art exhibitions, captured from the web, to make them useful and reusable in various domains through open and interoperable data systems.

The Exhibitium project aims to face the new challenges posed by the data-driven society respect to the production, management, use and distribution of digital cultural content. Specifically, the question that we want to respond is: how to take advantages of the universe of data related to cultural activity distributed through the Internet to generate value at very different levels (academic research, new critical narratives, cultural management, economic development, processes of social and cultural transformation, etc.)? Accordingly, multivalency, as a key notion of the new knowledge economy (Roney et al., 2012), is the guiding axis of the Exhibitium project.

To think on a precise working prototype, we have adopted as a central object of our research the art exhibitions that regularly held galleries, museums and art centers, since they produce a very large and heterogeneous set of data that can potentially be captured by means of web mining strategies.

For that, we have developed a technology infrastructure, which has been implemented in two dimensions:

a) A computing prototype consists of two modules operating in a complementary manner: Beagle, an automated data capture system which extracts information about art exhibitions from any web source; and ExpoFinder, a system for collecting and enhancing the information captured by Beagle (http://www.expofinder.es).

b. An aggregate of three data analysis and visualization platforms (SylvaDB, Techne Coword © and Geowave), which connect with the Beagle-ExpoFinder system using an automated export application [2]. (See in figure 1 a simplified diagram of the system).

As regards the theoretical framework, Exhibitium faces the phenomenon of art exhibitions according to the actor-network theory (ANT) developed by Bruno Latour (2007),
that is say, as complex cultural phenomena resulting from of a series of relationships established between heterogeneous human and no human actors -artists, curators, exhibition centers, funding agencies, publishing companies, artistic movements, artistic themes, etc.- that constitute dynamic networks among them. The application of the actor-network theory to the field of art exhibitions raises an interesting perspective, since the emphasis, rather than on the exhibitions themselves, is placed on the «mediation» processes (production, distribution, reception, etc.) as part of a social system in which the power relations that characterize the cultural institutions are unveiled.

Consequently, the Exhibitium project aligns with the growing research field oriented to explore complex networks in art and humanities (Schich, 2014). Particularly, we are using two types of methodologies.

a) Network analysis strategies through a graph database (SylvaDB) that we have structured according to an ontology specifically developed for the project (see figure 2).

b) KDD (Knowledge Discovery in Databases) techniques, specially the co-word analysis strategy (He, 1999) [3], which are mainly oriented to the discovery of implicit knowledge in large repositories of structured data (Echevarría and González, 2009; Rodríguez Ortega et al, 2015).

Through these analyses we are getting a set of graphs that is allowing us to discover correlations between certain artists, centers, curators, financing institutions, themes and geo-spatial contexts. Note that the configuration of clusters of this nature, understood as network of strong relationships established between their nodes, can be read as power structures operant in a certain domain.

The conceptual and methodological differences existing between the co-word analysis strategy, which extracts the actors and their relationships directly from the data processing, and the network analysis strategy, based on a scheme previously established (ontology) that derives from our direct observation of the real world, it is allowing us to make interesting comparisons between how we understand the domain “art exhibitions” and what (implicit) structure emerges naturally from the processing of the keywords associated to this field.

Along with this knowledge -key to develop new critical narratives-, the discovery of certain patterns is also providing a prospective knowledge about possible and future trends in the field of temporary art exhibitions, which can be strategically used by exhibition centers or other stakeholders (tourism companies, entertainment industries, etc.) in their decision-making processes.

In addition, these methods of analysis are allowing us to investigate the peripheries that are also associated to the field of art exhibitions as a result of the prevalence of some institutions which centralize the flow of public among other things due to their media impact capacity. To facilitate the social visibility of those initiatives usually unknown we are proceeding to integrate the Exhibitium data in the Geowave system, a georeferenced platform to manage cultural content.

**Notes**

1 They are: iArtHis_Lab (http://www.iarthislab.es) and Khaos (http://khaos.uma.es) at the University of Málaga; Techne, ingeniería del conocimiento y del producto (http://www. agnar.es/~tep028/quienes_somos_es.php) at the University of Granada; and CulturePlex at the University of Western Ontario (http://www.cultureplex.ca).

2 Since the nature of this text does not allow us to provide a detailed explanation of such system, we suggest to see the site http://admin.expofinder.es/test/xmlrpc/ [Viewed: 28/10/2015].

3 The co-word strategy is based on a basic principle: all actors in a network, regardless of their nature, can be represented by words or descriptors (actually, this is how the data are represented mostly in bibliographic repositories). Natural relations of co-occurrence of words in data repositories form a network that can be analyzed and mapped. The words that co-occur more frequently form clusters that can be analyzed as networks with strong links; at the same time, it is possible to analyze how these networks change throughout different periods of times or geo-spatial contexts. For example, we can analyze how the network generated by an artist (i.e., Picasso) changes according to the geographical provenance of the data (exhibitions in Spain, Europe, USA, Latin America, etc.).
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In the last few years, several of the bodies that govern higher education and research in Switzerland – the swissuniversities council, the Swiss National Science Foundation (SNF), and the Swiss Academy of Humanities and Social Sciences (SAGW) – have placed an increasing focus on the importance of appropriate and sustainable handling research data, and in particular research data in the humanities. As ever more research in the humanities includes collections of digital data, these Swiss bodies are putting a significant investment into building an infrastructure capable of maintaining it. Against this background, the SNF has begun to focus in particular on the scholarly text edition; beginning in 2017, all SNF-funded edition projects are expected to be digital and to contain some strategy for long-term preservation (Swiss National Science Foundation, 2015). One of the purposes of the SNF-funded project “The Chronicle of Matthew of Edessa Online” is to experiment with forms of digital critical edition of texts that can be preserved and maintained in the long term.

The Chronicle is an Armenian-language historical work, written in the early 12th century, covering nearly two centuries’ worth of the history of the medieval Near East, up to and including the establishment of the Crusader County of Edessa. The text survives in at least 35 manuscript copies, all from 1590 or later. Digital methods have been used since the beginning of the edition work in 2008; this includes full transcriptions of the individual manuscripts in a TEI-compatible markup system, automatic collation of the textual variants, computer-assisted stemmatic analysis, and systematic editorial analysis of the variant texts (Andrews, 2009). Since the work began, however, there has been significant progress in thought about how to represent textual variants in digital space, most particularly with the adoption of the variant graph (Andrews, 2014; Dekker, Hulle, Middell, Neyt, and Zundert, 2014; Jänicke, Geßner, Büchler, and Scheuermann, 2014; Schmidt and Colomb, 2009).

In this poster session we will demonstrate the ways in which, beginning with the variant graph concept, we are implementing all aspects of the edition in a graph database model – the textual collation itself, analysis of the manuscripts and stemmata, the identification of events, timelines, persons, and places that normally occupies much of the commentary of the edition, and the annotations that together with these identifications will comprise the full commentary. Since it is a graph, the data becomes straightforward to transform directly into the Resource Description Framework (RDF) required for compatibility with the SALSAH database provided by the SAGW-funded Data and Service Centre for the Humanities, which is the nascent repository for all humanities research data within Switzerland and guarantees long-term API-addressable accessibility to the data itself (Rosenthaler, Fornaro, and Clivaz, 2014). Moreover, in the construction of the graph model we draw upon relevant sets of standards and tools, such as the TEI Guidelines (http://www.tei-c.org/) for description of the textual features, CIDOC-CRM (http://www.cidoc-crm.org/) to express information about the documents as objects and for notations of time and place in a manner suitable to use with tools such as Topotime (Grossner and Meeks, 2014). We are also participating in the DARIAH-DE Working Group on Digital Annotations in order to ensure that our working methods are methodologically and practically compatible with best practice in humanities research.

The result of the project will be a digital edition whose constructed text, scholarly commentary, and individual manuscript witnesses will be fully accessible through a machine-queryable API. The web user interface will be built entirely on this API; in that way, no intellectual content will be embedded in the interface, only to be eventually lost when or if the interface disappears. The manuscript texts and a version of the edition itself will be available to download in TEI and ePub formats, for print consumption, archiving, or further offline analysis.
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I. Introduction

This research aims at supporting categorization of ukiyo-e (Japanese woodblock prints) by developing an original, data-visualization system. As a part of the system development, this case study focuses on the prints’ visual features—how the system can help analyzing them by simulating the analytical process. Our investigation of the ukiyo-e research’s process helps us identifying what the researchers actually need to know and how to deal with it.

II. Research process

For developing the system, we take an example of pictorial theme of “Otohime,” who is these days explained as a mythical princess, living in Ryugu or the Dragon Palace at the bottom of the sea. Princess Otohime or comparable others related to the Dragon Palace have appeared in many stories with versions and variants through history, whose prolificness their ukiyo-e imagery reflect. Thus, we need to pay our attention to this kind of pictorial themes’ extensibility in intertextuality, or in this case, inter-imagery, by which one image refers to, exploits, or recycles another. For comparing and analyzing the heroine’s visual features thoroughly, the following 9 visual features of hers are chosen as indexes: 1. headdress; 2. hairstyle; 3. frills; 4. scarf; 5. Chinese fan; 6. Chinese-style clothes; 7. collar; 8. apron; and 9. Urashima. Checking the indexes leads researchers to understand the degree of similarity in different ukiyo-e prints, and generate hypotheses about what kinds of factors affect specific ukiyo-e production as well as historical changes in Otohime’s overall imagery.

III. System development

Recently, data visualization, both its technology applicable for many fields and methodology, has been systematically developed (Mazza and Berre, 2007; Tufte, 1983). In order to pursue the above-mentioned purpose, we are developing the SALOMONIS system (Fig.1) which can load an ukiyo-e dataset encoded in JSON (JavaScript Object Notation) format. The following list shows how SALOMONIS visualizes the data.

Fig. 1. Layout chart of SALOMONIS
As mentioned above, a line indicates a record, and each record includes columns that correspond to indexes. Our system visualizes columns as dots, plotted on the line. Each color of the dots indicates different value of the column.

In the case of the Otohime dataset, it has 41 records and 11 columns with 9 visual features and the print’s production year and keyword. Therefore, 41 lines are arranged, each of which has 11 dots (Fig. 3).

**C. Interactive function**

As each line is linked to an ukiyo-e print, when the user puts the mouse cursor on a certain line, a chart appears with its corresponding ukiyo-e’s 9 visual features plus its production year and keyword, mentioned on the above (Fig. 4). Using this interactive function, the user can compare ukiyo-e in a speedy and accurate manner.

**D. Similarity-screening function**

When the user chooses one ukiyo-e as a reference point, then pushing the “Play” button, the system starts automatically screening how the other ukiyo-e are similar or not to the chosen one. Depending upon the degree of the similarity, lines of the ukiyo-e appear highlighted with colors. For example, when one ukiyo-e shares 80 percent or more similarity with the chosen one in terms of the visual features, the line appears in orange. In the case of 60 percent or more, green; 40 percent or more, yellow; and 20 percent or more, red (Fig. 5).

**E. Visual Sort function**

Furthermore, this system has visual sort function. Using this, all records are sorted based on the similarity in a radial manner.
IV. Discussion

The system proved its efficiency as it not only saved the time for the analyses but also suggests new ways to think about the prints. Right now, however, we are still in the developing stage, planning to test the system by applying it for more cases.
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Das von der Deutschen Forschungsgemeinschaft (DFG) geförderte Projekt eComparatio wird seit 2014 als Kooperationsprojekt des Lehrstuhls für Alte Geschichte der Universität Leipzig und des ICE (Interdisciplinary Center of E-Humanities in History and Social Sciences/ Forschungsstelle am Max-Weber-Kolleg für kultur- und sozialwissenschaftliche Studien an der Universität Erfurt) entwickelt. Das Kernstück der Anwendung ist ein Modul zum Vergleich von Textausgaben, das auch die Erstellung eines Variantenapparates für digitale Editionen antiker Autoren ermöglicht. Die Zahl der Vergleichstexte ist beliebig, ebenso das EingabefORMAT (TXT, HTML, XML, JSON, PDF). Die Anwendung wird frei skalierbar sein, so dass der Umfang der zu vergleichenden Texte nicht beschränkt ist. Das Ergebnis (Kollationierung) soll in Form von Listen als Apparat (positiver oder negativer Apparat) oder auch in beliebiger anderer Form ausgegeben werden können. In einem weiteren Modul ist für Autorenreferenzen bei der
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Introduction

In this paper, we describe computer-aided authorship testing on the Middle High German (MHG) text Apollonius von Tyrland written by Heinrich von Neustadt (HvN) in the late 13th century. Being based on a Latin original, HvN is suspected to incorporate other sources into the translation. We investigate assumptions regarding a segmentation of this text into parts supposedly tracking back to different sources. Our objective is it to provide a) clarification on the validity of this segmentation and b) on features that show the difference in origin of the segments. In particular, we distinguish between features related to content and to style.

Contents and Style

Comparing frequency distributions over frequent words has been established as a state of the art method for contrasting style across different literary texts (cf. Eder et al. (2013)). Quite recently, (Herrmann et al., 2015) proposed to define style as a property constituted by “formal features which can be observed quantitatively or qualitatively” (p. 44). An important aspect of it is that style has to be based on observable features.

We propose to make a clear cut between content and style: To measure stylistic differences, we restrict the selection to words appearing in every text of the corpus, thus are observable in each text, assuming that this is a simple way to exclude words that are markers of content. Content words (that presumably only appear in a subset of the texts) do not contribute to this understanding of style. They, in contrast, are extracted by filtering the MFW with a stop word list containing all the function words in a language. We refer to the sets of feature words extracted for a text with content words and style words.

To validate this idea, we analyse five MHG texts by three authors with the R stylo package (Eder, 2013). Figure 1 shows results for the content (a) and style (b) words. The
higher similarity of Erec and Tristan in (a) compared to Der arme Heinrich reflects that both narratives feature knighthood as a main theme. In contrast, the narrative in Der Arme Heinrich involves more religious themes (faith, god), which is also reflected in the frequency tables. This distinction is clearly based on content. If we focus our analysis on style words, as in (b), we see the clustering according to authors. Thus, distinguishing frequent words of a corpus in style and content words can give us better insights into the results.

Figure 1: Comparison of different groups of high frequent words and their performance on a clustering task on MHG text by three different authors. Due to largely uniform editing of MHG text in the 19th century, normalisation can be neglected (Kragl, 2015).

Dissecting Heinrich von Neustadt: Apollonius

Table 1: Partition of Apollonius according to Bockhoff and Singer (1911).

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Verses</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2705</td>
<td>Latin original</td>
</tr>
<tr>
<td>2</td>
<td>3906</td>
<td>Insertion</td>
</tr>
<tr>
<td>3</td>
<td>117-17,382</td>
<td>Latin original</td>
</tr>
<tr>
<td>4</td>
<td>17,383-20,589</td>
<td>Insertion</td>
</tr>
</tbody>
</table>

Table 2: Subparts identified in the third section of Apollonius, identified by Bockhoff and Singer (1911).

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Verses</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2820-4126</td>
<td>The fight with Guy and Mungo</td>
</tr>
<tr>
<td>2</td>
<td>4126-6008</td>
<td>The adventures in Galactis</td>
</tr>
<tr>
<td>3</td>
<td>6009-7186</td>
<td>The duel in Syria and the Robin- son island</td>
</tr>
<tr>
<td>4</td>
<td>7187-10984</td>
<td>Belgrade war and imprisonment in Nemez</td>
</tr>
<tr>
<td>5</td>
<td>10895-13512</td>
<td>The adventures in Chrysa</td>
</tr>
<tr>
<td>6</td>
<td>13817-14029</td>
<td>The return to Taras</td>
</tr>
<tr>
<td>7</td>
<td>17282-20639</td>
<td>Clashing</td>
</tr>
</tbody>
</table>

Bockhoff and Singer (1911) formulated two hypotheses regarding the internal structure and origin of the ca. 21K verses long text, regarding both the overall structure (Table 1) and the internal structure of one segment (Table 2). To get an impression of which paragraphs can indeed be found as a distinctive group using content words and style words respectively, we split the text into 71 segments of equal length. These segments are then clustered with Stylo, using delta as a similarity measure.

Our baseline consists of randomly assigning distances between the segments, drawn from a uniform distribution. We sample baseline results 1000 times. The baseline results give an impression on how well an uninformed method overlaps with the hypothesis classification introduced in Section 3. Comparing these to the results of our methods can inform us on which method goes in line with the hypothesis as opposed to a random classification.

Table 3: Results of the clustering analysis for style and content words respectively regarding the overall structure hypothesis of Apollonius. Since clustering methods do not provide class labels for an evaluation of the performance with respect to precision, recall and F-score, we need to map the clusters onto the parts of the hypothesis. This is done manually in such a way that F-score is maximised. BL: Baseline, CA: Cluster Analysis.

<table>
<thead>
<tr>
<th>Features</th>
<th>Part</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content words</td>
<td>Historia Apollonii I</td>
<td>0.46</td>
<td>0.56</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Adventure</td>
<td>0.33</td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Historia Apollonii 10</td>
<td>0.30</td>
<td>0.88</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Final apophthysis</td>
<td>0.19</td>
<td>0.45</td>
<td>0.21</td>
</tr>
<tr>
<td>Style words</td>
<td>Historia Apollonii I</td>
<td>0.46</td>
<td>0.56</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Adventure</td>
<td>0.33</td>
<td>0.28</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Historia Apollonii 2</td>
<td>0.30</td>
<td>0.75</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Final apophthysis</td>
<td>0.19</td>
<td>0.72</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Regarding the first hypothesis (Table 3), we observe that for both feature sets the F-score lies above the baseline for all parts except the third. This seems reasonable since this part is suspected to be based on different sources and therefore might be more heterogeneous both in content and in style. Style seems to be more homogeneous (F-Score above baseline) throughout the entire text whereas content seems to be heterogeneous especially in the adventure part introduced by HvN (F-Score below baseline). This is in line with the hypothesis, considering that HvN’s insertions report on different adventures.

Table 4: Results of the clustering analysis for style and content words respectively regarding structure of the parts of Apollonius attributed to Heinrich von Neustadt. Final part has been removed from the discussion due to its short length.

Analysing these heterogeneous parts further (second hypothesis, Table 4), we see heterogeneity in terms of content for all but one part, The duel in Syria. The duel in Syria seems homogeneous in style whereas The adventures in Galactis shows tendencies towards a heterogeneous style.
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The digital scholarly edition is an academic product that attempts to remediate the theory and practice of print-based textual scholarship with computational methodologies. Although a vast amount of scholarly exertion is directed towards the exploration of digital editing as a scholarly enterprise (concepts, standards, technologies), significant discussions of sustainable models for publishing and disseminating the digital edition are rather infrequent. Such a practice could be explained mainly because digital editions are often developed as multi-institutional projects based on short-period funding and often every development and financial planning stops by the end of the funding period. Furthermore, as publication and distribution were procedures originally carried out by publishing houses, scholars and editors now find themselves ill-equipped and unprepared in coordinating such strategies. On the other hand, Open Access rhetoric advocating for “freely used, modified, and shared” scholarly content, put constantly into question principles of revenue generation strategies and their application.

In digital scholarship, there is obviously a cost for creating and maintaining a scholarly resource in the long-term. If these costs are not covered by a grant or by the institution, then the project must design and implement some sort of financial plan to cover it. This cost is not always treated as a price covered by the demand side (audience) or as a means to make profit - unlike in the world of commerce and publishing. It might, thus, be useful to re-think in what ways ‘price’ and ‘value’ could become interconnected in the web era. Such discussions around economic models were evident in the GLAM sector since the advent of the web, but have yet to become a major discussion in scholarly editing circles.

We would like to situate our exploratory approach within a broader discussion that challenges our traditional ideas towards the completion, publication, dissemination and sustainability of digital editions. Specifically, we will focus on economic models or monetization strategies as integral parts of a sustainability plan while embracing a strong Open Access ethos. How can we enrich the still burgeoning field of digital editing by contemplating the commodification and sustainability of our published scholarly outputs, by exploring current practices used in web publishing and e-commerce?

This research attempts to offer a state-of-the-art of current trends and business models strategies of distribution of digital content: subscription models and related price discrimination and audience segmentation principles, freemium and lite versions, referral discounts, value-added and tiered services, digital marketing, online advertising, derivatives, multimodal and customised formats for diverse purposes and audiences, etc. Our approach proposes a modular - in a “mix ‘n match” style - strategy for the monetisation of scholarly editions for their post-publication life, in which agents of digital editing projects could choose, combine and customize monetisation solutions for their digital scholarly editions in order to secure their sustainable future and impact in the long-term.
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Ioannes Dantiscus (1485–1548) was a humanist, author of neo-Latin poems, outstanding diplomat in the service of Polish King Sigismund I Jagiellon and Queen Bona Sforza, and then the Senator of the Polish Kingdom as the Bishop of Kulm (1530/33–1537) and Ermland (1537–1548). The final office was also connected with the post of president of the Royal Prussian Council.

Dantiscus’ correspondence forms the largest collection of letters (over 6,000) in Central-Eastern Europe, related to the Polish royal court and its partners across the world during that period. Among Dantiscus’ 656 correspondents we find rulers, politicians, knights, banquers, humanists and scholars, including especially Nicolaus Copernicus and Erasmus of Rotterdam.

The project “Registration and Publication of the Correspondence of Ioannes Dantiscus”, carried out over nearly thirty years at the University of Warsaw (Laboratory for Editing Sources, Faculty of “Artes Liberales”), currently includes two elements:

1. Traditional print publication of the series Corpus Epistularum Ioannis Dantisci (appearing in print since 2004 in editorial collaboration between the University of Warsaw and the Polish Academy of Arts and Sciences in Cracow; seven volumes have appeared to date, including three volumes of source texts, two volumes of inventories, and two volumes of studies and commentaries.)

2. Web publication entitled Corpus of Ioannes Dantiscus Texts and Correspondence (letters, poems, diplomatic memorials, envoy’s speeches and records), dantiscus.al.uw.edu.pl, first published in July 1, 2010.

The “Corpus of Ioannes Dantiscus Texts and Correspondence”, with an interface in English and Polish, presents in extenso transcriptions of the primary sources enriched with elaborate critical apparatus. It also contains detailed inventory data on the entirety of Dantiscus’ correspondence (sender, addressee, incipit, dating, data on the original source, data on publication in print) and all the Latin texts written by Dantiscus (778 letters, 107 poems, 7 speeches, 15 memorials, 36 records, 1 other text) collected in the “Corpus of Ioannes Dantiscus’ Latin Texts”, as well as a selection of other correspondence texts (letters to Dantiscus, Dantiscus’ letters in German). The selection of texts edited so far was based on the research needs of the program as a whole. Plans for the future envisage publication of the complete “Corpus of Ioannes Dantiscus’ German Texts” (letters and documents). The web publication also serves as a first draft for the print publication of the Corpus Epistularum Ioannis Dantisci.

In order to present the source texts online, a custom-designed system of digital registration and annotation for Renaissance correspondence was created, combining transcriptions encoded in accordance with TEI Guidelines, and a relational database that stores a rich set of metadata. All this meticulously collected data offers great potential for further research along many diverse lines. As an example, encoding of references to places and individuals mentioned in this large body of texts allows us to map areas of interest and influence for correspondents or to track their itineraries. Focusing only on people, it is possible to reconstruct parts of social networks of the time, analyzing not only obvious links between correspondents but also references to people co-occurring across the documents. Other areas of scientific investigation have been opened thanks to encoding of variance across extant sources, regularized and original orthography, and other transcriptional features.

The adopted TEI-based approach allows for single source publishing workflow for both the printed series and the web resource, helping to achieve high standards of quality and consistency across publications. As the project and its predecessors span over two decades, tech-
nological choices have to be revisited from time to time. The current relational-database-based publishing system, with roots in the early nineties, is planned to be replaced with a native XML database and publishing solution, better suited to satisfying needs for flexible querying of the existing data. Future plans also encompass the integration of visualizations, both to assist research carried out by project collaborators and to provide different ways of engagement with this rich resource, thus broadening its potential audience.
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Historical data exploration tool - the middle ages moravian nobility case study

Studies over connectedness of acquired data and their dependence on space and time offer us deeper knowledge of the historical period and also new possibilities of research. In the classical historical science, scholars rarely explore the area between geography (in particular the dependency of phenomenons and people on the environment) and history (social and genealogical context). Thus, we want to create a tool, which allows a parallel observation of geographical and social connections. For this purpose, we will use an experimental data sample of the Moravian nobility in the high and late middle ages. Studies of social elites and their land property offer good conditions for merging several approaches. Simultaneously, there are some difficulties based primarily on the nature of the dataset.

The key part for the creation of a reliable model is the quality of temporal and spatial aspects of the historical data on input. In the 13th century, predicates (nicknames based on the nobility’s place of residence) are spreading through the Bohemian lands. Since then we have information about their domains, castles, and strongholds. Further parts of domain as villages were recorded very rarely, because nobility does not need physical documents of their property ownership or property transactions. In contrast, donations from the ruler to the nobility are in better shape. The ecclesiastical institutions have the most detailed evidence of the property because individual monasteries regularly recorded all of their ownership. It was legal protection against a possibility of usurpation by the nobility. The Church evidence can help us with the reverse reconstruction of some nobility estates - if a nobleman had donated or established a monastery or a church. Simultaneously to these phenomenons, the numbers of noblemen began rising and their properties allow us their inclusion into the wider social linkage (as a lineage).

Qualitative change, in field of usable data, brought year 1348, when Land tables (and registry for real estates) was reformed. Two registers for each part of the territory (with capitals in Brno and Olomouc) were established. So called “deský trhové” (libri contractuum, quaterni contractuum) theoretically capture all of the transactions of hereditary estates. Suddenly, we can explore the world of minor trades and speculations of the high and lower nobility, which primarially had not been selling whole domains or at least villages to the Church, but, on the contrary, they had been selling fields or part of villages and their accessories - courts, mills, taverns, and ponds. Next series of the Land book called “knihy půhoné” (libri citationum, quaterni citationum) show us accusations between nobility and in many cases also decisions of the Land Court. Most of the entries is related to a controversal property or unlawful occupancy of villages or their parts, which shows us how much uncertain the property law was. However, accusations about bandit behavior (siege of castles and strongholds, conquering villages, robbery and capturing of subjects) are very rare. Number of social links compared to previous era grew exponentially and for the first time we can observe the nobility as a quarrelling community.

All these specificities of mentioned historical data brought us to an idea of developing an exploratory application that would provide all necessary methods to get a new insight to these datasets. The application itself is based on the combination of modern web technologies (html5, canvas, javascript, d3, leaflet...), visualization techniques and statistical methods. This could bring an complex overview of historical datasets and provide an ideal way to study “hidden” relations. The spatial distribution of data is best explored with the map. For exploration of temporal aspect, the map has to be extended with some cartographic methods and visualization techniques: animation, brushing, filtering or highlighting. These techniques could also be used in the graph view of this application as graph is the most effective way to display and analyse relations over our dataset. In our prototype we will also provide a timeline view which will display the temporal aspect only. The main advantage of this timeline is the possibility to show both duration and existence of phenomenon in particular dates.

This application could be used for further relevant historical research but also as a demonstration of the potential of linking different visualization techniques for extending the functions of historical data exploration. Presented tool will be available on hde.geogr.muni.cz.
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Introduction

ELAN is a multimedia annotation tool that is being developed by “The Language Archive” (https://tla.mpi.nl), a department of the Max Planck Institute for Psycholinguistics. It is applied in a variety of research areas within the humanities and beyond; it can be useful in any type of research that includes audio and/or video recordings and analyzes these qualitatively or quantitatively (or both). A general comparison of characteristics of this and other, similar tools can be found in the report of a workshop organized at a gesture conference in Lyon (Rohlfing et al., 2006). This poster with demo is intended as a general introduction to its main functionalities, with an emphasis on the latest developments. Most of these new developments have been executed within CLARIN (Common Language Resources and Technology Infrastructure, http://clarin.eu) projects in the Netherlands and in Germany.

Adding and sharing comments

One of the new developments concerns a commentary framework that improves collaboration of annotators working in a team setting. Comments are pieces of text linked to a segment of the media and possibly to a tier (a tier is an annotation layer). They can be used to store notes, remarks or questions concerning a fragment for later use or for discussion with a colleague. Much alike the way comments in word processors are used. The comments can be shared via email, a file sharing (cloud) service (such as Dropbox) and/or via the back-end of the DASISH Web Annotator (DWAN, http://dasish.eu), a web service for storing annotations (comments) to online content (e.g. web pages). Comments can sometimes be annotations on annotations, but their content and purpose are usually not obvious parts of a (final version of a) transcription.

Another recent development is the possibility to associate parts of a transcription to a language identifier (e.g. ISO 639-1/3 code, http://www.iso.org/iso/home/standards/language_codes.htm) in an explicit way. Among these parts are tiers, entries in a controlled vocabulary and individual annotations. The language attribute of tiers can be used for selecting or sorting tiers in the user interface, when exporting or searching.

Connecting to web services

A preliminary implementation of interaction with WebLicht web services (Hinrichs et al., 2010) was presented at the Digital Humanities conference in 2013. Since then this implementation has been modified and updated in several ways. The address of the services called by ELAN are no longer hard wired but instead the user can select a service (representing a parser or tagger etc.) from a list that is obtained from the WebLicht framework itself. The features mentioned above more tightly embed ELAN in the CLARIN world.

Interrater agreement

Other important changes are the new functions for assessing interrater reliability. For many annotation tasks it is important to have an idea of how well annotators are instructed, to what extent annotators agree in their...
observations and how consistent these are. A simple comparison method solely based on extent and overlap of co-occurring annotations on tiers of two annotators is now complemented by two third party algorithms that take chance agreement into account. One calculates a Cohen’s kappa value by first applying a matching algorithm to the segmentations created by two raters (Holle and Rein, 2015). The other calculates a degree of organization by applying Monte Carlo Simulations to segmentations produced by multiple raters (Lücking et al., 2011). It is now possible to perform agreement calculations for an entire corpus, where the user can specify which tiers (i.e. which types of events) need to be assessed.

Automatic segmentation and labelling

ELAN allows to create annotations manually, which means that the user can inspect the media stream, identify relevant segments and create annotations using the mouse and/or the keyboard. We have been involved in several projects that aim at integration of tools for semi-automatic segmentation and labelling of the media. A first version was presented in 2013; within the AUVIS (https://tla.mpi.nl/projects_info/auvis/) project the algorithms have been improved and the user interface further streamlined. Information technology experts specialized in analyses of digital video streams closely collaborated with gesture researchers to improve the algorithms for automatic gesture detection and categorization (Schreer et al., 2014) while specialist in speech recognition cooperated with language documentation scientists on better algorithms for speech segmentation and speaker diarization (Rieber and Bardeli, 2013). Although the automatically created segmentation is often not accurate enough to completely replace manually created annotations, these technologies can already be applied in a scenario in which the automatic approach creates the segmentation which is then manually corrected.
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Persistent Identifiers, e.g. Digital Object Identifiers (DOI), enable scholarly users to identify research data on sessions, enabling participants to actively explore the services also with their own data.

The poster will accompany a hands-on workshop addressing these questions in more detail, together with (potential) users. DARIAH-DE will present its repository, its features, the Data Federation Architecture and other tools and services related to dealing with and modelling of humanistic research data via demonstrations and hands-on sessions, enabling participants to actively explore the services also with their own data.

The poster will illustrate these core aspects of generating, modelling, archiving, exploring, and presenting humanistic research data from a structural and methodological perspective. The digital infrastructure DARIAH-DE is developing a repository for humanities’ research data (https://de.dariah.eu/repository) to be archived and published in a sustainable and persistent way, allowing for re-use, citation, preservation, and further exploration:

- Persistent Identifiers, e.g. Digital Object Identifiers (DOI), enable scholarly users to identify research data distinctly. They serve as a crucial pre-condition for archiving, retrieving and citing primary digital data not only in science, but in the humanities as well.
- The modelling of digital objects with established standards (CIDOC, SKOS etc.) and formats (RDF) provides the basis for generating links, thus allowing for generating new knowledge on objects, collections, and/or corpora. Modelling data with the RDF standard allows for linking different objects and therefore accessing information, which can be encoded in variable formats and stored in different databases and archives. The poster will show some practical examples for generic search across TEI-encoded corpora.
- Digital data collections can serve as innovative sources for humanities’ research. As such, they can potentially generate new knowledge. Which are mandatory prerequisites for dealing adequately with information in image- and object-orientated research? Which standards for structuring research data apply, enabling a comprehensive search functionality also across heterogeneously structured data collections and archives? The poster will also present the DARIAH-DE Data Federation Architecture, a set of different tools and services creating innovative options of data management, e.g. accessing and linking heterogeneous data sources of various provenances, analysing existing distributed data collections as well as services to generate data and schema interoperability.
- The poster will show how repositories can help users of varying research disciplines to model, store, and publish their data in a standardised, interoperable way, allowing for re-use, sharing, and further exploration.

The topic of our project follows closely the theme of this conference: the digital humanities have been a bridge between the past and the future in the field of classical philology, and the identity of the classical scholar has imperceptibly but steadily been merging with a digital humanist identity. As humanist translations from Greek to Latin receive more and more attention, it would be useful to have translations of specific texts collected, organized and made machine-searchable to enable further scholarly study, instead of having them scattered as scanned manuscripts in different repositories. Usually text collections offer a corpus of national literature (e.g. CroALa) or specific periods (e.g. Biblioteca Digital del Pensamiento Novohispano). This project focuses on a single text: the aim of this project is to produce an online collection of Latin translations of the Greek mock-epic Batrachomyomachia, consisting of 300 lines. The Batrachomyomachia had long been attributed to Homer and attracted much attention as such; it was even considered Homer’s best work by some. The revival of Greek studies in the West in the Renaissance lead to a lively production of translations from ancient Greek into Latin, even of what is now considered minor
works and authors. The interest did not disappear after the Renaissance and the production of humanist translations of different works continued. The last Latin translation of the *Batrachomyomachia* was to appear in the 18th century, penned by a renowned Mexican humanist, Francisco Javier Alegre. Unfortunately, humanist translations are seldom included into existing online text collections. The database of Italian Renaissance Latin poetry, *Poeti d’Italia*, does not include a Latin *Batrachomyomachia* under the name of Renaissance humanist Carlo Marsuppini, nor is there the Latin *Batrachomyomachia* by Joachim Münsinger von Frundeck at the CAMENA database of neo-Latin poetry. The interest of modern day digital humanists for this mini-epic does not reciprocate the interest of the earlier humanists who used Latin as their medium of choice, but as translations from Greek to Latin have been coming into classicists’ focus in recent years, this kind of collection will certainly prove itself useful.

The aim of our project is to collect as many Latin translations of the *Batrachomyomachia* as possible (many are already in the public domain as they have been digitised by various institutions; they will be transcribed by researchers in this project) and make them machine searchable and available online for further scholarly study. Our application will be used for uploading .docx documents and their conversion into xml files while erasing unnecessary tags. Every word will be saved in a lexicon and a table with information on the word’s position in the lexicon and in the text. The search will be conducted through a MySql query with word and context as a result. The project will also include Greek to Latin text alignments (micropublications done in Perseids) and educational material: quizzes developed especially for teaching Greek while enhancing the learner’s Latin skills with material taken from the Greek and Latin *Batrachomyomachias*. The material collected in this project will be useful to teachers, students and researchers.
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**Introduction**

Russian rhyme was described thoroughly in the 20th century, especially by M. Gasparov (Gasparov, 2000). Though we now have a powerful tool to analyze rhymes further in the form of the poetic corpus of the Russian National Corpus (henceforth RNC), not much recent research has been carried out in this area (Orekhov, 2015). As I am particularly interested in visualizing corpus data, I applied graphs to rhyme analysis.

Rhymes are convenient entities to be described in graph terms. In a rhyming pair, words are nodes, and rhyme relationship between them is an edge between nodes. Certain properties can be assigned to the nodes and to the edges. For example, word nodes may contain grammatical information and rhyme edges may bear all the rhyme classification (meter, position, etc.).

Furthermore, nowadays, there are tools available for storing graph information in a database. Information from such databases can be retrieved easily and in several formats.

My aim was to build a graph database using the data from the poetic corpus of the RNC. I want to show that the manual research done previously can be supported and extended in a vivid graphic way.

Graphs can provide us with much information about rhyme diachrony:
- Degree of connectivity in different periods (different rhyming tendencies);
- The longest path (chain of rhymes) and clusterization (popular rhymes in different periods);
- Tendency flow from exact rhymes to inexact (requested by parameter of exactness in the different periods);
- Appearance of the dissonance rhymes;
- Tendency flow in rhyming types, position;
- Domination of a certain rhyming type within the rhymes of one poet.

**Data**

The whole poetic corpus of the RNC was used for analysis. The data covers 775 Russian authors, born between 1658—1939. Overall, the corpus contains 85,996 documents, 229,968,798 words.
Analysis

Technical work included the following steps:

• Transcribing words in a rhyme position;
• Retrieving rhymes from poems according to the phonetic transcription;
• Rhyme classification;
• Building new nodes and edges in the graph database.

I used Python for rhyme extraction and classification and a Neo4j database for storing the data.

As I could not find any available modules for Russian transcriptions, I made this module myself using the transcribing rules from [http://www.philol.msu.ru/~fonetica/index.htm]. The module takes into account almost every rule, but the exception word lists are quite small.

The rhyme extraction algorithm I used was the following. The Python program finds all the tags <rhyme-zone> (tagged everywhere except blank verse) in the XML documents with poems (last words in lines). Then the program tries to find a possible rhyming pair within 4 lines before and after the current rhyme-zone word. Afterwards comes the transcriptions comparison; if stressed vowels are the same, then the process of classification begins. If the stressed vowels are different, then the dissonance rhyming type is checked.

The classification of the rhymes was based on (Surkov, 1962), (Kvjatkovskij, 1966) and (Timofeev, 1935). I took 8 parameters into account:

• Exactness (exact or inexact);
• Richness (rich or poor);
• Depth (deep or not);
• Ending (open or closed);
• Position of the stressed vowel (male, female, dactyl, hyperdactyl);
• Rhyming type (paired, crossed, encircling);
• Assonance;
• Dissonance.

As soon as a new rhyming pair is found and classified, new nodes and edges are automatically created in the graph database. If any of the words existed in the database before, then an edge is created to the existing node; otherwise, a new node is created.

Results

For now, I have rendered several graph images for certain poets with approximately 30% of their rhymes. In Figure 1 there are 2570 rhymes from the poems of P. Vjazemskij. Figure 2 shows 3866 rhymes from the poetry of A. Pushkin.

From the figures, we can see that connectivity in Pushkin’s graph is much higher than in Vjazemskij’s graph. Furthermore, the graph of Vjazemskij’s rhymes demonstrates certain clusters which can be analyzed in detail.

I plan to continue my research and obtain other graphs for the whole epoch. I hope that further work will provide the information I listed in the introductory part, especially regarding connectivity and clusterization over different time periods. Quantitative analysis remains to be done as well. Firstly, I would like to look at the graph patterns, and then go deeper into calculations of graph characteristics and their interpretations.
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Introduction

For many centuries, the metropolitan province of Salzburg played a key role in the cultural history of Austria. The digital availability of the many surviving liturgical musical sources which form an important part of this cultural heritage is therefore of great importance. This research project aims at investigating the records that survived as manuscripts and describe the practice of liturgical and musical acts of worship. Liturgical ordinals, called libri ordinarii (LOi), are key sources for this transmission, as they include a short form of the entire rite of a diocese or a monastery. Prayers, readings and chants are given as abbreviations (incipits).

This poster examines the technical background to the project and specifically the transformation process into TEI as well as the creation of semantic web knowledge representations of the liturgical occasions/functions and the chants based on existing relational databases.

The object: Liturgy and music in the medieval metropolitan province of Salzburg

A liber ordinarius usually includes all the information required by an individual institution (church, monastery) or a group (diocese, group of monasteries) for their services. This includes the incipits of chants, readings and prayers for the liturgy of the hours, mass and processions as well as rubrics that provide instructions on how and when particular liturgical acts should be carried out.

The rubrics often contain indications of how the chant is to be performed and are thus able to provide important information on chant performance practice. However, this information cannot be utilized without in-depth examination of the LOi: thus, scholarly studies have to include a critical transcription of the Latin texts, followed by an in-depth analysis of the origins of the liturgy and the commentaries.

The aim: Reconstruct the development of the liturgy in the Salzburg metropolitan province by Semantic Enrichment

The research project’s aim is to reconstruct and produce a synoptic study of the emergence and development of the liturgy in the Salzburg metropolitan province, based on the surviving LOi in the region. A primary task was the transformation of the ordinarii from docx into TEI. A Java algorithm parses the docx on word-level in order to create the desired TEI-Output. The encoding in TEI consequently allows a detailed transcription of textual phenomena and the reference between texts. This is the basis for an in-depth analysis of the different traditions and variants of the LOi.

The LOi as a textual genre need enriched editions, which cannot be fully provided in printed forms. The project will provide the multi-layered texts digitally working with a controlled vocabulary. This resource will be of particular interest for the international efforts on cataloguing the manuscript heritage and research on the history of liturgy, which will be able to refer to the controlled vocabulary via Semantic Web technologies and Linked Open Data. The data from the existing relational databases cantusplanus.at and cantusdatabase.org will be converted into semantic web knowledge representations (SKOS, OWL). With the usage of these standards, we can secure the long-term use of the data created.

The long term perspective: The technical infrastructure

The digitized and enriched objects will be managed, published and long-time archived in GAMS (Geisteswissenschaftliches Asset Management System). GAMS is an OAIS-compliant Asset Management System based on the Open Source software FEDORA and further developed by the Austrian Centre for Digital Humanities at the University of Graz.

GAMS focuses on the long-term availability and flexible use of digital content. The repository builds upon a webservice-based (SOAP, REST), platform-independent and distributed system architecture, a largely XML based content strategy, the support of XML based import and export standards (METS, DIDL, etc.) and the use of standardized data and metadata formats. All data objects in the system receive a persistent identifier (PID) and can thus be explicitly cited.

During the ingest process of the objects into the repository, the TEI documents can be semantically en-
The project “Repository of Styrian Cultural Heritage” will build a digital archive of cultural heritage objects, i.e., a common web platform where all partners (3 universities, 2 museums, and the local government) will expose metadata on their Styrian specific collections and holdings. As the nature of digitized objects ranges from text-centered materials like manuscripts or correspondence to images like historical photographs to museum objects of various contexts, an abstract data model for representation and retrieval was needed.

In a first step, the metadata core categories obligatory for all partners and content types were defined: They roughly correspond to Dublin Core (DC) and DCTerms and will form the basis of the web portal: institution, title/description, person/creator, time, place, object type, media type.

In a second step, this abstract model had to be converted into a formal specification of how to provide the metadata for a harvesting mechanism. The process of choice was OAI-PMH, either in form of an OAI-PMH interface or as an OAI 2.0 compliant XML file. Harvesting of metadata on diverse cultural heritage objects naturally calls for the application of EDM expressed in XML. Thus, the abstract metadata core categories are mapped to EDM properties and formalized as XML elements and attributes. EDM is a powerful yet flexible tool, therefore a standardized application profile had to be developed for the project.

An important consideration is the integration of controlled vocabularies and norm data. EDM offers the possibility to do so, yet the incorporation of geographical coordinates for instance calls for the modelling of the place name in the edm:Place element and not in dc:coverage or dcterms:spatial.

At the end, the EDM XML data is integrated into the OAI-PMH stream. The goal is to arrive at a recommendation on data structure for the contributing institutions, a process which is currently underway.

Using EDM offers obvious advantages in the context of a harvesting portal: as it was specifically designed to capture the field of data aggregation from various sources, it offers a good spectrum of possibilities to address the difference between the original (i.e. analog) cultural heritage object (edm:providedCHO) and available web resources (edm:WebResource), but also sets these two aspects in correlation (ore:Aggregation).

The conception of a least common denominator template is achieved relatively easy though this is surely not a trivial task, taking into consideration the flexibility and integration potential of the model. Another important aspect needs constant supervision during the project: maintaining metadata quality and how to fill the template accordingly. What type of annotation of person forenames and surnames should be used? What set of keywords? What date format? What controlled vocabularies are vital? How to deal with uncertainties and fuzziness inevitably
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The Europeana Data Model (EDM) aims to provide an abstract and formal specification for the delivery of data to Europeana. The model is meant to replace the older Europeana Semantic Elements (ESE) definition. Though Europeana still accepts data provided in ESE, the newer model means to provide a richer set of description possibilities and fine granulation in the distinction of the provided digital heritage object (provided CHO) and one or more digital representations thereof. Most notably, EDM is designed to provide Linked Open Data (LOD) of the described resources (cf. Berners-Lee, 2006). Thus, data providers are encouraged to switch to EDM and to take advantage of the extended potential.

---
occurring in such datasets? These questions need to be addressed in cooperation with the scholars working on the collections, clarifying that these annotations will determine the accurateness of search and the quality of data retrieval and representation on the web portal. With regard to the (re-)use as Linked Open Data, special attention is given to the annotation with suitable norm data.

EDM offers a good framework for use in harvesting contexts, especially where various content types are present. Nevertheless, the experience in the project has shown that offering a technical concept is only half of the story: To achieve formal data interoperability and to simultaneously populate this model with comparable content categories is the great challenge in this context. Only with such a homogenous data basis the resulting web portal will be able to offer features like timelines, map-oriented visualisations and other discovery mechanisms. The poster will introduce the project’s so far approaches, solutions and lessons learned from this point of view.
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The George Washington Financial Papers Project exists at the intersection of two challenges editors currently face: managing complicated editorial work and navigating the world of digital publication. By focusing on a particularly difficult and dynamic dataset—financial documents—work has advanced on three interconnected fronts: 1) developing document templates for both traditional financial documents, such as account books and ledgers, as well as receipts, journals, and memoranda; 2) developing taxonomies and data visualizations; and 3) constructing an open-source content management/editorial/publication platform. The work has resulted in the development of both an open-access digital edition of Washington's financial documents as well as the groundwork of Drupal for Editors prototype—a Drupal-based, open-source, editorial/publication platform—providing editors with a stable, flexible, and powerful platform to build engaging digital editions of financial documents.

In 2013, The Papers of George Washington received a grant from the National Historical Publications and Records Commission (NHPRC) for the perfection and population of the content management database (DocTracker) with Washington’s three major ledger books; preparation of Gouverneur Morris’s 1811-1816 account book and its entry into the content management database in partnership with the Gouverneur Morris Papers at the New-York Historical Society; and the completion of a primary version of a web interface that will provide users with free access to the edition’s entire content and permit downloading and data manipulation.

During our partnership with DocTracker we helped design a viable content management and customized editorial workflow solution built on the proprietary, commercial database software FileMaker Pro. DocTracker allowed us to manage both document records and content identifications, and associate both with transcriptions. But as a publication platform it was limited because of its use of XML. We investigated alternative publication options and decided on Drupal, a highly-configurable open-source content management system. We determined Drupal to be the best publication solution for several reasons: 1) at
its core, Drupal is a database in which imported content can be mapped to fields, allowing for robust displays and searching, querying, and browsing; 2) Drupal is accessible, both in terms of cost and usability and has a large user community; 3) both the backend (content/data) and frontend (website interface) are managed in the system; and 4) Drupal is open-source and its core and add-on (module) code are developed and actively maintained by a large international developer community.

Drupal has allowed the project to confront the numerous challenges inherent in these documents: (1) different types of financial documents are formatted in distinct, though standardized, ways, and the formatting of financial documents carries implied meanings; (2) transactions are full of dittos, abbreviations, and short hand, that raise a question of what kind of fields should be created to capture the transcription and clear text, thereby making both the text and content searchable; (3) the documents present issues of currency, valuation, and barter; and (4) a hierarchy of documents exist, and therefore the same transaction may be recorded in a day book, account, and ledger, etc., generating multiple instances of the same transaction.

Indeed, one of the primary goals of the Project is to make accurate transcriptions of the documents available, in keeping with the long tradition of the Papers of George Washington documentary editing project. However, the types of information, or the “data,” contained in these documents are not easily accessible using common search and query techniques. The challenges, as described above, make it impossible to simply transcribe and put online, ready to be searched and understood document transcriptions. The solution involves a combination of transcription and corresponding data fields (where dittos, abbreviations, and short hand have been expanded), node references associating various content types, and term references connecting taxonomies. Additionally, Drupal provides a place to develop and manage taxonomy lists for specific content types, such as financial documents, to enhance the grouping and sorting of content and be used to identify relationships between different types of content.

Developing this system has challenged us to think creatively about all aspects of the editorial and publication process, resulting in innovative ways for users to explore, analyze, and interact with content. This poster and hands-on demonstration will explore these issues and the technological solutions to make these documents available, as a free online resource as well as highlight strategies for content searchability, including annotation, glossaries, indexes, and linking.
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The DigiPal project for palaeography has featured in previous DH conferences (Stokes 2012; Stokes et al. 2014; Stokes 2015). It includes a generalised framework for the description and analysis of handwriting, initially applied to Old English of the eleventh century but subsequently extended to Latin, Hebrew, and decoration (Stokes et al. 2014); it incorporates a novel model for describing handwriting (Stokes 2012); and a recent addition allows the embedding of linked palaeographical images into prose description (Figures 1 and 2; see also Figure 3). The purpose of this poster is to present new developments which form part of two further major grants, one of which is the Models of Authority project (see also Exon 2015). Specifically, the focus here is on the incorporation of textual content into the model for handwriting.

It is well known that features of handwriting depend not only on the type of manuscript and the social context of production, but also on the text itself, and the absence
of this has always been a weakness of DigiPal (Stutzmann 2012; Stutzmann 2013). For Models of Authority, in contrast, a key premise is that the development of government in medieval Scotland is reflected in the choice of visual models behind the layout and handwriting of royal and local documents: this choice probably drew primarily on English counterparts, but elements from papal bulls, among others, are also visible (Broun 2015). It is helpful to note further that the text of these documents is relatively formulaic: this is common of charters in general, as noted in particular by the Charters Encoding Initiative (CEI) and utilised effectively by the Anglo-Saxon Charters project (ASChart), among others. However, connections between diplomatic formulae and script remain largely unexamined, at least in a digital context; certainly digital projects are underway that analyse the relationship between script and document (two examples are PUhMA and MoM-CA), but freely-available online frameworks are still lacking that allow queries like ‘show me images of d that appear in witness-lists of episcopal charters, and let me compare them with those of dispositive clauses’. Hence a key question of Models of Authority is whether matching the palaeography to the diplomatic formulae in this way might reveal new information about how the documents were put together, what models may lie behind them, and therefore how the nascent Scottish government may have seen itself particularly in relation to the English and Papal chanceries.

The DigiPal framework has therefore been extended by adding a generalised textual component, such that arbitrary marked-up texts (transcription, translation, codicological description, and so on) may be associated with palaeographical annotations and images and displayed in parallel with them (Figures 4–6). This allows the exploration of correlations between palaeographical forms and the corresponding text, comparing in this case the different clauses in the documents not just in terms of the text (as done in ASChart and others) but also as images of the corresponding clause in different documents. The integration of this into the DigiPal model for handwriting (described by Stokes 2012) therefore allows detailed palaeographical querying, such as filtering for images of all the letters with ascenders that appear in the address clause of the charter, or looking for variation in letter-forms in the witness lists. The former is of considerable interest because chancery scribes often add decorative elements to ascenders of letters, particularly in the first line of the text (visible in Figure 4), a practice which derives from Papal and ultimately Merovingian diplomatic practice; for the latter query, names of witnesses are normally written by the main scribe at the same time as the rest of the text but in some cases may also have been added later (Broun 2011, 258–65 and 280–7), so identifying differences in writing here can also be very significant. Beyond charters, the digital model generalises to other forms of linking from structured text to structured annotation, for instance at the glyph-by-glyph level advocated by Stutzmann (2013), and is also being applied elsewhere (Exon 2015).
The proposed poster will therefore present the existing framework and integrated model, addressing the complexities described above. Live demonstrations will be available of Models of Authority, and of other instances of the framework such as DigiPal, Exon, and some that are not yet publicly available.
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Russian presidents have given a number of annual speeches. Among them, the RPAFA, which started in 1994, has drawn text-miners’ attention. In one recent study, Jashin (2010), argues the importance of “political archetype key words” (PAKW) in the RPAFA through one text from each president: Yeltsin in 1996, Putin in 2000 and Medvedev in 2008. While thought provoking, Jashin’s observation has two fatal issues: (i) his observation is based on raw frequencies of each lexical item, and (ii) the speech texts that he uses are arbitrarily limited. That is, he only uses three of the speeches, one from each president, without providing reasons for not using all the texts. Thus, the tendencies observed by Jashin cannot be straightforwardly generalized to tendencies of the presidents; Rather, they may be tendencies of the year. Though the notion of the PAKWs is useful, a further investigation of the PAKWs is needed.

In order to overcome the insufficiencies in Jashin’s study, the data set must be reexamined. The data used in this study includes the following: 1. the full set of RPAFA speeches (22 texts in total) 2. the 30 most frequent content words as PAKWs Importantly, this study intentionally excludes function words because only content words can convey political messages.

The result of the correspondence analysis using a frequency matrix of the PAKWs in each RPAFA file is given in Figure 1 and Figure 2.

Figure 1 The textual distribution

According to Figure 1, we can roughly classify the speeches into three large categories: Yeltsin on the leftmost circle in a bold dotted line (hereafter, Y dimension); Putin’s first term circled with a solid line (henceforth, P dimension); and Medvedev and Putin’s second term traced by a fine dotted circle (thence, MP dimension).

Diachronic changes of the Russian Presidential Addresses to the Federal Assembly: From the perspective of archetype key words
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The purpose of this study is to investigate diachronic changes of the Russian Presidential Addresses to the Federal Assembly (RPAFA) given by Russian Presidents, Boris Nikolayevich Yeltsin, Vladimir Vladimirovich Putin and Dmitrii Anatolievich Medvedev. This study proposes political archetype key words (PAKW) and provides a fine-grained classification of presidential speeches.

Figure 2 shows PAKWs that each text frequently uses. Words observed around the Y dimension are highly relevant to national reconstruction, such as власти ‘authority-gen’, государственной ‘state-gen-fem’, органов ‘organ-gen-pl’, деятельности ‘activity-gen’. Putin in the P dimension prefers to use words as like in Yeltsin, but Putin tends to use words related to Russia such as Россия ‘Russian-nom’, российской ‘Russian-gen-fem’ in his first term. In the MP dimension, the figure shows that the presidents frequently used words related to the life of citizen like жизнь ‘life-gen’, люди ‘people-gen-pl’, экономика ‘economy-gen’, сфера ‘sphere-prep’ and правительство ‘government-subject case’.

The observation based on the distributions of the PAKWs suggests that the classification based on the correspondence analysis in Figure 1 is attributed to the historical backdrop. Let us consider Figure 2, which corresponds to the result of Figure 1. In the Y dimension, Yeltsin frequently uses words related to state. In other words, he expresses concern through words related to ‘state’. This is primarily because the Russian government was in confusion due to the collapse of the Soviet Union, and Yeltsin’s primary policy was to construct a democratic political system. A lexical overlap in the Y and P dimensions indicates that Putin inherited Yeltsin’s policy, but the use of Russia refers to a change of approach to reconstruct Russia from Yeltsin’s administration. The MP dimension includes the PAKWs related to non-authorized citizen or nation. This is attributed to development of the country. That is, after enhancement of the Russian political infrastructure supported by Yeltsin and Putin’s first term, the primary political attention has shifted to improvement of social-infrastructure in Medvedev and Putin’s second term.

To sum up the investigation from Figure 3 and Figure 4, the use of PAKWs in the RPAFA provides political attitudes of the presidents. That is, the 30 most frequent content words show background political issues of the time. This study concludes a possible implication in supporting the political discourse analysis theories.
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Ruthenian Metrica: technological aspects of the electronic publication
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Ruthenian (Volhynian) Metrica is a complex of books of acts of ruthenian (from Ruthenia) series of Crown Chancery of the Polish-Lithuanian Commonwealth. 29 books in which more than 3,5 thousand acts are entered were a part of the Metrica. The main part of documents is written in the Cyrillic letter of Ruthenian language. Other part of acts is written down by the Latin letter on Latin or Polish. Copies of confirmations (privilea) and the decision of royal court are entered in books (decrees). Therefore Ruthenian Metrica consists of books of two types: blotters and books of decrees. Each act has the original name. All acts are rather precisely dated. Documents of the Metrica can be divided into two categories conditionally: simple and compound. Compound documents usually contain
literally entered copies of other acts (vidimus) in the structure. Usually entered as private-law acts (for example, wills or donative), and decisions of local courts.

For the purpose of ensuring broad access for historians to documents of the Ruthenian Metrica on department of history of the Oles Honchar Dnipropetrovsk National University (Ukraine) the project on creation of the Web publication of such complex of sources is carried out. Implementation of the project assumes creation of an online-resource in which will various opportunities of presentation and the analysis of documents are integrated.

The concept of the Web version of a complex of acts of this book provides possibility of simultaneous display as the digitized images of pages, and their paginal transliteration in a text format. Access to all acts of the book is provided from the initial page where the general register is placed (fig. 1). The register allows to open its PDF version according to the name of the document or at the choice of number of a leaf to pass to the corresponding Web version (fig. 2). In each case the accompanying information on a place of storage of the original of the act is submitted. It is possible to see documents both in a hand-written form, and in the transcribed (fig. 3). As the cursive writing still kept portable letters, and in the electronic text means of HTML transferred such feature of the letter. It is possible to increase the digitized image of the page of the document in a separate window, having activated the reference (fig. 4). The hypertext structure is comfortable also that regarding the electronic text it is possible to bring later references to the connected documents of other books of Ruthenian, Lithuanian or Crown Metrica, magistrate or territorial government or judicial books both archival, and published. Similar additions can concern a personnel, toponyms or hydronyms, groups of documents, special terminology, etc. For transition between pages of the book the corresponding interactive references in a type of numbers of sheets are provided in the top and lower part of the displayed document. The user can always return to the general register of acts of the book from any looked-through page according to the universal reference “Register”. The marking of text part on the basis of the TEI standard allowing to process the free text is in the long term planned.

At this stage quality of images of pages of the book rather low in connection with a digitizing of a monochrome microfilm on which they were finished shooting as a backup copy of storage more than three decades ago. Respectively esthetic registration of insufficient level. However in this case images carry out rather confirmation function, allowing the user, to get acquainted with paleography of acts and to make sure of correctness of the transcribed text and if necessary to offer the specifications. Replacement of images on better is defined not so much technological, how many by legal and financial factors.

This project is interesting also to that it has also didactic value. Such form of submission of documents carries out functions as visual aid in which various samples of paleography of a Ruthenian cursive writing and the corresponding transliteration, and the simulator for creation of the Web version of the case of hand-written sources are presented.
This poster presentation will identify and explore a new informal infrastructure for digital humanities work that has emerged in the last five years: Regional consortia of digital humanities practitioners. These regional consortia bring together people from a range of institutions within a defined geographical area. They can be distinguished from, on the one hand, state and national digital humanities groups that organize conferences and edit journals and require paid membership, as well as digital humanities centers located in a single institution or formally constituted groups with explicit criteria for admission, and, on the other hand, not visibly organized interactions in active digital humanities regions, even if those interactions are frequent in practice. Paris and London might serve as prominent examples of the latter, as neither has developed an informal network despite being highly active digital humanities practitioners. In fact, a central question about the presence of regional consortia is what need is being met by taking on an organized form at all, as opposed to just “getting together”? It has been frequently noted that digital humanities infrastructure is highly unevenly distributed. Will successful examples of regional consortia in some regions inspire or provide a framework for a widening support network in underserved regions? Or will it lead to consolidation of already established digital humanities communities?

I identify eleven regional consortia that have organized themselves with enough visibility to enable study (ten in the United States and one in Europe): DH SoCal, PhillyDH, NYCDH, Boston DH, Virginia DHC, TexasDH, Florida DH, SFBay DH, Detroit DH, Keystone DH, and DigHum Berlin. The framework is heavily tilted towards organizations in the US, and it is possible that there are comparable organizations in other countries that I have failed to uncover. As far as I can determine, each of these groups emerged more or less spontaneously from local initiatives, rather than being directly modeled on one another. I am not including DHBenelux or DH Nordic in my analysis though they share some of the same markers of spontaneous creation “from below,” because both have formally become affiliates of EADH and thus have taken on characteristics of national organizations. Many of them (though not all) share a close association with THATCamp. Either they came into being as part of the process of organizing a THATCamp or they were result of a THATCamp session. At a minimum, they exist virtually, as either a website, a twitter feed, or a listserv, or often all three. Usually, they also have face to face meetings of some kind. While most regional consortia have emerged in regions with at least one significant digital humanities center located at a major university, one of their most conspicuous features is that they are all expressly not housed at a single institution and are open to anyone interested in digital work in the region. Indeed, most appear to encourage outreach to under-resourced local cultural heritage institutions as
part of their activities. Costs are kept very low, though some regional consortia have explicit institutional support from universities in the region, while others rely strictly on members’ support, drawing on institutional resources that individuals control.

The earliest regional consortium to establish an online presence, DH SoCal, first posted in March, 2010. Because such regional consortia are so new, they are still in the process of defining their missions and organizational structures. In almost all instances, an important reason for reaching out across institutional lines in a region is a perception that the range of skills/technical expertise required for digital projects is too great for any one institution to have them all. Regional consortia become a forum for sharing expertise. At the same time, as noted above, regional consortia act as evangelizers for digital projects, to encourage local cultural heritage organizations to embrace digital work. So the other primary function of consortia is to publicize local digital projects to a wider public. Membership in these consortia vary greatly in terms of the distribution between students, faculty, librarians, and representatives of cultural heritage organizations. This poster will compare and contrast the membership, statements of purpose, and activities of these various consortia to see if there are core features that may help future groups organize.

The poster will focus on Photogrammar (photogrammar.yale.edu), a web-based platform for organizing, searching, and visualizing the 170,000 photographs from 1935 to 1945 in the United State’s Farm Security Administration and Office of War Information (FSA-OWI) Archive. Our poster session will include two parts – a physical poster and demonstrations of how to use Photogrammar. The goal is to highlight how we used digital humanities methods such as text, image and spatial analysis to increase discoverability of a photograph archive while also changing humanities scholarship related to the FSA-OWI.

For the poster, we will first outline how Photogrammar is changing scholarship in media studies, visual culture studies and 20th century United States cultural history. In order to build support for and to justify government programs during the Great Depression and World War II, the FSA-OWI set out to document America and the successful administration of government services. They produced some of the most iconic images of the era and employed prominent documentary photographers such as Arthur Rothstein, Dorothea Lange, Gordon Parks, and Walker Evans, all of whom shaped the visual culture of the era both in its moment and in American memory. Unit photographers were sent across the country. The negatives were sent to Washington, DC. 170,000 negatives were collected and for decades, scholars have argued that FSA-OWI archive is a collection about rural poverty in the American south and Dust Bowl. Photogrammar shows that mapping the photographs challenges decades of scholarship on one of the most prominent visual culture archives in the United States.

The photographers took pictures across the nation, which leads to new questions about the breadth and depth of the archive and goals of the federal government during the era. Questions include why the United States federal government sought these images and how individual photographers’ ways of seeing impacted the archive. We will then turn to the methods used to reframe and visual-
ize the photographs that are changing scholarship on and
the discoverability of the FSA-OWI collection. We will
focus on three techniques: automated geo-referencing and
CartoDB to map the photographs, TF-IDF and cosine
similarity to surface related photographs based on their
captions, and facial recognition software to make the col-
lection searchable by faces (OpenBR).

Along with the poster, we will offer demonstrations of
the site. We will highlight the multitude of features on the
site such as tracking photographers as they move across the
country and how users can explore the collection through
the archival system developed by Paul Vanderbilt in the
1940s to organize the collection. We will also share new
Labs that are in development in order to receive feedback
from the international DH community.

We are also excited to share with participants of DH2016
how we built Photogrammar and to speak with them about
how they could apply these methods to their archives and
humanities data. In addition, we are eager to learn from
participants about additional techniques that might aug-
ment Photogrammar.

1 Introduction

We present work in progress to automatically extract
quotation constructions. We claim that it is possible to
infer markers that introduce quotation even for the lan-
guages without grammaticalized reported speech forms.
The object of our study is not the quotation itself, but the
canonical context of quotation. We rely on the concept
of context as a term with a “hole” (Gabbay and Lengrand,
2008). The context with a quotation as filling for the “hole”
has formal features, which we consider as parameters
of quotation canon in terms of the canonical typology
(Corbett et. al, 2012). We specialize in direct written quo-
tations, which can be distinguished by the reader exactly
because of its heterogeneity.

We used semi-supervised machine learning techniques
to discover contribution of individual predictors to the
quotation distribution in Russian nonfiction texts and
to build a working prototype of quotation classifier. The
classifier does not need any particular text corpora on the
final stage, using it only as training data. It predicts prob-
ability of sentence to contain a quotation with accuracy of
85%. The objective of the research is to create a machine-
learned model that would distinguish between citations
and non-citations and arrange the quotation boundaries.
The paper presents such a model trained on Russian data.
As a result importance of different contextual features
can be measured.

Our model can be used both by scholars and by
ordinary readers, unaware of intertextuality issues, and
our achievements are undoubtedly useful for a wider
class of problems, identifying heterogeneous fragments
in the text.

2 Dataset

The material for the training sample is based on the
dictionary of Russian literary quotations (Dushenko,
2005) and on the corpora of Russian nonfiction texts from
the web-project “Zhurnal’ny Zal” (ZZ) (http://magazines.
russ.ru/). We formed 2,4761 search queries and extracted
approximately 1200 sentences, containing quotations
from the dictionary and 1200 sentences without any of
them. Semi-automatic filtering of false quotative sen-
tences and correcting of quotations boundaries gave us
the training corpora of 1000 quotation sentences with
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1 Introduction

We present work in progress to automatically extract
quotation constructions. We claim that it is possible to
infer markers that introduce quotation even for the lan-
guages without grammaticalized reported speech forms.
The object of our study is not the quotation itself, but the
canonical context of quotation. We rely on the concept
of context as a term with a “hole” (Gabbay and Lengrand,
2008). The context with a quotation as filling for the “hole”
has formal features, which we consider as parameters
of quotation canon in terms of the canonical typology
(Corbett et. al, 2012). We specialize in direct written quo-
tations, which can be distinguished by the reader exactly
because of its heterogeneity.

We used semi-supervised machine learning techniques
to discover contribution of individual predictors to the
quotation distribution in Russian nonfiction texts and
to build a working prototype of quotation classifier. The
classifier does not need any particular text corpora on the
final stage, using it only as training data. It predicts prob-
ability of sentence to contain a quotation with accuracy of
85%. The objective of the research is to create a machine-
learned model that would distinguish between citations
and non-citations and arrange the quotation boundaries.
The paper presents such a model trained on Russian data.
As a result importance of different contextual features
can be measured.

Our model can be used both by scholars and by
ordinary readers, unaware of intertextuality issues, and
our achievements are undoubtedly useful for a wider
class of problems, identifying heterogeneous fragments
in the text.

2 Dataset

The material for the training sample is based on the
dictionary of Russian literary quotations (Dushenko,
2005) and on the corpora of Russian nonfiction texts from
the web-project “Zhurnal’ny Zal” (ZZ) (http://magazines.
russ.ru/). We formed 2,4761 search queries and extracted
approximately 1200 sentences, containing quotations
from the dictionary and 1200 sentences without any of
them. Semi-automatic filtering of false quotative sen-
tences and correcting of quotations boundaries gave us
the training corpora of 1000 quotation sentences with
the correct boundaries, 1000 sentences without any quotations and 1000 examples of quotative sentences with false borders. At the machine learning stage we divided it to two complementary sets for training and testing respectively.

3 Features

We define overt quotation markers as the most relevant context features for identifying the quote. We examined these features in the tagged corpora and built a logistic regression model, providing us with the most significant markers and their combinations (Fig. 1):

| marker     | Estimate | Std. Error | z value | Pr(>|z|) |
|------------|----------|------------|---------|---------|
| !          | 9.792e-01| 3.412e-01  | 2.870   | 0.004105** |
| ?          | 6.581e-01| 3.149e-01  | 2.089   | 0.036665* |
| ...        | 8.861e-01| 1.528e-01  | 5.800   | 6.63e-09 *** |
| "          | 3.394e+00| 1.008e+00  | 3.366   | 0.000763 *** |
| “          | 8.198e-01| 2.145e-01  | 3.821   | 0.000133 *** |
| «          | 7.109e-01| 2.308e-01  | 3.081   | 0.002065 ** |
| »          | 4.759e-01| 1.549e-01  | 3.072   | 0.002128 ** |
| proper name| 4.280e-01| 1.371e-01  | -3.123  | 0.001791 ** |
| toponym    | 5.987e-01| 1.698e-01  | 3.525   | 0.000423 *** |
| imperative | 1.438e+00| 1.906e-01  | 7.546   | 4.49e-14 *** |

That allowed us to exclude the most unimportant features from our final model.

4 Model

The main learning property of the Binary Machine was distinguishing between the presence and absence of a particular marker in certain parts of a sentence. Thus, we built two classifiers:

1) dividing the examples into quotative and non-quotative;
2) pointing out the quotation boundaries.

The final response was based on the cumulative response of the two classifiers. The first machine would give a positive response with a probability 0.7 and more, whereas the second classifier would activate choosing the most relevant hypothesis out of the potential set of quotation boundaries. Support Vector Machines method is commonly applied for classification tasks. We used a modification of this method, Support Vector Classification, because it gives a best fit to our binary data type.

5 Results

The two classifiers have shown positive results with the quotation classifier accuracy of 0.86 and borders classifier accuracy of 0.83. The greatest confidence in the quotativeness of the fragment results from the presence of the quotation marks. Without them the precision of the evaluations decreases, but not critically. What is important is that our model is not oriented to the quotation marks, the most obvious marker, it analyses all the relevant features in the sentence. For example, for the quotative sentence with overt quotation marks (Fig. 2) probability was estimated as 99%, and the same sentence with cut quotation marks was evaluated as 98% quotative.

Figure 2.

The final version of the program allows one to automatically mark quotes in an untagged text with the permissible share of errors. It works best with nonfiction texts and operates either plain text, or group of texts, or one sentence. Also it can be re-learned on the following set of interchangeable input data for training sample: the set of relevant quotation parameters, a list of standard quotations and group of texts for context-mining. We expect this method to be rather flexible and applicable to other text corpora.
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Project COLEM for CREATE (University of Amsterdam)
Adapting NPL-Tools for Creating an Orthographic Layer for Early Modern Dutch Texts

The seventeenth century Dutch language did not know a standardized spelling. Because of this, many different spelling variants of the same word (i.e. *ik* and *ick*, both meaning *I*) coexist. This may largely be the result of an author’s own preferences, background or the book printer he used. Software to standardize, analyze or process texts is mostly developed for modern Dutch, so processing historical texts with natural language processing (NPL) tools or analysing such texts on stylometric aspects is problematic. Due to the orthographic variation of historical texts, software will not always recognize words that have the same meaning, but different spelling.

For project COLEM we want to normalize spelling differences by having digital re-speller tools form a standardized spelling variant, that could help software better understand the texts. We investigate the possibilities to provide the original text with an orthographic layer containing the normalized words. In this way, the original texts and its morfo-syntactic information are still accessible and it will be possible to search both the original text and the layer. This, for instance, will ease research to language evolution.

The Java software VARD2 (Baron 2011; Baron and Rayson, 2008) seems to be a useful tool for this purpose. This tool was originally created to normalize old English texts, but can be adjusted to other languages. VARD2 will compare the words in the input text with an incorporated, but easily adaptable wordlist (.txt-file). We replaced the default wordlist with a Dutch lexicon and we trained VARD2 on texts of two different seventeenth century Dutch authors: Simon de Vries and Gottfried van Broekhuizen. Texts of these authors are characterized by a significant different orthography and this could therefore help us to train normalizers and test them on different spelling forms existing within the Early Modern Dutch language.

We trained VARD2 by replacing the variants in the historical texts with a normalization. VARD2 will present suggestions for normalization by using four methods of which just one is language dependent (a modified version of the Soundex phonetic matching algorithm that is based on English phonemes). Two other methods, that of letter rules and that of known variants, we adapted by replacing the default .txt-files ‘letter rules’ and ‘known variants’. The last method, a normalized Levenshtein Distance, does not need to be adapted, since it is language independent.

In this presentation we will show the performances of our trained VARD2 tool. We will focus on a specific amount of problems the tools run into, like uncommon words, clitics and combined words. We will also investigate the possibilities of the Norma tool (Bollman, 2012) and TICCLops (Reynaert, 2014). By comparing the results that various tools offer, we will decide what tool(s) is/are most successful in dealing with these problems. This could give us ideas for follow-up research or the development of tools for normalizing Early Modern Dutch, but probably also for normalizing other languages with unstable orthographies.
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Notes

1. It is not known who exactly was responsible for the spelling as it was printed. But due to there being examples of texts printed by the same printer that use radically different spelling forms it is plausible that the author of the text was responsible for the spelling.

2. VARD is an acronym for Variant Detector.

3. Norma is written in C++11, though bindings for Python are provided as well.

4. TICCLops v.0.2 (Text Induced Corpus Clean-up online processing system) is a web application (offered in a JavaScript interface) that is intended to detect and correct typographical errors and OCR (optical character recognition) errors in text. It is usable for every language, since it bases its replacements on the input corpus by making Most Frequent Words-list. However, TICCLops is probably less usable for providing a text with an annotation layer, because the replacements take place in the texts itself, without preserving an original version of the text.
One of the best sources to get an insight in how various subjects (e.g., history, Latin, home economics) were instructed to children and teenage pupils in the past, are the textbooks that were used in various pedagogical systems. They can teach us how knowledge in these various subjects was ordered and presented and how one tried to transfer this knowledge – a fact that is recognized, e.g., in the multifarious work of researchers working on the collections of the National Museum of Education (Rotterdam) or the Georg Eckert Institute for International Textbook Research (Braunschweig). This type of publications, however, is often overlooked in the creation of library collections. The main reason for this is that textbooks, and other connected teaching materials (such as curricula, didactic plates and pedagogical journals), are generally considered to be only relevant for a brief period of time, namely for as long as they are used in a didactic context. They are continually replaced by more recent materials, and only become the object of study again when one wants to reconstruct past teaching.

This poster depicts the efforts at the University Library of the KU Leuven (Belgium) to preserve and prepare such didactic material, created in a Belgian context and thus mostly written in French or Dutch, for present and future research. It also presents how specific corpora of textbooks were catalogued and digitized to facilitate their study, and details the concrete plans to further unlock these didactic sources through more advanced digitization enabling distant reading (starting from an exploratory pilot study focusing on history textbooks). By presenting this case, it illustrates the current results and the future possibilities of the collaboration between researchers and library staff in the context of specific Digital Humanities projects, and documents the ambition of various divisions of the University Library to continue to foster such collaborations (Verbeke, 2014 and Truyen-Verbeke, 2015).

The poster first describes the origins and content of the collection of textbooks and related didactic materials within the Library of Psychology and Educational Sciences, a division of the University Library at KU Leuven. It then details how this unique collection is being catalogued by the staff of the Metadata Unit. This is done according to a specifically developed data model (using the resource management environment in the library software Alma) which both ensures maximum compatibility with the general library discovery system (currently Primo/Limo at the KU Leuven), as well as the provision of detailed metadata which is needed in the context of an academic study of these teaching materials. The next part discusses the various ways in which this collection is or can be used by researchers, as well as the various selections which have been made in the context of specific research projects (e.g., by focusing on representations of Belgian-Congolese (post) colonial history in Belgian secondary school education since the Second World War, cf. Van Nieuwenhuyse, 2014 and 2015). It details how research projects of this kind determine a corpus of teaching materials, smaller than the entire collection, which are studied in more detail through a close reading of the physical materials, but which also form a priority category of items to be digitized by the Digitization Unit of the University Library. At present, this digitization offers high-end photographic images of the relevant books (using a Qidenus Smart Book Scan, 2 Nikon D800 cameras with 36 million pixels used in a color-calibrated workflow, producing RAW, TIF and JPEG files), but the ambition is to extend this to the creation of a machine-readable textual corpus which enables distant reading as well (with the intention that this distant reading will supplement, not supplant, close reading; see Moretti, 2013 and the varying interpretations of Moretti’s intentions in Serlen, 2010, Khadem, 2012, and Ross, 2014). The poster therefore closes with a brief presentation of the OCR (Aletheia, ABBYY Finereader Engine, ocrevalUAtion) and NER (INL Attestation tool, Stanford NER tool with Europeana Newspaper extension) technology used at the University Library of KU Leuven, building on previous experience gathered in the context of a Succeed-project (Alloing-Verbeke, 2014 and Verbeke, 2015).
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Introduction: The Core Project EGI-Engage

This paper introduces into a new Science Gateway, developed in the framework of the European Horizon 2020 project EGI-Engage (Engaging the Research Community towards an Open Science Commons). EGI-Engage

aims to accelerate the implementation of the Open Science Commons by expanding the capabilities of a European backbone of federated services for compute, storage, data, communication, knowledge and expertise, complementing community-specific capabilities (EGI-Engage).
Within EGI-Engage there are several clusters of research infrastructures, representing different research communities.

The Arts and Humanities are represented by DARIAH, building the DARIAH Competence Centre (DARIAH CC).

In this paper we focus on transdisciplinary collaboration in the framework of eLexicography in cultural context.

In the last decade it becomes almost impossible to imagine excellent science without support of e-Infrastructures in the sciences. However, although various research areas, such as medicine, chemistry, and physics, mostly depend on the availability of advanced research infrastructure, the area of Arts and Humanities is still not utilizing the available infrastructure at their full potential, especially not exhaustively on the example of EGI infrastructures.

To overcome this gap, DARIAH CC aims to provide a wider and more efficient access to, and use of, research e-Infrastructures at EGI level, including transnational access as well as joint research and networking for users coming from the areas of the Arts and Humanities.

The first step in achieving this goal is by providing end-user support, at both technical and service level. One way of fulfilling this mission is by providing a workflow-based Science Gateway.

Customising the Long Tail of Science (LToS): Science Gateway and the Semantic Search Engine (SSE) for the Humanities

For the specific research domain of eLexicography, a Science Gateway is adapted and tailored to meet the needs of the user community coming from the field of Arts and Humanities or, in a more general case, from the Social Science and Humanities. Technically the Science Gateway is based on the generic purpose grid and cloud user support environment (gUSE/WS-PGRADE; LPDS [2015]) as well as gLibrary technologies (INFN [2015]).

The new gateway provides access and compute services for data residing in distributed grid and cloud storages, generic applications, as well as computational resources. The usefulness and evaluation of the specific Science Gateway is demonstrated with two specific pilot applications: “Storing and Accessing DARIAH contents on EGI” (SADE), and “Multi-Source Distributed Real-Time Search and Information Retrieval” (SIR). After the end of the EGI DARIAH CC, it results will be contributed to DARIAH-EU through the DARIAH Virtual Competence Centre 1 “eInfrastructures”, which will take appropriate means to support and maintain the results.

From the Semantic Search Engine (SSE) you can search in parallel and in more than 100 languages across various Linked Data repositories and Data Repositories search results are ranked according to the Ranking Web of Repositories.

2) several resources that are essential for the Arts and Humanities SADE use case in context of cultural lexicography. In this poster we focus on Biodiversity and linguistic diversity and show results for European Repositories dealing especially with this topic, e.g. Eorea, Cultura Italia, Isidore, OpenAgris and Bio2RDF.

Others can simply added using the configuration options. According to the Humanities requirements, further possibilities are at the moment investigated to be included, e.g. AGROVOC, GEONAMES, GERMANET, ISLEX as well as DBPedia. Furthermore, the team is investigating into supporting ALE workflow opportunities.

From the SSE one can right now search for your plant names and get a full list of results according to the EGI-ontology. Figure 1 gives an overview on the science gateway architecture:

For each item you can click on:
- “More Info” to get more additional information about the dataset
- “Check citations on Google Scholar”
- “Linked Data” to display graphically the semantic connections.
- Access directly the repository where data are stored. Instructions to access the LTOS SG can be found here.

Figure 3 below introduces the SSE-schema:

Exploring cultural diversity and multilinguality: Supporting ALE and COST ENeL

The certain use case is developed to support Pan-European Lexicography and Lexicology and explore new methods of scholarship. The main use case partners are members of the two European initiatives in the fields, namely for Lexicography the COST action IS 1305 European network for electronic Lexicography (ENeL) and for Lexicology the Atlas Linguarum Europae (ALE).

Both of these initiatives aim to explore cultural diversity against the background of multilingual Europe. Europe, as “common space of knowledge” with a common background for lexicography and with shared lexicographical practices and methodological principles, was to this regards influenced by a common canon of dictionaries and other reference works rather than as independent works (Haß [2010]; Kirkness [2012]) .

Moreover, the purpose of these dictionaries was to contribute to nation-building, which explains their – usually strong – monolingual view. Yet, this does not adequately reflect the common Pan-European linguistic heritage (Munske / Kirkness [1996]; Habermann [1999]) of the languages of Europe, which have been in fact in permanent contact with each other (COST Memorandum of Understanding). Possibilities to study the Pan-European commonalities are explored in the framework of COST ENeL and are to be supported by the science gateway and DARIAH Competence Centre.

The Use Case definitely meets user needs: The Memorandum of Understanding for the COST action ENeL [COST MoU, p: 6] refers directly to the lack of common approaches and lacking standards as well as the ambition to “fully explore the possibilities of the digital medium”.

The developed Science Gateway is one of the solutions for some of the items aimed to be results of the COST ENeL action Working Group 4 “Lexicography and Lexicology from a Pan-European perspective” (COST / Wandl-Vogt / Nowak), namely mainly 1) Developing ways in which already existing information from single language dictionaries can be displayed and interlinked to present more adequately their common European heritage - 2) Finding new applications for the very large amount of interconnected dictionary information from the European dictionary portal in the field of digital humanities [COST MoU: 14]. Main topics to be addressed in this paper are forms of scholarship and production of knowledge (Nowotny / Scott / Gibbons [2003]) – a) collaborative – b) explorative – c) interdisciplinary transdisciplinary / in the framework of Open Science.

a) Collaborative: The proposers of the paper discuss how open online collaboration is furthering research on the examples of ALE and COST ENeL.

b) Explorative: The authors of the paper introduce how their developed and adapted infrastructure supports explorative scholarship.

c) Interdisciplinary, transdisciplinary, towards Open Science: Finally, they reflect their transdisciplinary collaboration – with background in sciences as well as Humanities – and the added value of it on the one hand; on the other hand they reflect on transforming their workflows towards Open Science Commons.

Conclusion and Outlook: Beyond Digital Humanities?

This paper presents a collaboration beyond Digital Humanities: The contributors introduce into a new science gateway for the Digital Humanities, discuss the main technologies adopted and developed and point at the added value of a collaboration beyond Digital Humanities.
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Introduction

The GeoHumanities Special Interest Group (SIG) was formed in 2013, and in two and a half years, over 500 individuals have subscribed to the group’s email and social media feeds. However, there remains considerable untapped potential for SIG activities informing and enabling humanities scholars’ investigations of geospatial research methods and theory. This poster will publicize the SIG’s mission and activities, and gather input from conference attendees on possible future endeavors.

Formation

The 2013 Digital Humanities conference program reflected an increasing interest in questions of place and space by scholars from various disciplines. Recognizing the need for cross-disciplinary collaborations and sharing of experience, the SIG co-founders responded to ADHO’s call for proposals during that year’s SIG slam. Our intent was to utilize ADHO’s SIG structure to unite and support the disparate groups of scholars conducting research with a spatial or geographic context. In naming the SIG, we have emphasized geography’s traditional attention to not only spatial, but spatial-temporal and ‘placial’ perspectives. Soon after DH2013, the GeoHumanities SIG proposal was approved.
Goals

The SIG’s stated goals are

“...to create a venue for pooling knowledge and best practices for relevant existing digital tools and methods, to foster the collaborative development of shared resources and new tools and extensions to geospatial software, and to keep humanists at large informed about the possibilities and inherent pitfalls in their use.”

Activities

The SIG uses various communication channels, including a web site (geohumanities.org), an e-mail list and twitter feed. Subscribers now number over 500, primarily from the US and Europe, and the group has had a few notable accomplishments during that time. SIG members have contributed to the expansion of the DiRT Directory by augmenting the TaDiRAH DH taxonomy and are contributing annotations to DiRT listings that are relevant to geospatial research, on an ongoing basis. Those listings are fed automatically to the SIG site in a feature called GeoDiRT. The web site also features a list of over 150 Humanities GIS projects from around the world. That resource was originally developed by one of our members several years ago, and transferred to our ADHO-hosted site to ensure its longevity and to facilitate contributions. The SIG website includes blog postings, announcements and a twitter feed.

In each of the past two years the GeoHumanities SIG has held pre-conference events. At Lausanne in 2014, a well-attended day-long meeting focused on "Place and Period in an Emerging Global Gazetteer," and at Sydney in 2015, the SIG promoted a workshop hosted by several of its members on the topic of peer review in GeoHumanities. In 2016, the SIG endorsed and promoted a member organized workshop, “A Place for Places: Current Trends and Challenges in the Development and Use of Geo-historical Gazetteers.” Each of these sessions provided a venue to share expertise and shape research agendas.

Future

The GeoHumanities SIG’s future initiatives may include:

• Enabling the enhancement of Humanities GIS project listings by their investigators.
• Improving browse and search capability for the Humanities GIS project list.
• Improving integration of DiRT and GeoDiRT.
• Coordinating the collaborative development of an online primer on geospatial analytic and mapping tools, data resources, and best practices.
• Engaging SIG members to enhance GeoDiRT by reviewing tool listings.
• Other ideas brought forward by members.

The DH conference poster venue is a great opportunity to increase awareness of the GeoHumanities SIG and its activities, expand the member base and gather input on current and future directions.
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This poster will introduce and demonstrate DH Bridge (http://dhbridge.org/), a pedagogical model and curriculum for one to two day workshops that provides intensive training in computational thinking in humanities contexts. There are an ever increasing number of opportunities for training in the digital humanities, from informal workshops held at THATCamps (http://thatcamp.org/) to multiple week training programs, such as the NEH Institutes for Advanced Topics (http://www.neh.gov/grants/apply-neh-funded-seminar-institute-or-workshop), Humanities Intensive Learning and Teaching (HILT) (http://www.dhtraining.org/hilt/), and the Digital Humanities Summer Institute (DHSI) (http://www.dhsi.org/). While these workshops provide excellent opportunities to gain exposure to new ideas or to dive deep into a particular subject area, they are also dependent upon the expertise of the particular instructors and, depending on the length of the workshop or institute, require substantial commitments of time and money.

Building on the examples of Rails Bridge (http://www.railsbridge.org/) and Rails Girls (http://railsgirls.com/), which focus on lowering the barriers to entry for underrepresented persons in code, DH Bridge offers an additional model for training in the digital humanities. Rather than relying on a single instructor, DH Bridge relies on a group of coaches to guide participants through a shared tutorial, troubleshoot technical problems, and provide additional contextual information for participants. Throughout the day of the workshop, technical work is interwoven with group activities aimed at helping participants develop useful mental models of computational processes and articulate research questions that would benefit from computational analysis. We have found that this combination of community supported learning, technical work, and
group exercises creates a supportive environment where technical learning can take place.

DH Bridge started as a locally hosted Rails Girls workshop for humanities scholars (http://railsgirls.com/digitalhumanities_fairfax) held in early September 2013. The event was well-received and successful, highlighting for us the strength of the model of the short workshop with a central curriculum and small group coaching. It was clear, however, from the feedback we received that the Rails Girls curriculum was too focused on gaining technical skills for employment, as participants struggled to connect the skills they learned to their intellectual goals as humanities scholars. Thanks to an incubation grant from the Association for Computers and the Humanities (http://ach.org/2014/07/09/ach_microgrants_winners_2014/), we were able to develop a curriculum focused not on the mechanics of code, per se, but on the processes of computational thinking. This curriculum was used in a second workshop, held on November 1, 2014.

What is unique about this pedagogical approach in the current landscape of digital humanities training is that the workshops run from a central and open curriculum that can be adjusted and expanded for a particular community. Because the emphasis is on patterns of thinking, rather than use of particular tools, the workshop curriculum is flexible. Whether using the included text-mining tutorial, or adapting tutorials from outside sources such as The Programming Historian (http://programminghistorian.org/), workshop organizers can customize the day for the interests of their community. In addition, the central curriculum, together with the local focus and short timeframes of the events, helps to keep the costs of the workshops low for both participants and organizers. And, most importantly, the success of the curriculum is derived from the community—the participants and the coaches work together to solve problems, both at the level of the code and at the theoretical level of scholarly investigation through code.

We’ve taken this approach to help expand the community of scholars leveraging computational approaches in their research. Cultural and institutional barriers to learning computational methods are well documented, and organizational responses like FemTechNet (http://femtechnet.org/) and GO::DH (http://www.globaloutlookdh.org/) are doing valuable work in challenging the systemic barriers. DH Bridge aligns with this work, and seeks to provide a local means for groups of people underrepresented in the digital humanities to learn and engage with the concepts and skills of programming in a way that is meaningful to their interests.

This poster will address our lessons learned from running the two iterations of the workshop, as well as our plans for future workshops. We will discuss the model of the one to two day workshop as a way of lowering the costs for participants and organizers; our theoretical and pedagogical choices in developing the curriculum; the challenges we faced and some lessons learned; and the feedback we have received from participants. We invite and look forward to engagement with and collaboration on the curriculum and the model of DH Bridge.
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Researchers of DH need visualizations to help them analyze and share their research results. Meanwhile, the users of the corpus are waiting for a tool (e.g. knowledge Map) to help them with learning and information seeking, and help them with knowledge understanding and memorizing tasks. The insightful island is one of the most promising tool for the perception of the corpus and its memorization.

Figure 1. Visualize the HdT corpus as an insightful Island
Cartographic Visualizations (Gansner et al., 2013), have a lot of advantages: they propose to map contents onto two-dimensional knowledge maps that use cartographic metaphors and geographical analogies. These help users to understand the knowledge and allow them to show their own understanding on the visualization, then share it with other scholars. With knowledge maps, people from different domains can collaborate with each other, thus leading to additional benefits. For example, the famous Torrance’s experiments (Torrance, 1970) show that working in pairs facilitates creativity.

The Project *Haine du théâtre* (HdT) aims at analyzing theatre debates in Europe by using scientific approaches and critical editions of polemical texts. The reflections of the HdT team are mainly focused around the discovery of the circumstances and the arguments used in theatre controversies all across Europe, from the 16th century up to the 19th century.

In this poster, we show how to use Memory Island (MI) technique (Yang, 2015) to help us creating an insightful island for the HdT corpus. MI is inspired by the “loci” method of the Art of Memory technique, and it consists of associating each entity of knowledge to a designated area on a created virtual island. We generated a 2D knowledge island (Figure 1) of an ontology built to access the HdT corpus by employing the MI technique.

This visual representation allows users to navigate through the corpus, based on the insights of experts. It uses distance measures, based on the perception of the literary field expressed by scholars specialized of the considered period. This is achieved in this same way that experts from the “Knowledge Cartography” field (Okada et al., 2008) manually craft their knowledge maps.

Users can circulate through the corpus and discover interesting documents that appear to be semantically close to the one they are viewing. The overall organization being based on the ontology skeleton (i.e. a hierarchical structure), the spatial proximity corresponds to a semantic proximity between documents that could arise unexpectedly to the eyes of the viewer, which should stimulate his/her curiosity. In addition, the users can get more information about the concepts by simply clicking their labels on the map: detailed information windows appear on demand. Moreover, the users can study the online corpus, together with the labels of instances and the supplementary information by clicking the chosen items in this window (Figure 2).

Then we designed two different actions: “Visit” and “Study”. “Visit” is the action performed by the user that allows her to see a concept’s detailed information; “study” is the action allowing users to examine concepts and learn from it at a deeper level. We developed techniques for helping the users to learn and memorize this knowledge based on these map representations. For example, the users can share visiting trace with others, which allows to collaboratively study the corpus (Figure 3). This is essential in the perspective of a participatory activity in DH. User can visually display her visiting trace and allow others to re-visit her trace.

The studied concepts of one user are also visually represented (Figure 3) by the novel review function which simulates our mind’s memorization and learning mechanisms. The frequency of learning is also visually represented, using degrees of transparency (least transparent means most studied), in a technique analogous to that of the “heat-maps”. If the user wants to review the studied concepts, it will show her a summary about the concept, prepared by the expert, also allowing the comparison with the original text in the corpus.

Figure 2. Access, detail information and search with the HdT Island

Figure 3. Visualize the visiting trace and review the studied concepts (highlighting with the five-point stars). In this case, the user has studied “society”, “quality” and “thematics” concepts, alighting on the concept “economy” and reading its summary.
In the future, we envisage integrating Natural Language Processing and Artificial Intelligence techniques, such as Name Entities Recognition to rendering our technique fully automatic; this in turn will enable all scholars in DH to develop their own Memory Islands for sharing their knowledge more easily.
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What did everyday life look like for a Polish Jew in Warsaw around the time of the First World War? We teach music history, musicology, Jewish history, and Slavic studies. Our students come to us with various pre-conceptions: either that Jews and Poles (conceived of as mutually exclusive categories) lived in open hostility to each other, or that they lived entirely separate from each other, their paths only crossing out of necessity. We want to create, together with our students, a digital tool that will challenge this pre-conception, and their broader ideas about history. We know that preconceptions often interfere with classroom instruction, and often remain much more salient than new knowledge (see, for example, Sam Wineburg, *Historical Thinking and Other Unnatural Acts*, 2001). We believe that hands-on digital tools may do more to interfere with preconceptions than traditional methodologies.

The work of Menachem Kipnis (1878-1942) belies those assumptions. For 16 years, between 1902 and 1918, he performed with the Warsaw Opera; he also sang at the a synagogue in downtown Warsaw. He wrote about these experiences in a variety of newspapers, including Poland’s widest circulation Yiddish-language daily, *Haynt*. His accounts are full of rich details that mix the personal and the geographic—how he could run from Tłomackie Street to the Opera and arrive, out of breath, but with enough time to change, for example. Other archival records in which he appears demonstrate the difficulties that Jews faced in joining non-Jewish Polish society—Kipnis’s obviously-Jewish first name was not always given in Opera programs, or is Slavicized.

We came to create *Mapping Kipnis* as a challenge to see what an interactive mapping project, one designed by historians and Jewish studies scholars, could do for students’ (and our own) understandings of Kipnis’s world. Using Omeka, we present Kipnis’s Warsaw, with locations enhanced by his words and photographs. We plan a second phase of the project to look at Kipnis’s tour through Eastern Europe; his writing from those years offers a warm and colorful picture of Jewish life before the Holocaust. This phase will help students form an understanding of the political and cultural geography of Europe during the period.

Virtually none of our students have been to Warsaw, and have only the vaguest understanding of what it looks like, and even less of an understanding of pre-World War Two Warsaw. For these students, we believe that using interactive tools can provide a layer of understanding about the social geography of Jewish life in Poland that a purely textual account cannot.

*Mapping Kipnis* is incomplete and we envision students being able to contribute to it, and to add adjacent projects to it as well. Thus, it is both an instructionally demonstrative tool, and an opportunity for our students to familiarize themselves with digital mapping and with the potential digital life of archival material. We are delighted to bring *Mapping Kipnis* to Krakow in 2016, for demonstration and feedback. We hope it sparks as many conversations among participants as it has among the three of us.
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Introduction

Construction and analysis of social networks for historical figures has lately become a popular approach in History and Prosopography (Keats-Rohan, 2007), Sociology (Wetherell, 1998; Roldán Vera and Schupp, 2006) and digital humanities (Rochat, 2015; Yamada, 2015). This approach is especially beneficial for providing a global view and automatic mathematical and statistical analysis for large historical corpora (Rossi et al., 2013), for which researchers are unable to gain much knowledge by even an exhaustive manual exploration.

Jewish Biblical and Rabbinic literature is a great source of ancient wisdom and cultural heritage. It includes a large amount of people such as prophets, political and religious leaders, sages and other historical figures. Amazingly, although these people were spread over the world and through different time periods, they were united and connected by the same text - the Bible. Therefore, the aim of this research is to propose and implement a methodology for construction of a cross-generation social network for Jewish sages to explore their inter-relationships on a large scale, using modern computerized tools for text analysis and graph mining (Rossi et al., 2013; Yamada, 2015).

The proposed methodology

At the first stage we define the corpus of the study and a reliable digital resource for this corpus. We work with the text of Mishna (2nd century CE) and Talmud (4th–5th century CE). Next, the following information is retrieved from existing traditional research sources, such as encyclopaedia of Jewish sages (as most of these sources have not been digitized, the person-related data is extracted manually and stored in the digital form):

1. A list of sages for the selected corpora. One of the biggest challenges with sages’ names is their ambiguity and a large number of namesakes (Rochat, 2015; Keats-Rohan, 2007). To tackle this problem we add identifying discriminative features to each name (e.g. father’s name or place of birth).

2. A list of basic relationships between sages, e.g. family relationships, teacher-student, time period, place, possessing a similar political/social/professional role, studying in the same institution, participation in the same event.

Finally, the above basic relationship list can be further extended with text-based relationships, such as sages who cite each other, disagree, or comment on the same section of the biblical text. This is achieved by automatically learning lexical patterns in which pairs of sages co-occur in texts and using them to extract the corresponding relations.

All the extracted data from multiple independent resources are digitized and integrated in the single database and can be queried and visualized by the common tools (e.g. Gephi (Bastian et al., 2009)). Figure 1 illustrates a fragment of the proposed type of the cross-generation social network for Jewish sages. Complex queries can be further answered by mining the network, e.g. whether a given pair of sages are related and how? What are all the various direct and indirect relationships of a given sage? Whether the same text segment cites sages from different time periods (meaning that it has been edited at a later period)? At the global level the social network helps identify the central figures/communities of the sages in different places, times, schools, dynasties, philosophical approaches, text segments, and citations according to the number of network relationships and their density, central-
ity and coreness (Rochat, 2015; Keats-Rohan, 2007). The historical data in the built network becomes accessible to researchers from the humanities and will take their research capabilities to the next level.
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Summary

The purpose of this workshop is to conduct a meaningful examination of the data fabric and infrastructure components being defined by the Research Data Alliance (RDA), to test their relevance and applicability to the needs of the digital humanities community, and to discuss opportunities for humanities engagement in further standards development.

RDA is an international initiative to facilitate the development of effective data practices, standards and infrastructure in particular research domains, and across domains. It aims to enhance capacity to archive, preserve, analyze and share data, and for collaboration both within and across research communities. The humanities have an important presence in RDA, and can benefit from the opportunities RDA provides to learn across research communities working to develop digital infrastructure. RDA also brings together diverse types of technical expertise, which is organized to put forward (best practice) “adoption products.” Some of these products are starting to be taken up in the humanities, such as the Practical Policy Recommendations mentioned below, and there is significant potential for further collaborative work between RDA and digital humanities developers in the future.

Much of the infrastructure needed to support data sharing is of great relevance to Digital Humanities projects, where we find ourselves too often developing and reinventing ad-hoc solutions for data management, draining resources that could be put to better use focusing on the domain-specific nature of our problems and driving new research. It’s easy, especially when time and resources are constrained, to get locked into thinking that our problems are unique and that we need to design custom solutions, but when we examine the problem from other perspectives, the abstractions begin to rise to the surface. But in order to take advantage of the solutions as they are built, we must be part of the discussion about the requirements, push for our use cases to be considered in their design, and take part in testing, implementing and sustaining the solutions.

This will be a full day workshop in the format of a hands-on round-table and open discussion. Participants will be asked to come prepared to discuss details of their particular use cases, as well as solutions and needs relevant to two of the initial outputs of the RDA: the Persistent Identifier (PID) Types (Weigel, et. al., 2015) and Data Types Registry (DTR) (Lannom, et. al., 2015). In advance of the workshop, organizers will provide summaries of these outputs and detailed examples of their analysis for use cases in humanities and other relevant domains.

This workshop is a complement to the panel by Dr. Natalie Harrower et. al entitled “Digital data sharing: the opportunities and challenges of opening research”. The panel presents particular challenges in humanities research data management, and aims to generate a discussion around the uniqueness and challenges inherent in humanities research data. This workshop, on the other hand, is a hands-on effort to work with real humanities data use-cases, provided by participants, to understand how to best shape RDA outputs to enable better data sharing and management in the humanities.

Format of the Workshop

In the first two hours of the workshop, organizers will present a summary of humanities activities in RDA thus far, and describe current calls for participation by RDA working and interest groups.

These calls address an array of topics important in the digital humanities: Institutional Review Boards (IRB), access solutions and metadata standards that support data sharing; the need for institutional repositories for both live and archived digital projects; the need for a “data net” to connect globally distributed repositories, enabling discovery and access; the need for cultural and organizational changes in the humanities to research data sharing and open scholarship.

Specific RDA activities covered will include:
- The Digital Practices in History and Ethnography Interest Group (DPHE-IG) (https://rd-alliance.org/node/508), chaired by anthropologists Mike Fortun and Kim Fortun at Rensselaer, and Jason Jackson, Director of the Mathers Museum of World Cultures at the University of Indiana.
- The successful adoption by the Platform for Experimental and Collaborative Ethnography (PECE) (http://worldpece.org) of the RDA Practical Policies
Recommendations, a specification for best practices for data management.


We will wrap up the first half of the morning session with a group effort to identify the range of solutions and support needed for research data management and sharing in the digital humanities in coming years, and potential opportunities for RDA collaboration. The list generated will be taken back to the RDA community for their consideration and feedback.

The second half of the morning will be devoted to an in-depth presentation of the RDA PID Types and DTR outputs, including a demonstration of their implementation.

After lunch, each participant will be invited to present their use case/requirements and engage with workshop organizers and participants in a discussion of the relevance and gaps and cost/benefit of adopting the solutions being proposed by RDA. Prior to the workshop the organizers will issue a short survey for participants to answer directed questions about their requirements as well as a template for more detailed descriptions of their use cases. Specific focus will be on the PID Types and DTR solutions, but other relevant outputs or in-progress efforts may be considered as well. Workshop organizers will take notes and produce a summary report following the workshop to share with the RDA community for their consideration and feedback.

Target Audience

Members of the ADHO community who are interested in collaborating with a global multi-disciplinary community to define, develop, test and adopt infrastructure for supporting the management, preservation and sharing of humanities research data. Participants should have some experience with digital humanities projects for which general solutions for working with Persistent Identifiers and machine actionable Data Types are relevant.

Workshop Leaders

**Bridget Almas** is a Senior Software Developer for the Perseus Digital Library at Tufts University (http://www.perseus.tufts.edu) and co-PI of the Perseids Project (http://www.perseids.org), a collaborative online environment for creating and publishing datasets consisting of transcriptions, translations, linguistic annotations and commentaries of and on ancient source documents. She is a co-chair of the RDA Research Data Provenance Interest group, and a former member of the RDA Technical Advisory board.

**Kim Fortun** is a cultural anthropologist and Professor of Science & Technology Studies at Rensselaer Polytechnic Institute. From 2005-2010, Fortun co-edited the Journal of Cultural Anthropology (http://www.culanth.org/), as it was developing its original digital infrastructure. Fortun has played a lead role in the development of the Platform for Experimental and Collaborative Ethnography (PECE), an open source/access online work space for anthropological and historical research. Fortun co-chairs the RDA DPHE Interest Group.

**Dr. Natalie Harrower** is the Director of the Digital Repository of Ireland (DRI) (http://www.dri.ie/) - a publicly accessible online repository for the long-term preservation, sharing and reuse of humanities and social science data. In addition to building an open-source trusted digital repository to international standards, the DRI also influences policy and publishes reports and guidelines on data archiving, metadata standards, preservation infrastructures, Linked Data, digital preservation challenges unique to cultural data, and digital humanities. DRI is piloting a research data management project with diverse digital arts and humanities data, and their current flagship project is the award-winning digital cultural heritage site Inspiring Ireland (inspiring-ireland.ie).

**Eveline Wandl-Vogt**, research manager at the Austrian Academy of Sciences, Austrian Centre for digital Humanities and VCC: Co-Chair eInfrastructures, COST ENeL; expert in several national and international committees – mainly focussing on standardisation, interoperability, Social Innovation and Open Science. Recently, she mainly focuses on supporting transformation processes from the Humanities towards Interdisciplinary Humanities and applied Humanities in the framework of Open Science, Citizen Science and Open Innovation.
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The implementation of geo-historical gazetteers increasingly depends upon the development of Natural Language Processing (NLP) and Corpus Linguistics as well as geographical analysis in disciplines such as History, Archaeology and Literary Studies. The application of these methods usually relies on the appropriate modelling of databases for performing the semantic enrichment of documents including geoparsing tasks. At the same time, even when performing a manual enrichment and referencing of place mentions in texts or in library or museum catalogues (e.g. when applying the CIDOC CRM model and its spatio-temporal extension), an adequate source of external information is crucial.

Today, geo-historical data are more and more often published following the Linked Data (LD) principles: i.e. using URIs and data format standards (RDF) and linking to other data sets to enable information discovery. Moreover, an implicit driving principle of LD, widespread in the Semantic Web community, is the reuse of vocabularies and ontologies already defined by others to avoid duplication. Keeping track of provenance is crucial. Pleiades is one of the best examples these days, but other generalistic sources such as DBpedia, Wikidata or GeoNames also provide interesting - albeit partial – geo-historical information and their spatio-temporal extension), an adequate source of external information is crucial.

The choice of geo-historical datasets which are used as gazetteers depends on the domain of the texts under consideration. Pleiades is specifically suited to places in Mediterranean Ancient History texts. However, tasks such as referencing places from historical periods other than Antiquity, or identifying geographically vague or imaginary places in literary texts, if ever possible, might need the development of a different methodological approach, which would include the construction of conceptual mapping models and the creation of a completely different kind of gazetteer. In any case, the choice will have an important influence on the results of such visualizations as well as on the pertinence of the interpretation. Existing gazetteers vary widely in how they abstract the world. Important aspects – such as scale, the representation of time (and change over time), complex geometries, uncertainty and vagueness as to location and/or date, multiple points-of-view, representation of hierarchies of political-administrative units, their boundaries and their change over time, alternative names (rejected and standard forms, vernacular and multilingual), representation of fantastic places – are modelled in different ways, or are missing altogether. This limits their applicability in the Humanities. Moreover, interlinking between corresponding entities in different gazetteers is often lacking, although progress has been made in this regard, through community initiatives or by using GeoNames, or Wikidata as backbones (Simon et al., 2015). Finally, the ontologies used to link toponyms in texts to spatial references need to be further developed, especially when it comes to deal with fuzziness and uncertainty in mentions (Reuscher and Hurni, 2011).

Clearly, new models should conform to LD principles, and they should privilege the reuse of existing and consolidated ontologies, vocabularies and datasets whenever possible. Long term preservation and maintenance are also crucial problems in this sense because texts enriched with references to sources that have become obsolete or unavailable may have results that are unusable for the task for which they were tagged (Janowicz et al., 2012). In this sense, specialisation of efforts on the one hand (for pooling efforts) and coordination on the other, are crucial for such projects. Finally, geo-historical projects should also promote harmonization of their data with standards and practices of the broader DH community, and of the current research trends, in particular for what concerns the interoperability of resources within the framework of larger research infrastructures such as CLARIN or DARIAH.

In the proposed full-day workshop, we will focus on geo-historical gazetteers, and we will discuss their limits in supporting the needs of the Spatial Humanities (SH) community. The proposed workshop will be composed of nine presentations (abstracts are listed below), each of which concerns the production of geo-historical gazetteers as LD as well as the annotation, the recognition and the geoparsing of place names referenced in texts, library and museum catalogs, digitized maps, etc.

Christopher Donaldson (University of Birmingham), Extracting and visualizing the geographies in historical travel writing: This presentation will introduce a procedure for the automated extraction and resolution of geographical information from a corpus of historical writings about the English Lake District. The research on which the presenta-
tion is based is using the spatial analysis of geo-historical LD sets to achieve a more comprehensive and refined understanding of how the landscape of the Lake District was perceived, represented, and experienced in the past.

Karl Grossner (Stanford University), Joining Place and Period in Historical Gazetteers: Places referred to in historical documents and gazetteers have temporal as well as spatial extents. Likewise, historical periods have spatial extents. However existing data models and format standards and the mapping and timeline software that use them do not reflect this. I will discuss recent work on Topotime, an extension to the GeoJSON format adding temporal expressions, and allowing for some types of uncertainty encountered in historical data.

Katherine Hart Weimer (Rice University): A wealth of geographic information is included in library catalogs, with existing structures for name disambiguation, cross-referencing and inclusion of geographic coordinates. Recently, efforts are underway in libraries to convert this data into LD allowing for cross platform applications. The presentation describes an experiment in this sense.

Maurizio Lana (Università del Piemonte Orientale): Annotation of place mentions in Latin Literature. The annotation pipeline uses parsing+NER but later mentions are manually checked and referenced to external gazetteers such as Pleiades. The novelty of the project is the GeoLat GO! ontology that allows for a more complex annotation.

Bruno Martins (University of Lisbon): NLP and IR methods for handling geospatial information in textual documents. In my talk, I will present a brief survey of techniques for handling geospatial information within textual documents, including work at our team in the University of Lisbon, and other methods proposed within the Computational Linguistics and IR communities. I will discuss methods to address the problems of (i) document geocoding, (ii) toponym resolution, and (iii) selecting geographically relevant key-phrases. Applications within the broad field of DH, and SH in particular, will also be outlined.

Patricia Murrieta-Flores (University of Chester): So far, research in the SH has been mainly concerned with geographically precise information or what could be considered as ‘real’ places in historical and literary sources. Nevertheless, non-locational places play an important role in narratives of all sorts of sources from the fantastic, to geographically vague travel accounts. This is an important limitation in the analysis of place in the DH. Using Medieval Romances as an example, this presentation will discuss the challenges posed by literary narratives of place in terms not only of disambiguation, but also reference to fantastic and non-locational places.

Michael Page (Emory University): Atlanta Explorer: Historical Geocoding & the City: Atlanta Explorer focuses on building datasets and geospatial tools to explore the history of the city. Completed is a geodatabase and geocoder for circa 1930 and the pilot 3D virtual environment. The next phase includes producing geocoders for the remaining years (1868–1930) and therefore strategies and methods for developing historical geocoding datasets and tools for place discovery will be discussed. Our goal is to also share the underlying data with the community CityGML as how we would likely share and archive the model.

Rainer Simon (Austrian Institute of Technology), Pelagios project: an international community initiative concerned with the development of Linked Open Data methods, tools and services to better interconnect geo-historical datasets. In its most recent project phase ("Pelagios 3 - Early Geospatial Documents"), Pelagios has developed Recogito, a semi-automatic geo-annotation tool; Peripleo, a geotemporal search engine. Furthermore, Pelagios has annotated more than 300 historical sources from different cartographic traditions, collecting more than 120,000 place references in literary texts and early maps.

Humphrey Southall (University of Portsmouth): Engaging the wider public with historical gazetteers. Gazetteers are a powerful tool for humanities researchers, but are also of great fascination and utility for the general public. That interest enables academic projects to achieve wider "impact", enables popular web sites to be sustained by advertising income, and enables expansion through crowd-sourcing. This presentation covers three experiences: the established Vision of Britain site; PastPlace, our new LD gazetteer which uses Wikidata as a spine to which we are adding historical toponyms; and GB9000, a crowd-sourced gazetteer building project developed in collaboration with National Libraries in Great Britain.

The proposed workshop targets an audience of scholars, data designers, and software developers, and will also comprise a speed presenting session for participants, topic-based breakout discussions between experts and attendees, a panel to highlight research priorities and summarize the main contributions of the workshop and research directions.
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Introduction

Modern infrastructures for the management and dissemination of humanities data face various challenges. On the one hand, sustainability and availability for long-term preservation have to be guaranteed. On the other hand, flexibility and the possibility of individual data usage play a major role in this field. The FEDORA based Asset Management System GAMS (Geisteswissenschaftliches Asset Management System – Humanities’ Asset Management System) and the corresponding Cirilo client, developed by the Centre for Information Modelling - Austrian Centre for Digital Humanities (ZIM-ACDH), address both demands in combining long-term preservation with a presentation and management layer. This means that all of the mentioned challenges can be solved within one infrastructure.

GAMS

GAMS is an OAIS compliant infrastructure designed for the management, publication and long-term preservation of digital resources. It is based on the Open Source software FEDORA and focuses on the long-term availability and flexible use of digital content. Since 2014 it is a certified trusted digital repository in accordance with the guidelines of the Data Seal of Approval.
FEDORA offers content models for the aggregation of the digital content, metadata and processing instructions. An example for such an aggregation could be a TEI-document with XSL transformations for various dissemination formats (HTML, PDF, different views for analysis purposes etc.), an RDF datastream that handles the description of the object’s semantic relations and images with their metadata (e.g. facsimiles of the data covered in the TEI). A functional view on FEDORA’s object model includes program-controlled processes based on web services e.g. XSL transformations for dynamic outputs or automatic extraction of semantic relations within a TEI document.

Cirilo

Cirilo is a java application developed for content preservation and data curation in FEDORA-based repository systems. The client operates through FEDORA’s Management API (API-M) and consequently offers functionalities, which are especially suited to be used as tools for mass operations on FEDORA objects, complementing FEDORA’s inbuilt administrator’s client. Cirilo exploits FEDORA’s object model by providing a collection of pre-defined content models optimized for specific primary sources like TEI, LIDO, METS/MODS, OAI-Records, HTML, PDF, BibTeX or external resources that can be accessed via a URL.

Several possibilities to semantically enrich the digital objects during the ingest process through different customizable mapping methods are offered: Dublin Core for exposing the objects in harvesting environments (like Europeana), geographical information to present data in map applications (like the DARIAH-DE Geo-Browser), or RDF statements that are stored in triplestores. Furthermore, extraction of semantic information, automatic addition of picture references to the object or resolving text data in combination with underlying ontologies are possible.

Since 2014, the Cirilo client has been available as an open-source tool including a comprehensive documentation, representing one of the Austrian contributions to DARIAH-EU. Thus, the entire infrastructure including repository and client is accessible as an archive-in-a-box solution for a broad user community.

Application

In this context, the infrastructure was adopted by the Petőfi Literary Museum as a solution for their online editions. The project DigiPhil is an online knowledge base for publishing scholarly text editions, writers' bibliographies, aggregating philological metadata and semantic annotation of these sources. At the University of Graz, GAMS hosts numerous digital editions as well as image collections and source books from various disciplines: the literary analysis of the enlightened Spectator press of the 18th century, a postcard collection with topographical and historical views on Styria from 1900 to the present or the account books of Basel from 1535 to 1610.

The workshop offers the opportunity to learn more on the underlying principles of the infrastructure and to try the mentioned functionalities of the Cirilo client in a hands-on session with a provided data sample.
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Biographical Data Workshop: modeling, sharing and analyzing people’s lives
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There is an abundance of biographical information online that begs to be analyzed with computational methods. Resources like Wiki- and DBpedia, Biographical Dictionaries, Historical Databases, Newsfeeds, Facebook and Twitter all provide information on individual’s lives. ‘Biographical data’ is of particular interest to computer scientists, because it can be well structured and all people share common attributes such as place of birth, place of residence, parents, et cetera.

The analysis of ‘biographical data’ with new techniques is a topic that is finding strong interest in research groups all over the world, demonstrated most recently by the first conference on Biographical Data organized in Amsterdam in 2015. This conference brought researchers from various domains together including historians, librarians, computer scientists, data scientists, and computational linguists.

The purpose of this workshop is to take a next step in strengthening the community working with digital biographical data by exploring possibilities of turning shared interest into new international collaborations. A central theme in this next step will be connecting and linking data.

A strong international community working on biographical data and aiming for shared data representations can directly support other domains in the digital humanities: easily accessible background information on people involved in historical or contemporary events, on artists, researchers or groups of people with common professions can provide background information and therefore be of interest to digital humanities researchers working with topics beyond research on biographical data.

This workshop brings together researchers from various domains working on biographical data. In addition to sharing latest progress, it has the specific aim of initiating efforts to share (knowledge about) data and data models. The workshop directly contributes to the efforts of the DARIAH workgroup on biographical data and aims to involve new researchers in this collaboration. A call for organization will go out for the Biographical Data in a Digital World Conference in 2017 (2015 conference: http://ceur-ws.org/Vol-1399/).

The workshop consist of two main components: 1) a poster session where researchers can share their latest work on biographical data and computational analysis and 2) dedicated sessions about data and data models.

For our poster session, we explicitly invite researchers to the workshop who work with biographical data for historical research or data analysis (e.g. computational linguists, visualization experts) and are thus already very familiar with models for biographical data, but are not necessarily involved in designing them. This perspective is of great value during discussions on sharing and modeling data and can provide insights into what kind of data models are practical to work with or which links between various datasets are most valuable for research. These insights can in turn help to identify logical and practical first steps towards increasing international collaboration.

Descriptions on data models and data samples will be distributed to participants in advance and studied by a panel. The panel will present their findings and support the discussion on sharing data. Direct involvement in several projects and strong relations with other international partners guarantees an interesting set of data and data models.
Digital Literary Stylistics Workshop
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Next, we turn our attention to empirical findings about style. Papers in this category include Christof Schöch's computationally-informed revision of Spitzer's take on Racine (“Spitzer on Racine, digitally revisited”); Natalie Houston’s discussion of period-specific styles in nineteenth-century British poetry (“Towards a Computational Poetics: Some Features of Nineteenth-Century Poetic Style”); Anne Bandry-Scubbi’s presentation of stylistic differences between male and female authors in a corpus of novels between 1750-1830 (“Women’s Novels 1750s-1830s and the Company They Keep: A Computational Stylistic Approach”); Jan Rybicki’s analysis of how most frequent word usage changes with time in the oeuvre of authors of various languages and literary periods (“Authorial chronology by most frequent words: do writers’ stylometric thumbprints evolve with age?”), and Christine Knoop’s analysis of the distribution of rhyme and cadence schemata in German lyrical poetry between 1700-1930 (“Rhyme and Cadence Distribution in Poetry”).

In this workshop, we shall explore novel empirical findings as well as methodological and epistemological questions connected with the computational study of style. In particular, we intend to address topics that fall within the following domains:

(A.) The technical domain. Tools/methods of analysis (computational stylistics, corpus stylistics, literary authorship attribution, NLP, digital hermeneutics); research infrastructures and corpus building;

(B.) The empirical domain. Style variation across factors such as genre, author, gender, epoch and period; narrative perspective and characterization; non-literary registers;

(C.) The conceptual domain. Notion(s) of style; style and aesthetics; typology of style indicators; style production and reception; research design ("close", "scalable", and "distant reading"); epistemological status of data; issues of representativeness.

First, the workshop will feature a set of papers focused on the technical side of digital literary stylistics. Jean-Gabriel Ganascia will present a tool for establishing stylistic distinctiveness on the basis of syntax (“Towards a computational and syntax-based stylistics”) and Tomoji Tabata will evaluate a series of Eder’s (2015) ”Rolling Stylometry” techniques (“Experimental Stylistics: A Meta-analysis to Evaluate Rolling Stylometry”).
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Multispectral imaging is a powerful tool to recover text from manuscripts affected by fading, palimpsesting, water, fire, or overpainting. Many scholars working in the digital humanities have some acquaintance with the technology, but practical experience will help them better understand the range of imaging modalities that comprise contemporary multispectral imaging and the potential of each to advance their research. Though this workshop, scholars will be equipped to identify good candidates for the technology, and thus contribute to the recovery and preservation of our cultural heritage.

The Lazarus Project, headquartered at the University of Mississippi and directed by Gregory Heyworth, operates such a state-of-the-art multispectral imaging system that can be transported to institutions and researchers around
the world so that the technology can be made available at no cost. This is part of the educational mission of the Lazarus Project – as a teaching tool for undergraduate and graduate students in the humanities and the imaging sciences – and is the reason why the capability may be offered at no cost. The system has been transported to institutions in the USA, England, Wales, France, Italy, Germany, and the Republic of Georgia to image a number of important historical objects, among which are the Vercelli Book, the Black Book of Carmarthen, and the c. 1491 world map by Henricus Martellus. This mission and capability of the Lazarus Project enables mid-sized institutions with a few manuscripts to benefit from the technology of multispectral imaging without making a sizeable investment in imaging equipment and personnel training. In addition, the cultural heritage objects are imaged at their home institution, without the difficulty of traveling to a stationary system that may be thousands of miles distant. The availability of this portable system that provides multispectral imaging free of charge makes it even more important that scholars who visit libraries and archives be able to identify good candidates for the technology.

The Lazarus Project will offer a workshop for participants in DH2016 in which the portable multispectral imaging system and the subsequent spectral image processing will be demonstrated. These demonstrations will take place in the Jagiellonian Library, and manuscripts from the library will be imaged. Thus, participants in the workshop will have the opportunity to see how multispectral imaging works, from the imaging of the object to the processing of the images and results. Each session will include a description of the equipment and process (camera, lens, LED light system, PhotoShoot software, and processing software tools), a few cycles of imaging of leaves of a manuscript, and a look at what goes into processing the images—with time for questions.

There will be four 90-minute workshops at the following times:
- Monday, 11 July 2016: 9:30am - 11:00am
- Monday, 11 July 2016: 2:30pm - 4:00pm
- Tuesday, 12 July 2016: 9:30am - 11:00am
- Tuesday, 12 July 2016: 2:30pm - 4:00pm

A maximum of 17 participants will be permitted in each session due to space constraints in the room in the Jagiellonian Library.

We look forward to seeing you at the demonstration.
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Gephi is a free and open source network analysis software used, among other things, in social network analysis. This workshop is intended for beginners as well as confirmed users. First, we offer an introduction to the basics of Gephi, then we explore through practice the question of visual network interpretation. We provide a dataset of both Twitter hashtags and Twitter followers graphs on various topics related to the DH community.

**Why network interpretation matters**

Reading a network visualization can sometimes be harder than simply producing it. Once the graph has been produced, what are we supposed to look at? Nowadays, it is common to learn how to use social network analysis software such as Gephi via online tutorials, but it is often difficult to learn how to interpret the results. Based on the experience of members of the software development team and Gephi power users, we offer this workshop to help users interpret their results.

Network visualizations are exploratory rather than explanatory. As a scholar, it is important to leverage network visualization in order to find interesting insights inside your data. Exploring a network requires mobilizing external knowledge on data’s context. Exploration is about generating, and not validating, hypotheses. Networks do not carry a single, clear message, and it is as fruitful for analysis as it is bad for communication. Dispelling this misunderstanding is very important if you want to fully benefit from a tool like Gephi.

The idea that a tool can analyze things for you is another misunderstanding we can help tackle. Gephi allows you to explore multiple facets of your data, but the interpretation remains to be done by the user him/herself. Users have to spend time with their data, and a workshop is a good place to introduce this data-care principle.

Once you know what to look for in a network, you will
capable of finding insight but you still have to excavate some evidence. Network metrics are more capable of doing so than the visualization itself. In this workshop we will also learn to match visual features with metrics so that you can provide evidence for what you have seen. For instance, observed clusters are proven to be modularity clusters in the sense of Newman (Noack, 2009).

Workshop schedule

Part 1: Visual network analysis in a nutshell

We start the workshop with a presentation about why and how we visualize networks (Jacomy et al., 2014) and how we interpret them (Venturini et al., 2015) through a Exploratory Data Analysis method (Tukey, 1977)

Part 2: Gephi practice

In this part we explain Gephi through examples. We manipulate Gephi on screen while participants execute the same operations on their computers, using the provided datasetsAckland, R. 2013. “Web social science: Concepts, data and tools for social scientists in the digital age.” SageAckland, R. 2013. “Web social science: Concepts, data and tools for social scientists in the digital age.” Sage (Grandjean, 2015). The complete chain of usage will be addressed by illustrating Gephi features from basics (software installation, layout, data table…) to advanced (computing statistics, filtering, exporting…).

Figure 1: Participants will learn how to produce a readable Gephi map

Part 3: Guided practice

Each group makes a visualization and wraps it up in a few slides using screenshots (Girard et al., 2015). The trainers provide practical help to participants.

Part 4: Collective discussion

Each group presents its findings, and we leverage these live examples to discuss the interpretation process through networks and notably its robustness compared to the visualisation choices.

This workshop is supported by DIME-WEB part of DIME-SHS research equipment financed by the EQUIPEX program (ANR-10-EQPX-19-01).
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Web Communities Mapping With Hyphe

How to use a curation-oriented web crawler to map communities?
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This workshop introduces a curation-oriented web crawler called Hyphe. This software, developed with and for Social Sciences and Humanities scholars, aims at providing a method and a tool to build a research corpus from web content (web pages and HTTP links). It provides a web mining tool wrapped with a User Interface and curation features (defining web pages aggregates, filtering contents, expansion method) required by Social Sciences and Humanities scholars.

We will focus on using the web crawler and will not take the time to present web studies, digital sociology
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or digital methods in general. Participants should have basic knowledge of the web and already consider it as a legitimate field for scientific investigation (Ackland, 2013). Participants are encouraged to come with ideas regarding which websites would be interesting to study for their personal research agenda (a list of entry points).

**Hyphe, a curation-oriented approach to web crawling for the social sciences**

The web is a field of investigation for social sciences, and platform-based studies have long proven their relevance. However the generic web is rarely studied in and of itself, though it contains crucial embodiments of social actors: personal blogs, institutional websites, hobby-specific media… We realized that some sociologists see existing web crawlers as “black boxes” unsuitable for research though they are willing to study the broad web. Hyphe is a crawler which was developed with and for social scientists, with an innovative “curation-oriented” approach meant to address two of the main social science problems when working with web mining: how to build a corpus and how to delineate an actor’s presence (Jacomy et al., 2016).

**Workshop schedule**

The workshop will first introduce Hyphe’s software and methodological principles through a guided case study. The participants will be guided through their first use of Hyphe to build their own web corpus.

**Part 1: Presentation of methodological approaches with a case study**

We will start the workshop with a presentation of our software Hyphe and its methodological principles. It will be done through its application on a case study. We offer to map the Digital Humanities communities through the many websites used to present and organise associations, conferences, research projects, research labs… We will build such a corpus live during this first part to introduce the participants to the main concepts and practical steps one should meet when building a web corpus. The teachers will have prepared the corpus before the workshop with a series of most common use cases and issues. The subject of digital humanities is proposed first because these communities use web communication a lot, and secondly to better engage the participants with a subject they are familiar with.

**Part 2: Hyphe practice**

After this extensive presentation of Hyphe, participants will be invited to engage in practice themselves. Individually or as groups of two, they will be given access to their own corpus on an online version of Hyphe and will be invited to map web communities on their subject of research following Hyphe’s iterative curation process:
- define the first actors web “boundaries” and start crawling them
- observe the resulting network of actors (websites)
- prospect the web for other potentially interesting actors by exploring most linked actors, filtering out irrelevant ones such as Google or Youtube
- crawl these actors’ websites as well
- adjust the “boundaries” of the new actors found to better represent their social reality
- iterate over and over until obtention of a reasonably complete corpus
- visualize as a network map and take a quick look at its structural properties (clusters, density…)

We will conclude this part with a discussion on methodologies to wrap-up the workshop.

This workshop is supported by DIME-WEB part of DIME-SHS research equipment financed by the EQUIPEX program (ANR-10-EQPX-19-01).
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**Data mining digital libraries**

Lars Gunnarsønn Johnsen
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National Library of Norway, Norway
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magnus.birkenes@nb.no
National Library of Norway, Norway

Arne Martinus Lindstad
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National Library of Norway, Norway

The central theme for this workshop is data mining and the connection between metadata and data in the context of digital libraries. Digital resources and search engines raise several questions about the relationship between metadata and the data they describe. For example, what is the relationship between metadata keywords and classification categories (e.g. Dewey)? How should topics...
found by topic modeling algorithms be labelled? With readily available search engine technology, using document relevance based on content words, is there a need for library classification systems at all, like Dewey or UDC?

While there may be overlap between metadata and the texts described contentwise, metadata typically contain information not found within the text, such as author, geolocation and time data. In addition, subject or topic words typically consist of carefully constructed language models in the form of thesauri dedicated specifically towards specialized literary collections within different fields. The question is then how search engines may benefit from such metadata with a language model, and for what kind of library user?

In this workshop, we invite colleagues to discuss the application of various methods related to digital library resources, including the structure of the metadata itself, as well as digital book collections. Many resources are available to libraries in digital form, like journals and new book titles, while some libraries also have launched digitization programs to create digital libraries, using scanners and OCR technology.

Both the text data and the metadata of digital libraries can be scrutinized with data mining techniques, opening up the material for large-scale, quantitative analysis. This makes such collections highly relevant for Digital Humanities studies.

**Background**

The ongoing trend towards increased digitization in society in general poses numerous challenges at many levels, but also opens up for vast opportunities within many fields, including the library sector.

At the National Library of Norway, a mass digitization project was initiated in 2006, with the goal of digitizing the entire collection of books, newspapers, movies, radio- and television-broadcasts, music etc., in sum everything published in the public domain in Norway of all media types, i.e. the entire cultural heritage of Norway. For books, the goal is to have the entire stock digitized by 2017. Thus far, some 435,000 of 450,000-500,000 books have been digitized. When all books and newspapers have been digitized, we estimate that our Norwegian text corpus will consist of some 80 - 100 billion tokens, which is big for a rather small language like Norwegian with approximately 5 million speakers. In comparison, the Google Books corpus contains approximately 500 billion tokens for English.

The National Library cooperates with scholars of literary studies and linguistics in developing and applying methods of data mining to the digital collection. We develop services that make the content available for quantitative research, without challenging intellectual property rights. One such service is NB N-gram for Norwegian (see http://www.nb.no/sp_tjenester/beta/ngram_1/), comparable to Google Ngram Viewer for English and other languages.

**Workshop leaders**

Lars G. Johnsen: Research librarian at the National Library of Norway, PhD in linguistics. Fields of interest: semantics, grammar, philosophy of language, probability theory and applications. Email: Lars.Johnsen@nb.no, Phone: +47 23 27 61 84

Arne Martinus Lindstad: Research librarian at the National Library of Norway, PhD in linguistics. Fields of interest: corpus linguistics, language change, comparative syntax, negation. Email: arne.lindstad@nb.no, Phone: +47 23 27 62 11

Magnus Breder Birkenes: Research librarian at the National Library of Norway, PhD in linguistics. Fields of interest: corpus linguistics, history and dialectology of the Germanic languages. Email: magnus.birkenes@nb.no, Phone: +47 23 27 60 54

**Call for papers (cfp)**

Are you interested in automatic classification of documents and what implications this has for libraries? How may search engines (like ElasticSearch) benefit from library metadata? Do you have any experience with developing public/academic web services on top of large amounts of library data? If these questions appeal to you, this workshop may be of interest. The central theme for this workshop is data mining and the connection between metadata and data in the context of digital libraries.

We invite papers on topics such as:

- The structure of subject headings and descriptors, used in book classification (e.g. in building thesauri)
- The relationship between topic words and library classification systems
- The relationship between content words and topic words (of existing metadata, or as output from topic modeling algorithms)
- Automatic classification of digital documents
- Authorship attribution
- Development of computational services for research and the general public
- Legal issues arising with different data mining practices

Please send us an abstract of max. 500 words that is situated within the above context.

**Program Committee**

Oddrun Ohren (National Library of Norway)
Koenraad De Smedt (University of Bergen)
Anders Nøklestad (University of Oslo)
Elise Conradi (National Library of Norway)
In many online platforms and websites, audio-visual data is gradually playing an equal or greater role than text. Similarly, in multiple disciplines such as anthropology, ethnomusicology, folklore, media studies, film studies, history, and English, scholars are relying more and more on audio-visual data for richer analysis of their research and for accessing information not available through textual analysis. Developing aural and visual literacy has therefore become increasingly essential for 21st century digital scholarship. While audiovisual data allows for research to be disseminated and displayed linearly, within one modality (e.g., reading a book from first to last page), it also allows for non-linear discovery and analysis, within multiple modalities (e.g., reading a webpage, browsing to a link with a sound clip, from there to a clip with film). This workshop will address both the challenges of analyzing audiovisual data in digital humanities scholarship, as well as the challenges of educating contemporary digital humanists on how to access, analyze, and disseminate an entire century of information generated with audiovisual media.

Other challenges to be addressed at this workshop concern issues surrounding copyright and sustainability and their impact on the dissemination and long-term access of audiovisual resources. One area of heated debate is whether certain copyright laws, which were originally instated to protect the development of new inventions, are in fact hampering the dissemination of new knowledge due to the restrictions they place on ways information may be displayed or disseminated. Some scholars contend that copyright laws will become obsolete over the next decades, while others argue that these laws will progressively restrict how scholars use audiovisual media in digital humanities research. Because of the complicated ways these copyright restrictions relate to audiovisual media, they affect films, television and sound more profoundly than digitized books with text and still images. Given these particular challenges faced by digital humanists working with audiovisual materials, a number of questions arise regarding how we might navigate these complex issues concerning copyright, sustainability and long-term storage and access. Can infrastructures essential for shepherding these digital transitions be made available for individual audiovisual digital humanities projects? Can digital humanists look to the university library as the place to support and sustain the websites, datasets and tools created by audiovisual DH research? How can digital humanists secure the massive server space needed to sustain the large-scale storage needs inherent in audiovisual DH projects? Who should oversee the recurring process of inevitable file migration and quality assurance needed for film, photo and sound formats? Are ‘business-models’ and their potential commercial benefit the way to go or are such arrangements overly optimistic? Are there encouraging examples of successfully sustained audiovisual DH projects that have effectively dealt with copyright issues? Will audiovisual DH scholars become increasingly dependent on philanthropic monopolistic corporations such as Google, Facebook, IBM and Microsoft to sustain their projects? What role should universities play as custodians and advocates of the knowledge produced by our audiovisual DH projects?

Workshop Overview

This full-day workshop will start with a keynote address on multimodal literacy by Dr. Claire Clivaz, Head of Digital Enhanced Learning at the Swiss Institute of Bioinformatics of Lausanne and active in #dariahTeach for which she is Head of dissemination and developer of the module Multimodal Literacies. This keynote will be followed by three sessions of paper presentations based around three themes:

- Models for training digital humanists in accessing and analyzing audiovisual collections
- Analysis and discovery models for audiovisual materials
- Copyright and sustainability

During the fourth session, workshop participants can give very short lightning talks/project pitches of max 5 minutes of ongoing work, projects or plans. Registration for this session will take place during the workshop so no submission is needed for part of the workshop. The workshop will be closed with a plenary & interactive session.

All papers will be selected by members of the Programme Committee, following a Call for Abstract which was published at https://avindhsig.wordpress.com/workshop-2016-krakowcfp/
Big Data: Complex Systems and Text Analysis
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A complex system (CS) is a system in which large networks of components with no central control and simple rules of operation give rise to complex collective behavior, sophisticated information processing, and adaptation via learning or evolution. The order that emerges in human language is simply the configuration of components, whether particular words, pronunciations, or constructions, that comes to occur in our communities and occasions for speech and writing. Nonlinear frequency profiles (A-curves) always emerge for linguistic features at every level of scale. Three recent books have embraced CS and developed ideas about it much more fully. Kretzschmar has demonstrated how complex systems do constitute speech in *The Linguistics of Speech* (2009), focusing on nonlinear distributions and scaling properties. Kretzschmar’s *Language and Complex Systems* (2015) applies CS to a number of fields in linguistics, including a long chapter on sociolinguistics. Finally, Burkette 2016, *Language and Material Culture: Complex Systems in Human Behavior*, applies CS to both the study of language and the anthropological study of materiality. In this workshop we wish to introduce some basic ideas about complex systems, including A-curves and scaling; talk about corpus creation with either a whole population or with random sampling; and talk about quantitative methods, why “normal” statistics don’t work and how to use the assumption of A-curves to talk about document identification and comparison of language in whole-to-whole or part-to-whole situations like authors or text types. A knowledge of emergent patterns in the CS of a language can cut through the problem of “noise” currently faced in NLP experiments that restrict findings to probabilities little more than chance.

We will start the workshop with a 60 minute (40 minute explanation and demonstration, 20 minute experiential learning) general introduction by Burkette to basic terms in CS such as “states” and “emergence,” and also apply those principles to language in the form of nonlinear frequency distributions and scale-free networks (as from Kretzschmar 2009). The introductory section will acquaint the audience with how the operation of a CS leaves characteristic patterns in language as people use it. One feature of the introduction will be the use of a computer simulation (Kretzschmar) so that the audience can see the process in action, not just observe its end products.

We will then organize the workshop in two additional parts: 1) Hettel, CS and Corpus Creation; 2) Kretzschmar, CS and Quantitative Measurement. In each part, we will offer explanation and demonstrations for 40 minutes, and allow 20 minutes for experiential learning. Hettel will present a rationale for corpus creation using methods of random sampling. For work on language in texts, this means using either an entire population of texts (such as all the novels by one author) or, more usually, a rigorously sampled selection of texts from a population. Either an entire population of texts or a random sample is required in order to avoid undue influence from any subsection of texts, since CS distributions emerge in every subgroup of texts. Using the example of documents from the nuclear power industry, Hettel will illustrate how a random sample can be created using quotas for each variable to be investigated. Kretzschmar will discuss the problem that frequency patterns that emerge from a CS are always nonlinear, never “normal” in the sense required for use of typical Gaussian statistics. He will present a method to assess just how nonlinear a frequency profile is so that A-curves can be distinguished from normal distributions, and then will
discuss how emergent frequency profiles from a CS can be usefully described and differentiated. The discussion will conclude with examples of whole-to-whole and part-to-whole comparisons that take advantage of emergent A-curve patterns.

The organizers will provide data for participants to use on their own laptops. Participants should have a spreadsheet program (Excel, or something that reads Excel files) in order to process the data.
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TEI Processing Model Toolbox: Power To The Editor
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Crossing the divide between encoded XML sources and tangible, published digital edition has always been a weak spot for TEI community. Recent efforts of the TEI Simple project aimed to bridge that gap with TEI Processing Model idea. TEI Processing Model Toolbox, an eXist-db based application brings the promises of TEI Simple (Rahtz et al., 2015) to life with its implementation of the processing model enhanced with an app generator, allowing to create standalone digital editions out of the box.

Publishing an edition from TEI sources so far involved tedious work on complex stylesheets and significant effort in building an application on top of it. Using the TEI Processing Model, customising the appearance of the text is all done in TEI ODD by mapping each TEI element to a limited set of well-defined behaviour functions, e.g. “paragraph” or “heading”. The TEI Processing Model specification includes a standard mapping, which can be tweaked by overwriting selected elements. Rendition styles are transparently translated into different output media types like HTML, XSL-FO, LaTeX, or ePUB. This approach easily saves thousands of lines of code for media specific stylesheets. The power of the eXist-db database and the application framework on the other hand take care of all the other core features like browsing, search and navigation.

The proposed workshop intends to introduce the concepts of the TEI Processing Model and provide a tutorial on how to use TEI Processing Model Toolbox (Meier et al., 2016) app to experiment and try out various ODDS containing processing model instructions, upload users’ own files and create a custom ODD, and, finally, generate their own, standalone edition using the App Generator. As an inspiration it will also present examples of real apps built with App Generator and other systems employing TEI Processing Model.

It is hoped that exposure to the concepts and technologies presented during the workshop will give its participants a point of exit in the task of publishing their own research data. The subject of the workshop is also strongly tied to a short paper on practical lessons from applying the TEI Processing Model that will be presented later at the DH2016, giving interested participants the opportunity to be introduced to the concept in a much more detailed manner than is possible during brief conference talk.
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From Digitization to Knowledge: Resources and Methods for Semantic Processing of Digital Works/Texts
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Internet is a revolution that will not stop "until everything is digitized," Louis Gerstner, former Chairman of IBM, quoted in the Economist, June 4th 1998

Description

The goal of this workshop is twofold: First, to provide a venue for researchers to describe and discuss practical methods and tools used in the construction of semantically annotated text collections, the raw material necessary to build knowledge-rich applications. We expect such tools to include lexical and semantic resources with a focus on the interlinking of concepts and entities and their integration into corpora.

A second goal is to report on the on-going development of new tools for providing access to the rich information contained in large text collections. Semantic tools and resources, notably, are reaching a quality that makes them fit for building practical applications. They include ontologies, framenets, syntactic parsers, semantic parsers, entity linkers, etc. We are interested in examples of cases that make use of such advanced tools and their evaluation in the field of digital humanities, with a specific interest on multilingual and cross-lingual aspects of semantic processing of text.

Topics of interest

- Construction and use of ontologies for text collections
- Entity nomenclatures and bridging
- Integration of lexical knowledge in text collections
- Visualization, user interfaces
- Semantic repositories: Entities and propositions
- Interlinking of concepts and entities in multilingual text
- Representing inter-textual relations
- Semantic search and information retrieval
- Tools for semantic annotation
- Timeline-based approaches such as "culturomics"
- Technical infrastructures and standards
- Quality evaluation
- Applications in digital humanities

Invited speakers

The workshop will include one, possibly two, invited speakers of international reputation.

Motivation

One of the consequences of the digital revolution is the gradual, but inexorable availability of all kinds of text in a machine-readable format. Libraries around the world scan their collections. Newspapers offer their articles on the web. Governments put their archives and laws online. A large part of what the human mind has produced: Literature, essays, encyclopedias, biographies, etc., is, or will be, accessible in a computerized form in a wide variety of languages. Within a few years, we can predict that (nearly) all text ever produced by humanity will be available in digital form: Either born digital or digitized from books, newspapers, archives, etc.

While digitization is well underway, turning the information contained in these texts into exploitable knowledge in the information society has become a major challenge as well as a major opportunity. IBM Watson and Google’s knowledge graph are recent and spectacular achievements that show the significance of knowledge extraction from text. IBM Watson is a system that can answer questions in the US Jeopardy quiz show better than any human being. One of its core components is the PRISMATIC knowledge base consisting of one billion semantic propositions extracted from the English version of Wikipedia and the New York Times, while Google's knowledge graph is based on a systematic extraction of millions of entities from a variety of sources. Such technologies are defining the information age, and they have the potential to bring a much higher degree of sophistication to "distant-reading" methodology in digital humanities, enabling large-scale access to text content.

Audience

The target audience is a mix of users that would like to apply semantic processing techniques to text and researchers in this area. Users, for instance, could be interested in the extraction of entities and their association with encyclopedic text or the extraction of relations from text: date and place of birth/death, profession, etc. Researchers would describe practical techniques and algorithms that could fit the needs of the users.

Organizers

- Lars Borin, University of Gothenburg
- Nathalie Fargier, Persée (Université de Lyon)
- Richard Johansson, University of Gothenburg
- Pierre Nugues, Lund University
- Nils Reiter, Universität Stuttgart
- Sara Tonelli, Fondazione Bruno Kessler
Mining Texts with the Extracted Features Dataset
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The HathiTrust Digital Library holds digitized copies of nearly 15 million scanned volumes from libraries around the world. These volumes are a significant resource for large-scale research: with their scale and breadth of material, a digital humanities scholar can make new inferences on history, language use, cultural trends, or even the structure of the printed word. However, access is complicated by the complexities of navigating copyright laws around the world, while use of the materials is impeded by the effort and technical demands of a researcher. To address both of these issues, the Extracted Features (EF) dataset from the HathiTrust Research Center (HTRC) provides volumes in a format that has already been cleaned, extracted, and tagged for computation use.

In this hands-on tutorial, participants will learn to use the Extracted Features dataset for text analysis alongside the HTRC Feature Reader library, equipping them to perform research on millions of publicly-accessible volumes. Through the HTRC Feature Reader, participants will make use of popular data science tools in Python for EF dataset analysis, and will be left with demonstrative materials to repurpose in their future work.

Data

The Extracted Features (EF) dataset from the HathiTrust Research Center (Capitanu et al., 2015) provides an open and permissive download of page-level extracted information for every page of 4.8 million volumes from the HathiTrust Digital Library. A “feature” refers broadly to a quantitative measure of some property in a dataset; for example, the number of times a word appear on a page. The EF data features include part-of-speech-tagged term counts, line and sentence counts, counts of the characters occurring on the far left and far right side of a page, and inferred language probabilities. Most notably, this information is provided for every page. Also, headers, body, and footer have been identified and features are provided separately for each part.

In the tutorial, participants will learn the significance of each feature, such as using line counts and character information to identify the type of content on a page, or using part-of-speech tags for improving topic models based on content.

Skills

This tutorial introduces participants to introductory text analysis in Python using the Extracted Features dataset with the HTRC Feature Reader. This includes accessing term counts and other raw information, slicing within that data, visualization trends within or across books, and leading into advanced techniques like topic modeling and sentiment tagging.

The skills taught in this tutorial are underpinned by programming in Python using a popular set of data science libraries. All code examples are provided, though they are most useful if participants are comfortable in tinkering and have a familiarity with Python’s basic conventions. Our intention is to make the code examples transparent enough so as to be easily modifiable by beginner users.

A participant completing the workshop will understand:
• the structure and possibilities of the HTRC Extracted Features Dataset;
• how to access the EF dataset files, both for individual and bulk use;
• how to start a Jupyter notebook, an accessible browser-based approach to data science in Python;
• the fundamentals of reading volume files, accessing metadata, and slicing and grouping token lists;
• basic visualization of EF data; and
• an advanced analytic technique modeled on recent digital humanities methods, discussed below.

The first part of the tutorial teaches the fundamental skills for working with the HTRC Feature Reader. For the final exercise of the tutorial, participants have a choice from prepared advanced exercises, which instructors will assist individually. This structure accommodates more intensive approaches in the time given, while also leaving participants with more examples for practicing their newly-acquired skills in the future.

The advanced exercises to be provided are: classification of paratext, using features suggested by Underwood (2014); visualization of sentiment trends in books as a proxy for a plot arc as previously performed by Jockers (2015), and within-book topic modeling using the inference approach presented by Organisciak et al. (2015).

Summary

The EF dataset offers a diverse and incredibly large collections of works for analysis in an easily accessible way. By providing these works as already extracted data, the EF dataset covers a large part of the text analysis workflow for researchers and is thus particularly suited for learners. This tutorial will use EF to teach text analysis through Python, using new software called the HTRC Feature Reader. By the end, students will be able to slice, group, and manipulate.
individual volumes for their needs, and will be familiar with techniques for modeling texts, identifying pertinent pages, and plotting trends across books.
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Reflectance Transformation Imaging (RTI) for Cultural Heritage Artefacts
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Introduction: Description of the Method

Reflectance Transformation Imaging (RTI) is a non-invasive/non-contact method that has its roots in the principles of raking light (light from a low angle) that has been extensively used in museums and other heritage contexts since the 1930s. RTI only requires regular photographic equipment (DSLR camera, tripod, and a portable flashlight) and freely available software developed by Hewlett Packard Labs (Malzbender et al., 2001) and the non-profit organisation Cultural Heritage Imaging (http://culturalheritageimaging.org/). Also, it can be used both indoors and outdoors and there is no limitation regarding the size or the material of the subject-matter. Using a digital camera and a light source (flash or other point light) RTI can enhance objects' subtle surface details and interactively relight them resulting in levels of information that would have been lost by using conventional photographic techniques. In addition, dynamic shading methods by a series of predefined computational algorithms can further enhance the perception of surface characteristics (Figure 1), therefore making the identification of minor details, such as flaking, scratches, and fingerprints, possible.

The method has been extensively used on a wide range of cultural objects, such as inscriptions, manuscripts, rock art, paintings, numismatics and any possible material including metal, stone, leather, paper, wax, bone, and clay (Earl et al., 2010; Kotoula and Kyranoudi, 2013; Newman, 2015; Díaz-Guardamino et al., 2015). Conservation practice has also benefitted from the capabilities of the method since it provides very high resolution and great level of detail that helps in the identification of conservation needs and the establishment of preventive conservation measures (Kotoula, 2014).

Relevance to the Digital Humanities

Many disciplines within the Humanities have a long tradition in using imaging methods for recording and investigating cultural heritage artefacts. Computational Imaging methods, such as photogrammetry, multispectral photography, and RTI provide a whole new way of extracting information from digital photographs and producing new interactive visualisations that enhance traditional modes of working with the photographed subjects. RTI is a method that has already proven its capabilities in a wide range of contexts. The use of low-cost equipment, the ease of use, the speed of capturing and processing datasets, and most importantly the results obtained, offer users many opportunities to approach artefacts in different ways beyond conventional digitisation practices. However, RTI has not been widely used in Humanities datasets, not only because text is the main source but also due to the fact that bibliographic resources about applications and technical developments of the method are relatively scattered in areas that humanists are not very familiar with, such as archaeology and computer science. In addition, such new methods of working with cultural heritage datasets bring to the front new challenges, such as the creation of interactive online repositories, different ways of sharing processes and results, community engagement (Beale and Beale, 2015), and digital preservation.

Figure 1: Reflectance Transformation Imaging on a steatite seal from Zominthos, Crete, Greece. Top: Conventional Digital Image. Bottom: Dynamic shading algorithms: A. Normal maps; B. CoefficientA5; C. Specular Enhancement; D. CoefficientA3
Method of Delivery

The tutorial will combine lecturing and hands-on practice. Participants will have the chance to learn and practice all the different stages involved in RTI - from capturing to processing and viewing as well as embedding results to webpages using the WebRTIViewer (http://vcg.isti.cnr.it/rti/webviewer.php). During the tutorial, they will capture new objects but they will also process and view pre-captured datasets. These datasets ensure that participants will work on material that has been properly captured and is of sufficient quality for all the different stages involved. Participants are also welcomed to bring artefacts that they would like to capture and process with the RTI method during the session.
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Does your library or digital humanities center employ graduate students? Are you considering employing graduate students in digital scholarship work at your university? This full-day workshop will bring together institutions that do to discuss the variety of institutional arrangements for employing graduate students in digital scholarship labor. If graduate students can help build capacity for digital work on your campus, what are some best practices for structuring their employment? What are some current models in place, and what are the benefits and challenges of fellowships vs. part time employment or RAships? This workshop will present helpful practical advice on this topic, but also serve as a starting point for a broader discussion about the place of student labor in DH work.

Graduate students represent valuable members of digital humanities teams in a variety of institutional and library
settings. They collaborate with scholars in labs, as members of project teams, as fellows, interns, instructors, research assistants, principal investigators, and everything in between. In her 2015 Office of Digital Humanities keynote presentation entitled “on capacity and care,” Nowviskie argued that, as we continue to build individual, institutional, and even national capacity for digital scholarship in higher education, we should make an “ethic of care” the foundation upon which we work. This workshop will address how libraries and digital humanities organizations can make an ethic of care the foundation upon which their varied graduate student labor arrangements are built as they look to expand capacity within their institutions and beyond. Workshop participants will discuss the benefits, challenges, and best practices for the wide variety of institutional arrangements that result in graduate students doing DH work in libraries and DH organizations today.
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Efforts to forge a global digital humanities community are continually hampered by linguistic divides. Fiormonte argues that non-Anglo American DH is largely ignored by the dominant Anglo-American hegemony in the field: “But from the point of view of the scientific results, research projects, and institutional presence, Informatica Umanistica, like most of the “other” DH practiced in the world, practically doesn’t exist” (Fiormonte, 2012). Rockwell asserts that lack of access to this “other” DH diminishes DH as a whole: “...it is precisely when thinkers make strange what you thought you knew that you can think about it afresh. This would be thinking-through translation. This is the message Domenico Fiormonte returns us to when arguing for multiculturalism in the digital humanities” (Rockwell, 2016).

Even when many aspects of global DH practices are not dependent on language, especially within a scholarly community that has adopted a lingua franca, multilingual translation is a productive avenue to explore the situatedness and locality of global DH work. It is also an indispensable basis to interlink peripheral, border, global south DH practice with mainstream and canonical DH work (Ortega, 2016). Galina poses language as a potential mode of inclusiveness, given the dominance of a few countries/institutions and English language in DH, a dominance that is reflected from academia writ large. She suggests: “… there are some indicators that there is an interest by the main DH organizations of proposing alternative models that can, if not solve, at least alleviate this phenomenon. There are two approaches: the first is making more information available in other languages and the second is making English, used as the lingua franca, more accessible to non-native speakers” (Galina, 2014).

How can we move beyond a monolingual DH, and promote exchange of works among linguistic communities? And how can we ensure this exchange is ongoing and sustainable? This hack-a-thon brings together practitioners from two ADHO SIGs--Global Outlook::Digital
Humans and the Libraries and DH SIGs—and a primarily monolingual dh community project—dh+lib— in an attempt to hack a solution. The half-day hack-a-thon will work on a pilot that models a translation process for a particular publication, dh+lib, that could be applicable to other scholarly communication vehicles and venues. The group will think through existing infrastructure, address questions around translation, labor, and design, and perform hands-on translation of works nominated by the DH and libraries community. Translation is, of course, more art than science, and any attempt to build a multilingual dh/libraries exchange must acknowledge the complexity of the undertaking. Thus the hack-a-thon builds upon previous translation exercises put into practice by both SIGs and dh+lib, like DH Whisperers (Ortega et al., 2015) and simultaneous bilingual publication of blog posts (Galina et al., 2015).

Despite the clear need for and benefit of broader translation in the DH community, translation is shied away from, perhaps due to a perceived inability to deal with the associated costs or develop the necessary skills. By applying the Translation Toolkit developed by GO::DH, the hack-a-thon will position translation as achievable. The Translation Toolkit gathers a catalogue of readily available tools and suggested practices to approach the sometimes daunting task of translating and preparing multilingual resources, whether at conferences, in editorial and authorial journal work, and website and resource developments. During the hack-a-thon, participants will be able to explore and put into practice the materials available in the toolkit in order to launch the translation exercises and the design of sustainable multilingual workflows at the center of the session. Further, the Translation Toolkit proposes translation and multilingual exchanges based on distributed community efforts like those put into practice by dh+lib.

The focus on dh+lib as a pilot project is notable. A community publication project, dh+lib was launched in 2012 by a group of librarians to enable exchange at the intersection of digital humanities and librarianship. dh+lib has enjoyed support from the Association of College & Research Libraries and the ADHO Libraries and DH SIG. The project includes an active site, featuring original posts, a weekly Review round up (using the PressForward curation tool and a multi-tiered process of editorial review), and resource pages. More than 200 volunteers and 50 authors have contributed to the site; according to GoogleAnalytics, more than 38,000 users have accessed the site. Modeled on DHNow, the Review engages volunteer editors-at-large, who develop conversations with current scholarship in digital humanities while using their Library and Information Studies expertise to bring important work by libraries to a broader audience. Editors come from a variety of professions, disciplines, and institutions (both within and outside the United States), and form a distributed community of practice connected through the collaborative hub of this participatory project. This, then, provides an ideal use case to test out the mechanisms of collaborative translation: how would a multilingual dh+lib function? Could this editorial system of nomination and curatorial intervention be extended to operate as a translation hub?

Building in translation as a feature of aggregation and community-based distribution will benefit the global DH community by facilitating timely cross-linguistic exposure and dialogue. Since its approval as an ADHO SIG, GO::DH has sought to “leverage the complementary strengths, interests, abilities and experiences of participants through special projects and events, profile and publicity activity, and by encouraging collaboration among individual projects, institutions, and researchers” (Global Outlook: Digital Humanities, n.d.). The collaborative hack-a-thon seeks to take full advantage of both SIGs’ pre-existing communities, the multilingual and translations initiatives previously put into practice, and the content nomination practices of dh+lib. The convergence of expertise will allow us to investigate approaches for sharing the labor of translation and making use of existing channels.

This hack-a-thon will prepare attendees to engage in translation work and will continue conversations around translation practices and existing workflows. It will offer participants practical and adaptable approaches to developing comfort with and practices around translation in their own institutions and endeavors. Additionally, it will provide the workshop presenters with feedback from potential users, which will help guide development of both the Translation Toolkit and a more international dh+lib. We anticipate that this event, situated as it is at the beginning of DH2016, will stimulate conversations on translation and linguistic diversity that will permeate other conference events. We further expect that it will connect participants in both SIGs and serve as the basis for an ongoing collaboration throughout the year on translation workflows. We envision hosting follow-up sessions in Montreal in 2017 and Mexico City in 2018 to regroup, report progress, and continue to articulate strategies for increasing translated material among our communities, publications, and projects.
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Scheduled for 12 July 2016, this Digital Humanities 2016 workshop will explore the practice and influence of minimal computing from both a practical and theoretical perspective. We use “minimal computing” to refer to computing done under some set of significant constraints, including constraints of hardware, software, network infrastructure, and power. Minimal computing is also used to capture the maintenance, refurbishing, and use of machines to do work out of necessity, along with the choice to use streamlined computing hardware, such as Raspberry Pi or Arduino.

In essence, it calls for the reduction of the technical infrastructure required to produce, disseminate, and preserve digital scholarship. Put this way, it can reduce external dependencies (such as reliance on proprietary software, network infrastructure, or complex technology stacks), help communities to assert some control over their content, and facilitate sharing and preservation. This dichotomy of choice versus necessity underscores technology that is arguably not the high-performance computing of high-income economies. By operating within this tension between choice and necessity, minimal computing brings important concepts and practices within digital...
humanities to the fore. In this way it is also an intellectual concept, akin to environmentalism, asking for balance between gains and costs in areas including social justice, manufacturing, waste, and labor.

The workshop will engage questions such as (but not limited to):

- What are best practices for application construction in order to maximize access, decrease obsolescence, and reduce e-waste?
- How and in what ways does experience in mid- and low-income economies inform ongoing assumptions about how research and collaboration are conducted in high-income economies?
- In terms of computing and culture, what meaningful differences emerge across economical, infrastructural, and material conditions?
- In and beyond digital humanities, what is implied by minimalist design, and to what effects on practice?
- In digital humanities and other contexts, what research is being conducted with which physical computing technologies, how, and why?
- How do the different histories of minimalism in art, design, and industry form genealogies for minimalism in computers? Or what interesting work are people currently doing with minimal computing in areas such as art, design, and experimental media?

Despite its fundamental concerns, minimal computing still lacks a cogent research agenda within digital humanities. As such, this workshop aims to bring like-minded researchers from a variety of disciplines to the same space to share work in progress and collectively articulate lines of future inquiry.

Format

The workshop will blend delivery of short papers (or thought pieces) with seminar discussion, demonstrations, and prototype testing.

9:30am-12:30pm: The first half of the workshop will consist of 8-10 presentations, together with focused discussion of the presenters’ minimal computing projects. Presentations and projects will be drawn from responses to a workshop CFP circulated in March 2016.

1:30pm-4:00pm: Participants will collectively develop a research agenda for minimal computing, with all participants collaborating to identify projects, build ideas, share and test prototypes, and articulate collective interests. Where applicable, participants will demonstrate workflows and projects involving physical computing platforms such as Raspberry Pi and Arduino.

Participation

Participation in the workshop may range from presenting a paper or sharing a prototype to responding to presentations, testing prototypes, or simply observing to learn more about minimal computing practice and theory.
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In recent years semantic technologies have become increasingly popular to represent, manage and publish data in the humanities. Virtual research environments with semantic backends are used to build complex networks, data is exposed as triples using RDF, and important vocabularies and thesauri are available as linked data. Ontologies like the CIDOC Conceptual Reference Model (CRM) are the semantic backbone of this approach and provide interoperability and data exchange beyond pure linking.

WissKI (wiss-ki.eu) is a ready-to-be-used web-based virtual research environment and publishing framework that in its core relies on Semantic Web technologies to represent the curated knowledge. The user experience for data acquisition and presentation, however, intentionally borrows from traditional modes, while the user profits from the possibilities of linked and semantically enriched data. Thus, the system enables digital humanists to produce high-quality linked data, without having to cope with technical issues of the Semantic Web and ontologies in general or the often-quoted peculiarities of CIDOC CRM in particular. This is achieved by defining a mapping between traditional index card or tabular style on the one hand and graph-based linked data on the other hand. The mapping may be opaque to the users and only be managed by an (ontological) administrator. Also, mappings may be shared between systems and projects, so that best practice patterns may evolve; this actually already has happened and still happens.

By default, data may be input and displayed either as free text or as structured data via forms. Free text may be input through a graphical editor and is semantically indexed in terms of named entity recognition results, calendar date specifications, mentioned events, and also technical terms as far as appropriate authority files are available (e.g. Getty’s Art and Architecture Thesaurus). Form input provides mechanisms for error reduction like spelling variants, e.g. by showing autocompletion hints.
that are again backed by available authorities. From the textual annotations, RDF triples may be generated and be reused as structured data. Furthermore, the system allows the upload, derivation and display of images. Other, more application-specific ways of data acquisition like mass imports or 2D/3D annotation may be included through extensions.

From the technical perspective, WissKI is based on Drupal (drupal.org). Drupal is a widely used Web Content Management System with a big and active user and developer community. It has a modular architecture and there exists a vast variety of third party extension. Being such an extension, WissKI profits from a stable core system (security updates!) and also from these community contributions, providing all sorts of functionality.

As Drupal itself, WissKI is published as open source and can be downloaded from the project web site (wiss-ki.eu) or from github.

Although WissKI in its core is domain-agnostic, it is designed to best fit the needs of object centered documentation and research as it is typical for many memory institutions, but also for research projects from art history, biodiversity, architecture, epigraphy, etc. As such it naturally goes together with the CIDOC CRM, an ontology designed for the documentation of cultural heritage. It is used by several academic and memory institutions in Germany in national and international research projects; it is used for such diverse purposes as research environment, curated collection management, virtual exhibition, or in courses and seminars.

The tutorial aims at all researchers, archivists and curators who are interested in object documentation, in particular its semantic disclosure integrating data from (database and content management systems) form-based input and plain text fields. Furthermore it addresses people interested in applications of the CIDOC CRM.

This half-day tutorial

- gives a short introduction to the (technical) approach of WissKI,
- presents current use cases and modes of use,
- shows how to install, configure, and use WissKI, and
- includes a hands-on for semantic modelling and data acquisition with WissKI and CIDOC CRM.

Digital Archiving and Storytelling in the Classroom with Omeka and CurateScape
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Digital Archives and Exhibitions are one of the most accessible ways to bring historical and cultural materials into public circulation. This tutorial is an intensive introduction to archive development and storytelling within the Omeka content management and exhibition system (http://omeka.org/), which was developed by George Mason University’s Roy Rosenzweig Center for History and New Media. This tool has been tested in a variety of academic and cultural heritage settings and was developed with extensive input and revision from the academic community. Omeka enables users to input various types of digital media content using standardized metadata structures, to organize them into Collections, and to present them in multimedia digital narratives known as Exhibitions. The platform is easy to use, and can be installed as a package in many web hosting environments. We will also demonstrate the use of the CurateScape plugin, which allows users to create location-based itineraries drawn from Omeka items optimized for mobile devices. CurateScape (http://curatescape.org), developed by the Center for Public History and Digital Humanities at Cleveland State University, can be used in a wide variety of settings. They are freely available with the only cost to the scholar being web hosting. These advantages make both tools ideal for diverse classroom settings.

Over the course of the tutorial we will introduce participants to the principles of digital archive collection development using exercises developed for the Duke University Wired! Lab for Digital Art History and Visual Culture tutorials. Content types may include digital images, audio files, 3D models, video, text facsimiles, and other source materials. These Items may be annotated with descriptive elements, locations, and other metadata relevant to search and presentation. We will explore data input formats and techniques as part of the hands-on exercises. Items in Omeka may also be organized into location-based Tours using the CurateScape Framework, a set of freely available themes and plug-ins.
In addition to providing a technical, hands-on overview of the system, we will discuss data management and digital storytelling strategies for online archives and exhibitions that take advantage of these and other tools to support their successful use in a classroom setting. We will reflect on digital pedagogy by sharing examples of successful project-based seminars that have taken advantage of Omeka based systems to scaffold course assignments around topics including discovery and remediation of analog content into digital form; integration of secondary historical and critical sources into a dynamic archive; development of taxonomies and data structures; exploration of ways to collaborate on digital media project development; recontextualization of historical objects and locations; and presentation strategies for diverse audiences in academia and in the wider public. Participants in the session will come away with a solid understanding of the features of the Omeka system, the knowledge to create their own archives, strategies for teaching with these tools, and the ability to communicate their support needs to tech professionals in their local communities.

Our plan for the session is to provide a basic Omeka installation for each participant on our shared server in the Wired! Lab, and to provide instructions to users who wish to set up their own sites on Reclaim Hosting or another hosting platform. The mobile component of the tutorial will require users be able to access wifi or local data. We will bring a few devices for users to test their projects on.

Contact Info

Victoria Szabo, Associate Research Professor, Visual and Media Studies, Duke University, ves4@duke.edu

Szabo's primary research focus is on media history and the critical and practical affordances of database-driven spatial media such as digital maps, games, virtual worlds, and mobile applications for teaching, research, and public outreach. She is especially interested in theories and practice of augmented reality experience design for digital heritage and creative expression, and has worked on location-based urban AR projects in Durham, NC and Venice, Italy, among other places. Her NC Jukebox digital audio archive project relies on the Omeka platform. She also develops art-games with the Psychasthenia Studio. She holds a PhD in English from the University of Rochester and is the Director of Duke's Information Science + Information Studies Program and the Duke Digital Humanities Initiative. Before coming to Duke she worked as an Academic Technology Specialist and Manager at Stanford University.

Edward Triplett, CLIR Fellow, Duke University, edward.tripllett@duke.edu

Ed recently received his PhD in the history of art and architecture from the University of Virginia. He also holds masters’ degrees in 3D Modeling and Animation and in Medieval History. He is experienced with photogrammetry, virtual reality, and various interactive online presentation systems, and has instructional experience as a Visualization Specialist at UVA. As a CLIR (Council of Library and Informational Resources) postdoctoral fellow at Duke University, Ed partners with the Duke Library and the Wired! Lab to form data curation and project management plans for born digital and digitized materials. His dissertation research combined 3D modeling and GIS techniques to reconsider the architectural history of military-religious orders in medieval Iberia. His research interests include computer vision, agent-based modeling, augmented reality and data visualization.

Description of Target Audience and Number of Participants

Anyone looking for ways to implement digital storytelling and archiving tools with students. Participant limit is fifteen.

Tech Support Requirements

Participants must bring their laptops. Everyone will need internet access. Access to Omeka and CurateScape will be provided by the instructors.
View Source: Reading the Hidden Texts of the Web

Jeff Thompson
mail@jeffreythompson.org
Stevens Institute of Technology, United States of America

When discussing the web, the two layers of online experience we most often talk about are interactions and their underlying technology. We unpack the conversations and transactions happening online (anti-feminist rhetoric, how Twitter differs from Medium), and we discuss how algorithms shape those experiences (Facebook’s decisions about what is in your feed, A/B testing). But at an intermediary level, an entire corpus is being written in Javascript variables and HTML comments, standardized but hidden files, and even the structure of websites themselves. This workshop will investigate these intermediary layers from a critical, exploratory point of view.

This workshop will use a hackathon-like methodology of play and exploration to maximize breadth and depth—the goal is creative and critical investigation rather than technical. After some short, fairly low-tech tutorials to introduce tools and methodologies, participants will spend the remainder of the workshop digging across the web and presenting their findings. All levels of technical expertise will be encouraged, as will ad hoc collaboration. Those with prior experience using the tools introduced are encouraged to dig deeper.

Workshop Leader
Jeff Thompson an artist, teacher, hacker, and writer whose work investigates the poetics of technology, how its functionality can provide access points for meaningful exploration, the agency of increasingly self-aware systems, and the physicalization of otherwise invisible processes. He is currently Assistant Professor and Program Director of Visual Arts and Technology at Stevens Institute of Technology.

Questions about this workshop: jeff.thompson@stevens.edu

Tech requirements
Participants should bring:
• A laptop with WiFi access
• An up-to-date version of Firefox installed (mozilla.org/firefox)
• Sublime Text text editor (free version is fine, sublimetext.com)
• If possible, please install wget (gnu.org/software/wget)
• Other text-mining/web tools of your choice

Introduction to Natural Language Processing

Lauren Tilton
lauren.tilton@yale.edu
Yale University, United States of America

Taylor Arnold
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Yale University, United States of America

Brief Description
The application of computational tools to textual data is a growing area of inquiry in the humanities. From the culling of “Culturomics” via the 30 million document Google books collections, to the painstakingly detailed process of analyzing the text of Shakespeare’s plays to ascertain their ‘true’ creator, a wide range of techniques and methods have been employed and developed. Text analysis in the humanities has also garnered an impressive level of interest in the mainstream media. For example, a study analyzing the relationship of a professor’s gender to their teaching reviews and an overview of Franco Moretti’s ‘distant reading’ both recently appeared in the New York Times. The Atlantic featured an historical critique of the language used in the period drama ‘Mad Men’, where textual analysis of the script revealed departures from the standard American English spoken in the 1960s. The majority of this work, however, relies on techniques such as n-grams and bag-of-word models. Recent developments in computational linguists, which have attempted to mimic the complex process by which humans parse and interpret language, are finding increased use within the humanities.

This workshop will introduce the basic components of modern natural language processing. Techniques include tokenization, lemmatization, part of speech tagging, and coreference detection. These will be introduced by way of examples on small snippets of text before being ap-
plied to a larger collection of short stories. Applications to stylometric analysis, document clustering, and topic detection will be briefly mentioned along the way. Our focus will be on a high-level, conceptual understanding of these techniques and the potential benefits of using them over models commonly employed for text analysis within humanities research. We will also introduce open-source software that is available for a wide range of programming languages (i.e., Java, R, Python, Ruby, Perl) and applicable for parsing an increasingly large number of natural languages (i.e., English, French, Spanish, Chinese, German, Turkish, Arabic). The workshop is based on a chapter from the instructor’s book Humanities Data in R: Exploring Networks, Geospatial Data, Images, and Text (Spring, 2015).

Instructors

Taylor Arnold, is currently a lecturer in the department of statistics at Yale and senior scientist at ATandT Labs. His research focuses on the analysis of large, complex datasets and the resulting computational challenges. A particular area of focus is the sparse representation of highly structured objects such as text corpora and digital images. He is the technical co-director of the NEH funded project Photogrammar. Together with Lauren Tilton, he is the co-author of the text Humanities Data in R: Exploring Networks, Geospatial Data, Images, and Text.

Lauren Tilton, is a doctoral candidate in American Studies at Yale University. She is the Co-Director of Photogrammar (photogrammar.yale.edu) and Participatory Media (http://participatorymediaproject.org/). Research interests include 20th century U.S. history and visual culture as well as digital and public humanities. She is the co-author with Taylor Arnold of Humanities Data in R: Exploring Networks, Geospatial Data, Images, and Text. She will be joining the faculty at the University of Richmond as a Visiting Assistant Professor of Digital Humanities in Fall 2016.

Target Audience and Size

This workshop is accessible to participants from all backgrounds.

Brief Outline of Workshop

• Introduction to NLP
• Tokenization and Sentence Splitting
• Lemmatization
• Part of Speech Tagging
• Dependencies
• Named Entity Recognition
• Coreference resolution
• Overview and comparison of current software
• Stanford CoreNLP
• Apache OpenNLP
• spaCy.io

Music Information Retrieval Algorithms for Oral History Collections
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Digital humanities, as a largely text based domain, often treats audio files as texts, retrieving semantic information in order to categorise, sort, and discover audio. This workshop will treat audio as audio. Taking oral history collections from the University of Sussex Archive of Resistance Testimony as a test case, participants will be lead through the use of Music Information Retrieval (MIR) approaches to categorise, sort, and support their discovery of an audio collection. Participants will also be supported in planning the extension of these approaches to explore audio collections that they know or work with.

All instructors for this workshop are from the new inter-disciplinary Sussex Humanities Lab at the University of Sussex. The workshop combines the diverse interests of the instructors to focus on the application of music technology to history and stems from this inherently collaborative environment.

Oral history best practice publications and resources often focus on the application and use of digital methods and tools to create, store and manage audio, audio-visual, and subsequent text files. They recommend, for example, standards for file formats, metadata and text encoding, software for audio to text conversion, and database and content management systems. However, while a number of projects provide innovative and useful tools that challenge the privilege of the text (i.e. Oral History Metadata Synchroniser), the majority of projects rely on the ability to encode an oral history interview to carry out further analysis using digital tools and methods. The analysis, therefore, is based on the text surrogate rather than the
original audio source, but as Alessandro Portellii states this focus denies the ‘orality of the oral source’.

Text encodings or transcripts of oral history interviews have their obvious advantages - they are easier to anonymise, distribute and store, and we have established techniques for text analysis. However, there are indications within the community that the privilege of this text based approach should be questioned given the ever increasing possibility for computational analysis of audio. This is evident in the Oral History Society’s recent call for papers which remarks that the ‘auditory dimension of oral history was for decades notoriously underused’.

In light of this loss of context and information this workshop will explore the original sources for the richer datasets which they afford. The field of MIR provides this opportunity. MIR draws from digital audio signal processing, pattern recognition, psychology of perception, software system design, and machine learning to develop algorithms that enable computers to ‘listen’ to and abstract high-level musical information from low-level audio data. Just as human listeners can recognize pitch, tempo, chords, genre, song structure etc, MIR algorithms are capable of recognizing and extracting this information, enabling systems to perform extensive sorting, searching, music recommendation, metadata generation, transcription on large data sets. Deployed initially in musicology research and more recently for automatic recommender systems, the research potential for MIR tools in non-musical audio data mining is being recognised (e.g. analysing bio-acoustic data for ecological purposes) but yet to be fully explored in the humanities.

The aim of this workshop is to help the digital humanities community explore the possibilities of MIR in a practical and methodological fashion within context of oral history collections. Our participatory design approach enables development for a broader scope of problems and support participants to challenge current methodologies for oral history analysis. We seek to apply an objective analysis based on the content of the source material in its entirety and complement or challenge human and text based analysis with computational methods. By applying MIR algorithms to a field that traditionally privileges text we hope to add new understandings and interpretations to rich audio resources.
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